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Preface

Psychiatric disorders are highly complex and multifactorial. Moreover, the
disorders are characterized by being heterogeneous with a significant degree of both
overlap and co-morbidity. All these characteristics render research attempting to
unravel the underlying psychophysiological processes rather complex and difficult.
The only way forward is the incremental elucidation of physiological aberrations
and attempting to identify the clinical correlates of the identified deviations.

Psychophysiological/electrophysiological methodologies have proven very
useful in probing the physiological aberrations in psychiatric disorders and guiding
towards effective and/or novel interventions. Given the extremely wide scope of
psychiatric aberrations from personality deviations and substance dependence to the
frank psychoses with both cognitive disintegration and affective dysregulations a
rather large volume of research currently exists.

The first 12 chapters in this volume (Part I) provide updates regarding current
understanding of the psychophysiological processes seen to be deviant in a par-
ticular disorder or in association with a particular set of symptoms within a disorder
spectrum. The last five chapters (Part II) focus on techniques and methodologies
that are highly promising as tools to further strengthen the impact of psycho-
physiological investigations on bringing the field closer to a full understanding of
the pathophysiologies of the various neuropsychiatric disorders.

Part I of the volume starts with a contribution from Petr Bob focused on dis-
turbances of neural mechanisms of consciousness which, through attentional
mechanisms and memory processes, are linked to specific changes that occur in
psychiatric disorders. The disturbances of consciousness and mental disintegration
are closely connected with influence of stressful experiences and enable us to
understand certain psychopathological mechanisms manifesting in a number of
disorders. The contribution by Michael Stone provides a neurophysiological view
of the spectrum of Borderline Personality Disorder (BPD). In the last two decades
neurophysiological data, including MRI and fMRI, have established correlates in
various brain regions, particularly those involving the frontal lobes and various
limbic structures, that show promise of providing a more substantial basis for
diagnosis relying primarily on identified brain changes. This chapter addresses the
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possible interrelationships between BPD and Bipolar Disorder. In the next chapter,
Tim Outreth, Andrew Kemp and Gin Malhi examine electroencephalogram (EEG)
and event-related potential (ERP) measures along with neuroimaging and peripheral
physiological measures that both characterize and differentiate Bipolar Spectrum
Disorders and their response to treatment. They provide a thoughtful framework for
understanding these findings and stress their importance in improving assessment
and therapeutic decision making in this population.

The two subsequent contributions are provided by the Galderisi/Vignapiano/
Mucci/Boutros group and address, in Chap. 1, the physiological correlates of
positive symptoms in schizophrenia. This chapter highlights the findings of elec-
trophysiological studies in schizophrenia dealing with early sensory perception and
attention, automatic sensory detection of stimuli changes and cognitive evaluation
and integration of information, relevant to the pathophysiological mechanisms
underpinning hallucinations and delusions. Results of electrophysiological studies
investigating the neural correlates of positive symptoms suggest aberrant intrinsic
organization of functional brain networks. The following contribution by the same
group highlights the electrophysiological aberrations associated with negative
symptoms in schizophrenia. While a number of studies have appeared over the
years examining the electrophysiological correlates of the cluster of negative
symptoms in schizophrenia, only a few studies have actually focused on the Deficit
Syndrome (DS). In this chapter, electrophysiological investigations utilizing EEG,
Evoked Potentials (EPs), polysomnography (PSG), or magnetoencephalography
(MEG) to probe “negative symptoms”, or “Deficit Syndrome” are reviewed.

Dean Acheson, Mark Geyer and Victoria Risbrough then offer a comprehensive
review of the current state of knowledge on psychophysiological outcomes in
Posttraumatic Stress Disorder (PTSD), with particular attention to their use as
markers of current symptoms as well as markers of PTSD-related processes (e.g.
fear extinction), and their sensitivity and selectivity for PTSD symptoms versus
other anxiety and mood disorders and co-morbid disorders. They highlight potential
future avenues for integrating psychophysiology into emerging areas of PTSD
research and discuss the use of new wearable physiological monitoring technolo-
gies in treatment outcome studies. Wenzel Schicho and Oliver Pogarell provide a
review and commentary on the physiological aberrations in Panic Disorder (PD)
with a focus on the less frequently explored contribution of isolated epileptic dis-
charges (IEDs) to symptomatology in the absence of epilepsy. It is not known
exactly which role IEDs play in the genesis of behavioural aberrations. In this
chapter, attention is directed towards this issue and its relevance to managing
psychiatric patients suffering from PD, as well as understanding the complex
relationship between IEDs and the pathophysiology of PD. The chapter by Chris-
topher Patrick discusses the constructs of psychopathy and antisocial personality
disorder (ASPD), their relations with one another and with violent behaviour, and
provides an in-depth review of physiological correlates of psychopathy and ASPD
with a focus on the features that these conditions share and those that distinguish
them.
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The two subsequent chapters address a topic that is not commonly included in
standard psychophysiology texts, namely premenstrual and postmenopausal phys-
iological and psychophysiological changes. The first of these, by Inger Sundström
Poromaa, focuses on premenstrual dysphoric disorder (PMDD). PMDD is common
with onset of symptoms in the late luteal phase of the menstrual cycle and provides
an important model for our understanding of the influence of ovarian steroids on
mood and anxiety in women. She discusses physiological findings in PMDD
women (e.g. altered cardiovascular responses to stress) that appear to represent
vulnerability traits for PMDD (i.e. also present in asymptomatic menstrual phases),
or alternatively, vulnerability traits for the depressive and anxiety disorders that are
commonly associated with PMDD. She also presents a number of state-related
findings (e.g. lower luteal phase prepulse inhibition) in PMDD. The next contri-
bution by Robert Freedman addresses postmenopausal physiological changes. The
hallmark of menopause is the marked reduction of estradiol levels due to ovarian
failure. This, among other factors results in hot flashes, the most common meno-
pausal symptom. This chapter reviews the pathophysiology of hot flashes and
highlights the contribution of brain structures like the brainstem, the insula and the
prefrontal cortex.

The next chapter, by Ian Kodish, Carol Rockhill and Sara Webb, reviews psy-
chophysiological and neuroimaging findings in Autism Spectrum Disorder (ASD),
describing alterations in local brain regions as well as coordination of brain activity
during both rest and activation paradigms in ASD. They propose that new drug
therapies for ASD should aim to realign ‘trajectories of network specialization
across development’ by acting together with behavioural therapies to enhance social
and emotional learning by potentiating the effect of experience-induced plasticity
on neuronal network connectivity. The last contribution to this part of the volume
comes from Timothy Rhoers and colleagues who provided an analysis of the
physiological correlates of insomnia. This chapter describes the physiological
correlates of insomnia expressed during sleep and during the daytime. Together, the
data from nighttime and daytime electrophysiology, event-related brain potential
recording, neuroimaging studies, sympathetic nervous system and HPA axis
monitoring all suggest insomnia is a 24-h disorder of hyperarousal.

Part II of the volume starts with a contribution from Gregory Light and Neal
Swerdlow. They propose a remarkable parading shift (focus more on what is “right”
and less on what is “wrong” with the patients) and convincingly argue, with clear
examples of more normal-like performance in specific neurophysiological and
psychophysiological measures predicting a positive response to specific therapeutic
interventions, for an alternative strategy of using psychophysiological measures to
identify ‘spared neural and cognitive function’ and then using this information to
optimize clinical outcomes in schizophrenia patients. The next contribution to this
section comes from Susan Bowyer and addresses connectivity measurements for
network imaging. As is well known, communication across the brain networks is
dependent on neuronal oscillations. Detection of the synchronous activation of
neurons can be used to determine the well being of the connectivity in the human
brain networks. Well connected highly synchronous activity can be measured by
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MEG, EEG, fMRI and PET and then analysed with several types of mathematical
algorithms. A further contribution by Petr Bob provides a review of topics related to
nonlinear measures and dynamics in psychophysiology of consciousness that rep-
resent important tools to understand certain specific changes in neural systems
implicated in psychiatric disorders. These methods enable us to describe various
levels of complex interactions that may influence patterns of temporal and spatial
disorganization with decreased or increased functional connectivity and complexity
that underlie specific perceptual and cognitive changes in psychopathological states.
Martijn Arns and Sebastian Olbrich explore the role of pharmaco-EEG in person-
alized medicine for Attention Deficit Hyperactivity Disorder (ADHD) and
Depression. This chapter summarizes recent developments on personalized medi-
cine in psychiatry with a focus on ADHD and depression and their associated
biomarkers and phenotypes. Several neuro-physiological subtypes in ADHD and
depression and their relation to treatment outcome are reviewed. The final contri-
bution to this volume comes from Nikolaj Bak and Bob Oranje. They describe the
benefits of psychophysiology-informed imaging, an approach also advocated by
many others in this volume, in particular how a combination of EEG and fMRI
complements each other, allowing both high temporal (EEG) and spatial (fMRI)
resolution to be achieved. They also discuss various approaches to combine psy-
chophysiology (EEG, EMG) with fMRI and the issues that need to be dealt with
when combining the two methodologies.

We hope this volume, with chapters from leaders in the field, will make a
valuable contribution to the literature on proven utility as well as future applications
of psychophysiological measures, combined with other methodologies, in the
context of improved understanding, prevention and effective treatment of neuro-
psychiatric disorders.

Veena Kumari
Petr Bob

Nash N. Boutros
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Part I
Psychophysiology in Neuropsychiatric
Disorders and Their Treatment: Past,

Present and Future



Psychophysiology of Dissociated
Consciousness

Petr Bob

Abstract Recent study of consciousness provides an evidence that there is a limit
of consciousness, which presents a barrier between conscious and unconscious
processes. This barrier likely is specifically manifested as a disturbance of neural
mechanisms of consciousness that through distributed brain processing, attentional
mechanisms and memory processes enable to constitute integrative conscious
experience. According to recent findings a level of conscious integration may
change during certain conditions related to experimental cognitive manipulations,
hypnosis, or stressful experiences that can lead to dissociation of consciousness. In
psychopathological research the term dissociation was proposed by Pierre Janet for
explanation of processes related to splitting of consciousness due to traumatic
events or during hypnosis. According to several recent findings dissociation of
consciousness likely is related to deficits in global distribution of information and
may lead to heightened levels of ‘‘neural complexity’’ that reflects brain integra-
tion or differentiation based on numbers of independent neural processes in the
brain that may be specifically related to various mental disorders.
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1 Introduction

According to current findings in psychophysiology and cognitive neuroscience
there is growing evidence that neural correlate of consciousness likely represents
coherent neural process that connects distributed brain activities into a coherent
whole (Bob 2009; Crick and Koch 1992; John 2002). In agreement with this
concept, consciousness could be understood as an integrative experience con-
necting various mental events that enable self-recognition, interpretative activity
and related adaptive mental and behavioral responses. Essential characteristics of
this self-representational dimension of consciousness is interpretation of certain
inner states of own body as mental and somatic identity, while other bodily signals
are interpreted as perceptions of the external world. What typically enable to
uncover these interpretative processes that provide an understanding of the world
on a level of individual experience is a process of ‘‘misinterpretation’’ that disturbs
relationship between self and nonself and leads to experience of an inner conflict.
For example, typical process of misinterpretation occurs during projection (or
transference) when inner psychic states are interpreted as external parts of other
persons, or during hallucinations when certain internally generated voices or
images may be interpreted as sensory signals from the external world (Feinberg
1978; Feinberg and Guazzelli 1999; Ford et al. 2001). These findings suggest that
the self-recognition is a specific cognitive process typically involving conscious
activity and experience which is closely related to mechanisms of selective
attention and reflects intentionality and interpretation of bodily signals reflecting
inner and outside stimuli.

According to the modern definition selective attention can be defined as a
selection among potential conscious contents and specific function of attentional
mechanisms is to bring different events to consciousness (Baars 1999, 2002). This
process enables global distribution of information that is located in brain regions
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underlying conscious processing and separated from those involved in the selec-
tion of visual objects and events (Baars 1997, 1999, 2002). Recent behavioral
evidence indicates that perceptual awareness involves not only activation of the
relevant perceptual properties but also further constructions of an organized rep-
resentation in which these visual properties are attributed to their sources in
external objects and events that represent basic mechanisms for interpretative
activity (Baars 1997; Kanwisher 2001; Hudson 2009).

2 Neural Correlate of Consciousness

More than three centuries ago, Rene Descartes looked for ‘‘the seat of the soul’’
within the brain that could integrate ‘‘res cogitans’’ representing inner world with
the outside world– ‘‘res extensa.’’ Descartes thought that this special place is
involved in sensation, imagination, memory, and the causation of bodily move-
ments, and described the mind as an extracorporeal entity. In his ‘‘Passions of the
Soul’’ he intuitively postulated that information from various sensory sources is
fused and thought that ‘‘…although the soul is joined to the whole body there is a
certain part where it exercises its functions more than all the others’’ (Barrera-
Mera and Barrera-Calva 1999; Smith 1998). For example, he thought that when we
sense only one image with two eyes, only one sound with two ears or only one
object by two hands, the sensations from two sources must be fused somewhere. In
this theoretical concept Descartes intuitively anticipated the so-called ‘‘binding
problem’’ of consciousness. This problem means that there is a neural correlate of
consciousness as a part of the nervous system that transforms neural activity into
reportable subjective experiences. A major and still actual hypothesis is that this
neural correlate of consciousness can compare and bind activity patterns only if
they arrive simultaneously at the neural correlate of a conscious experience (Van
De Grind 2002). Based on these processes consciousness may combine the present
multimodal sensory information with relevant elements of the past and creates
spatio-temporal memory.

The hypothetical center for information convergence was later termed
‘‘Cartesian theatre’’ (Crick and Koch 1992; Dennett 1991; Bob 2009). Recent
neuroscience, however, has not located a distinct place in which distributed
information in the brain comes together. Additionally, there is evidence that neo-
cortical processing is distributed during all sensory and motor functions (Singer
1993, 2001). Following these findings Dennett (1991) proposed ‘‘a multiple drafts’’
theory of consciousness that does not define consciousness as a unitary process
but rather a distributed one. Instead of a single central place called ‘‘Cartesian
theatre,’’ there are various events of content fixation that occur in various places at
various times in the brain [see (Dennett 1991), p. 365]. This new conceptual
framework mainly issued from experimental studies that examined relationship
between visual consciousness and synchronization among large groups of
neurons. Crick and Koch (Crick and Koch 1992) expressed the view that the main
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problem of visual consciousness in principle may not be resolved without expla-
nation of the so-called binding problem, which means that a seen object in the brain
is represented by groups of synchronized excited neurons that are located at dif-
ferent parts of the brain without unifying spatial convergence. This binding problem
of consciousness has emerged in connection to findings that features of an object
such as color, shape, texture, size, brightness, etc. produce activity in separate areas
of the visual cortex (Crick and Koch 1992; Felleman and Van Essen 1991; Singer
1993, 2001). For example, there are only a few neural connections between specific
visual areas that correlate with color and motion (Bartels and Zeki 2006; Larock
2006; Zeki 2003). The evidence for this view of consciousness represents a whole
series of experimental results in cognitive neuroscience and psychology (Larock
2006; van der Velde and de Kamps 2006; Varela and Thompson 2003; Bob 2009).

Following these findings recent evidence indicates that integration of multiple
and disparate neural activities underlying cognitive brain functions requires
mechanisms of multiregional functional interaction that enables binding of dis-
tributed information (Singer 2001; Varela et al. 2001; John 2002; Bob 2009).
Accumulating evidence from experimental studies (Leisman and Koch 2009; Bob
2009; Bob and Mashour 2011; Mashour 2013) also shows that this process of
dynamic binding is related to transient and precise synchronization of neuronal
activities that is significantly disturbed in certain pathological conditions, such as
in schizophrenia (Lee et al. 2003; Tononi and Edelman 2000; Bob et al. 2010; Bob
and Mashour 2011).

3 Divided Consciousness

3.1 Threshold of Consciousness and Subliminal Perception

Recent findings in neuroscience of consciousness strongly suggest that a level of
synchronization and binding between various parts of the brain to some extent
reflects accessibility of various mental contents into the consciousness in accor-
dance with an understanding of consciousness as a gateway to brain integration
(Baars 2002). These findings may implicate existence of a threshold of con-
sciousness that reflects levels of information transmission and integration between
distributed brain areas that act as a barrier between actual consciousness and
unconscious processes.

In this context, modern study of cognitive unconscious phenomena defined
explicit and implicit perception, i.e., explicit perception means perception
immediately presented to consciousness of a subject while implicit perception is
not accessible for the awareness of the subject and cannot be verified immediately
in the response of the subject but only indirectly by observation or measurement of
subject’s behavior or physiological response (Bob 2003a; Kihlstrom 1987, 2004).
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Great interest in implicit perception and subliminal phenomena arose from an
experiment performed in 1957. During a movie presentation two verbal messages
were projected: ‘‘Drink Coke’’ and ‘‘Eat popcorn’’ which led to increased popcorn
consumption about 58 % and Coca-Cola consumption about 18 % (Wortman et al.
1992). The experiment caused controversial discussions but subsequent findings
confirmed the existence of subliminal perception and information processing (Bob
2003a; Bunge et al. 2001; Crick and Koch 1995; Gawronski et al. 2006; Kanwisher
2001; Kihlstrom 1987, 2004; Marcel 1983).

Although in principle we may consider a threshold of consciousness presenting
absolute subliminality at which all discriminative responses disappear (Wortman
et al. 1992; Erdelyi 2004a, b; Reingold 2004), it seems to be that various sensory
stimuli that have an importance for cognitive processes and adaptive behavioral
responses may be influenced by various mechanisms of cognitive modulation and
that subliminality may present relative phenomenon characterized by a sensitivity
of discriminative responses (Kihlstrom 2004).

3.2 Divided Consciousness and Hypnosis

Typical experimental conditions that enable experimenters to assess modulatory
influences on discriminative processes or attentional filtering represent various
methods of hypnotic suggestion, and several data indicate that threshold of con-
sciousness may change with respect to experimental conditions during hypnosis.
For example, Stross and Shevrin (1962, 1968, 1969) have shown alterations of
thought contents under hypnosis in investigation of ‘‘freely evoked images’’ after
the subliminal presentation. These and other findings suggest that hypnosis leads to
heightened access to subliminal stimuli and that thought organization during
hypnosis shares some common elements with thought organization during
dreaming (Bob 2004). This finding corresponds to similar reported data when
subliminally presented images were found in dreams (Fisher 1954; Poetzl 1960).
Another example represents also various methods of manipulation with intensity
of subjectively experienced pain in hypnosis (Bob 2008a; Villemure and Bushnell
2002).

These findings indicate that highly hypnotizable persons possess stronger
attentional filtering abilities than low-hypnotizable persons and that these differ-
ences are reflected in underlying brain dynamics such as an interplay between
cortical and subcortical structures (Bob 2008a; Crawford 1994; Eccleston and
Crombez 1999; Feldman 2004). Highly hypnotizable persons can better focus and
sustain their attention as well as better ignore irrelevant stimuli from the envi-
ronment (Crawford 1994). This clinical experience corresponds to findings that
descend inhibitory pathways, parallel to ascending sensory systems, can modulate
quite early responses related to sensory information. Together these findings
suggest that high hypnotizables can better inhibit incoming sensory stimuli. This
inhibition likely emerges due to influence of the frontal cortex that regulates limbic
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system structures in processes of active gating of incoming sensory stimuli (Bob
2008a; Crawford 1994).

Modulation of attention in hypnotic states is coupled to global changes in
subjective experience and markedly influences regulation and monitoring body
and mental state, experiencing of the self and underlying process of self-repre-
sentation. In this context, self-representation as a mental structure creating identity
and awareness can be defined as a result of interpretation of certain inner states of
own body as parts of mental and somatic identity, while other bodily signals
are interpreted as perceptions of the external world. These alterations in ‘‘self-
representation’’ that underlie the changes in subjective experience are likely linked
to great and abrupt changes in patterns of neural activity (Bob 2008a). This sup-
ports a concept that hypnosis, because of significant attentional shift, leads to a
distinct ‘‘state’’ of consciousness with specific neural correlate (Rainville et al.
1997, 2002; Villemure and Bushnell 2009) and the hypnotic lack of the self-
representation can be observed as dissociated or divided consciousness (Bob 2007,
2008a; Crawford 1994; Vermetten and Douglas 2004).

3.3 Dissociated Consciousness and Traumatic Stress

Similar conditions that lead to modulation of discriminative processes in hypnosis
occur also in cases of traumatic dissociation. Dissociation is defined as a distur-
bance or alteration of normal integrated functions of consciousness, memory or
identity that leads also to characteristic somatoform changes (Bob 2003b, 2008a,
b; Hall and Powell 2000; Nijenhuis et al. 1998; Nijenhuis 2000; Putnam 1997; Van
Der Hart et al. 1985, 2005). Heightened levels of dissociation in most cases occur
due to a traumatic event and typical symptoms include memory losses, frag-
mentation of knowledge of the self and experience, splitting of emotional and/or
cognitive aspects of experiences, numbing of affect, psychological escape from
unpleasant stimuli, trance-like states, increased suggestibility and greater hypno-
tizability (Hall and Powell 2000; Putnam 1997; Spiegel 1997; Van Der Hart and
Friedman 1989).

Dysfunctions in accessibility of memory traces that represent traumatic and
other negative past experiences as well as intrusive autobiographical memories of
childhood abuse are linked to an effort to eliminate these negative memories and
intrusive thoughts connected to inner conflict due to contradictory tendencies when
unacceptable or traumatic memories are released into consciousness (Bob 2007;
Brewin 2007; Vermetten and Douglas 2004). According to recent evidence, stress
related conditions frequently affect both episodic and autobiographical memories.
For example, Kenardy et al. (2007) reported clinical results in a group of
eighty-seven children aged 7–15 years exposed to a traumatic event requiring
hospitalization which indicate that specifically, children who showed temporal
disorganization, but not absence of emotion or dissociative amnesia, in narrative
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themes were more likely to report concurrent subsyndromal PTSD symptoms at
4–7 weeks post-trauma (Kenardy et al. 2007). Other similar data also demonstrate
that exposure to a significant psychological stressor preserves or even enhances
memory for emotional aspects of an event, and simultaneously disrupts memory
for nonemotional aspects of the same event (Payne et al. 2006). Further evidence
indicates that individuals who are victims of a trauma are unable to register pain
during painful affects or self-injury, which is in agreement with clinical evidence
that patients with dissociative disorders frequently report amnesia for self-injury
(Bob 2008a; Butler et al. 1996; Ebrinc 2002; Orbach et al. 1997; Saxe et al. 2002).
These findings suggest that the amnesic barrier likely is due to profound changes in
affect state, memory, and sense of identity in response to environmental stress
injury (Bob 2008a; Saxe et al. 2002).

According to recent evidence dissociation as a response to psychological
stressors and traumas has various neurobiological consequences (Bob 2003b,
2008b; Bremner 1999; Spiegel 1991; Teicher et al. 2003, 2006). Repeated stressors
and reexperiencing of the traumatic event in childhood often cause delayed effects
of severe psychological trauma that may lead to long lasting enhancement of self-
preservative catecholamine states related to anger, fear, meaninglessness and a
blunting of emotional responses associated with dysfunction of the locus coeru-
leus, amygdala, and hippocampal systems (Henry 1997; Schore 1997, 2002).
Additionally, there is evidence that stress may significantly influence reparative
processes and neurogenesis of hippocampal neurons and cause decreased volume
of the hippocampus, corpus callosum, and other brain structures (Bremner 1999,
2006; Bremner et al. 2008; Teicher et al. 2003, 2006). Although in most cases of
pathological dissociation, the loss of episodic and/or emotional memories is
related to traumatic stress (Bob 2008a; Brewin 2007; Butler et al. 1996; Frankel
1996; Sar 2006; Sar and Ross 2006; Spiegel 1997; Van Der Hart et al. 2005), brain
insult, injury, or other organic brain disease may also play a role in this process
(Kihlstrom 2005; Spiegel 1991).

4 Dissociation and Traumatic Memory

4.1 History of the Term Dissociation

Historical development of the term dissociation began with work of Theódule
Ribot, who in his clinical studies investigated patients with diseases of memory,
will, and personality. He adopted basic neurological principle of evolution and
dissolution proposed by Hughlings Jackson (Ellenberger 1970). This principle
states that functions which appeared last in evolution and that emerge later in
human development, are much more fragile with respect to various types of
injuries, which cause that due to damages later developed function are lost earlier
than developmentally older functions. He called this process ‘‘dissolution,’’ which
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represents a reverse of evolution. Behavior of an individual due to dissolution is
more automatic with less voluntary control and performed in a manner that is less
complex than in normal state (Ellenberger 1970; Meares 1999). Ribot applied this
principle to psychopathology of memory and will, and his reformulated principle
states that more recent memories disappear before earlier ones (Ribot’s Law). This
principle also became a main resource of dissociation theory proposed by Pierre
Janet (Ellenberger 1970).

Janet initially elaborated the concept of dissociation in his work Psychological
Automatism (Ellenberger 1970; Haule 1983; Havens 1966; Van Der Hart and
Friedman 1989), where he outlined his notion of psychic functions and structures
and studied psychological phenomena observable in hysteria, hypnosis, and states
of suggestion or possession. During complete psychological automatism (Van Der
Hart and Friedman 1989), consciousness is totally dominated by repeating past
experiences, such as in somnambulism or hysterical crises. In the case of partial
automatism, only a part of the consciousness is dominated. In the case of complete
or partial automatism systems of unconscious fixed ideas play an important role
and repress conscious control and perception. According to Janet’s findings the
fixed ideas may emerge in many forms of psychopathological or somatoform
symptoms, for example paroxysm, which may be understood as a representation of
psychological trauma when a fixed idea is transformed into hallucinations and
body movements (Van Der Hart and Friedman 1989). Fixed ideas also may be
represented in dreams and dissociative episodes (e.g., hysterical attacks) or during
hypnosis as a secondary consciousness. A characteristic feature of these states is a
lowering of the mental level (abaissement du niveau mental), which is manifested
by increased dissociation and mental depression connected to a reduction of
psychological tension.

4.2 Dissociation and Abreactive Experience

Recent evidence indicates that pathogenic traumatic memories are at the roots of
dissociative disorders. Therapy of these memory disorders is historically linked to
the term abreaction (van der and Brown 1992). According to the definition of the
American Psychiatric Association abreaction is defined as: ‘‘…an emotional
release or discharge after recalling a painful experience that has been repressed
because it was consciously intolerable. A therapeutic effect sometimes occurs
through partial discharge or desensitization of the painful emotions and increased
insight (American Psychiatric Association 1980). This definition embodies his-
torical controversy between French school of dissociation and later studies by
Joseph Breuer and Sigmund Freud, who for an understanding of abreactive process
utilized the concept of repression in their ‘‘Studies of Hysteria’’ (Breuer and Freud
1895). First literary documented utilization of this method is described by Janet in
his patient Lucie in 1886 (Breuer and Freud 1895; Ellenberger 1970; Janet 1886)
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and by Joseph Breuer in his famous patient Anna (Breuer and Freud 1895).
Although Freud initially also used the concept of dissociation (i.e., splitting of
consciousness) for understanding and treatment of traumatic memories, he later
defined principle of constancy, as a consequence of his neurological hypothesis,
which states that repressed neural excitation connected to a trauma must be
expressed by emotional discharging coupled to verbal and motor activities, i.e.,
quantity of excitation must be kept constant (Van Der Hart and Brown 1992).
Definition of a nature of abreactive experience has key consequences for under-
standing of therapeutic process as an integration of dissociative state (‘‘double
conscience’’) or on the contrary as discharging of repressed energy linked to
traumatic memory. Later Jung, following Janet, suggested that integration of
traumatic memory represents a key process in the treatment of traumatized
patients. From his point of view therapeutically effective reliving the traumatic
memory and emotional discharge need to lead to reintegration of the traumatic
complex (Jung 1907). Further research and clinical practice suggest that repeated
abreaction without reintegration of dissociated states of mind often has malignant
effect without any improvement of the patient state and leads to strengthening
intrusive symptoms (Van Der Hart and Brown 1992). In this context, Putnam
described an integrative view of abreactive process (Van Der Hart and Brown
1992; Putnam 1992) that includes therapeutically controlled abreactions and also
spontaneous abreactions or abreaction-like phenomena such as flashbacks, vivid
dreams, and other recalls of traumatic experiences. For the purpose of therapeu-
tically controlled abreactions, Putnam emphasized importance of reliving of
traumatic experiences as well as discharge of related affects and integration of
traumatic material into conscious awareness during and after the abreactive
experience. Similarly Brown and Fromm (1986) critically reviewed the role of
abreactive techniques based on Freud’s ‘‘hydraulic model’’, in which posttraumatic
symptoms are understood as a consequence of repressed emotions which lead to
‘‘overpressure’’. As primary treatment focus of therapeutically controlled abreac-
tions they, similarly as Horowitz (1986), emphasized progressive uncovering and
integration which enables to control emotional expressions linked to intrusive
experiences. Similarly, Braun (1986) warned against activation of traumatic
memories during abreactive experiences without an appropriate cognitive frame-
work which is necessary for adequate defenses or coping skills and recommended
to express trauma related emotions in a planned, safer, and controlled manner.
According to Ross (1989), a meaningful framework is necessary for successful
abreactive treatment and is malignant when it consists of chaotic and uncontrolled
screaming linked to self-abusive or regressed behavior.

According to recent clinical evidence abreaction may represent useful clinical
instrument for treatment of some dissociative disorders. This evidence also sug-
gests the expression and discharge of affect during the revivification of traumatic
memories (often under hypnosis) must enable reintegration of dissociated parts of
the traumatic memory and assimilate the traumatic event into the whole of the
personality (Van Der Hart and Brown 1992; Bob 2007).
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4.3 Dissociation and Memory Consolidation

Recent findings suggest that dissociative states may be understood as conse-
quences of disturbances in memory consolidation and could be explained in the
framework of this process. According to these findings stress may influence
atypical consolidation of short-term memory into long-term memory (McGaugh
2000; Nadel and Jacobs 1998; Debiec and Altemus 2006) and cause dissociation of
memory systems concerned with encoding emotion and context at psychological,
physiological, and anatomical levels (LeDoux 1992, 1993, 1994; Nadel and Jacobs
1998; Phillips and LeDoux 1992; Bechara et al. 1995).

Generally, this process on a molecular level is linked to protein synthesis that
requires involvement of brain derived neurotrophic factor (BDNF), transcription
factor CREB (cAMP response element-binding protein) and other molecular
processes that participate in global processes of network consolidation mainly in
the hippocampus but also in other brain structures (Debiec and Altemus 2006;
Nadel and Jacobs 1998; Debiec et al. 2006; Lee et al. 2004). BDNF plays a crucial
role in this process. BDNF is a polypeptide growth factor that influences differ-
entiation and survival of neurons in the nervous system and also plays an important
role in regulating synaptic plasticity and connectivity in the CNS and mechanisms
of memory storage and mood control (Bath and Lee, 2006; Bramham and
Messaoudi 2005). BDNF is an activity dependent modulator of excitatory trans-
mission and synaptic plasticity with predominant effective localization of BDNF
and its receptor tyrosine kinase TrkB (tropomyosin receptor kinase B) on gluta-
mate synapses (Bramham and Messaoudi 2005; Soule et al. 2006). Endogenous
BDNF-TrkB signaling in synaptic consolidation by long-term potentiation (LTP)
needs new gene expression and protein synthesis that enable immediate early gene
Arc (activity-regulated cytoskeleton associated protein) (Bath and Lee 2006;
Bramham and Messaoudi 2005; Soule et al. 2006). Important factor in this new
gene expression is the transcription factor CREB, which is required for hippo-
campus-dependent long term memory formation (Mizuno and Giese 2005). The
CREB is activated by signaling pathways that include Ca(2+)/calmodulin kinases
(CaMKs), protein kinase A (PKA) and the mitogen activated protein/extracellular
signal-regulated kinases (MAPK or ERKs) (Mizuno and Giese 2005; Rattiner et al.
2005).

Recent molecular genetic and behavioral studies demonstrate that spatial and
contextual types of hippocampus-dependent formation of long-term memory
require different signaling molecules implicating distinct types of hippocampus-
dependent long term memory that differ in their underlying molecular mechanisms
(Mizuno and Giese 2005). As a part of these signaling pathways a basic mechanism
of BDNF is that it may modulate both excitatory and inhibitory neurotransmitter
systems (Savitz et al. 2006), and also influences functions of serotonergic and
dopaminergic systems (Savitz et al. 2006; Narita et al. 2003; Mossner et al. 2000).
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Recent findings also indicate that this relationship between BDNF and cognitive
processes is significantly influenced by stress (Savitz et al. 2006). Stress, and
especially chronic stress, influences excessive release of glucocorticoids from the
adrenal gland that cause cell death or atrophy of vulnerable neurons through the
cortisol action and inhibitory influence on BDNF synthesis and influences modi-
fication of synaptic plasticity, transmission and memory formation especially in
the hippocampus and neocortex (Thomas and Davies 2005; Savitz et al. 2006;
Binder and Scharfman 2004). These processes likely play a significant role in
specific formation of dissociative states and according to recent findings an
important structure in this process is amygdala that also participates in modulation
of memory consolidation and has a specific role in consolidation of the traumatic
memory (Bob 2007, 2008b; Payne et al. 2006; Cahill 1997; Cahill and McGaugh
1998).

Typical feature of traumatic memories is that they are not acceptable for
conscious awareness because of coupled strong negative emotions (Bob 2007;
Nadel and Jacobs 1998; Payne et al. 2006). According to current findings extre-
mely negative emotional experience during traumatic events or inescapable stress
likely may block induction of long-term potentiation in medial prefrontal cortex
(PFC) and hippocampus, and influences atypical memory consolidation that is
characterized by consolidation process predominantly on implicit (subliminal)
level in the amagdala. This blocking of higher-order behavior mediated by hip-
pocampus and PFC allows more automatic responses dependent on subcortical
structures, mainly the amygdala (Bob 2007; Debiec and Altemus 2006; Nadel and
Jacobs 1998; Payne et al. 2006; Vermetten and Douglas 2004; Maroun and
Richter-Levin 2003; Bob 2008b). These findings are also in accordance with
neuroimaging data which suggest that characteristic changes in the perfusion of
limbic brain structures, such as the amygdala and the hippocampus, coincide with
the high arousal and/or anxiety during traumatic recall (Vermetten and Douglas
2004) that likely extremely focus attention and this attentional shift may produce
fragmented memories (Bob 2007; Vermetten and Douglas 2004), psychological
automatisms and lowering of mental level (Bob 2003a, 2008a; Ellenberger 1970;
Frankel 1996; Havens 1966; Putnam 1997; Van Der Hart et al. 2005).

These data have important consequences for psychotherapy that in principle
influences memory reconsolidation in safe and nondangerous conditions, which
lead to neurobiological reprocessing of traumatic memory traces. This recondi-
tioning and reconsolidation is therefore possible only by reexperiencing of the
traumatic memory in a new and safe situation that enables integration of the
dissociative state (Bob 2007). During this process implicitly consolidated trau-
matic memory in subcortical structures, mainly in the amygdala, is probably
transformed from automatic into higher level of conscious experience by long-
term potentiation in higher-level structures of CNS such as medial PFC and
hippocampus.

Without memory reconsolidation traumatic memories cannot be reprocessed in
an integrated mode of consciousness. In this context, neuroscience research of
memory and emotional processes during traumatic recall induced by abreactive
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process strongly suggests that successful therapeutic work with a dissociative state
helps the individual both psychologically and physiologically and that measurable
physiology (Kandel 1998, 1999; Gabbard 2000, 2007; Bob 2007, Bob and
Mashour 2011; Abbas et al. 2014; Beauregard 2014) is related to these changes
induced by psychotherapeutic process. Neural process of reconsolidation in prin-
ciple may represent potential existence of a new integrated and adaptive level in
neurophysiological process, which is actualized, for example, during successful
therapy. Memory reconsolidation therefore likely represents a process that enables
successful transformation from dissociated, automatic, and implicitly consolidated
traumatic memory mainly in the amygdala, to higher level of conscious experience
in higher-level structures such as medial PFC and hippocampus. This view cor-
responds to Janet’s definition of dissociative state as an automatic process which
does not fit into current cognitive scheme and without successful reprocessing (or
reconsolidation) remains dissociated also during recall of dissociative state
because of the specific neural substrate of dissociated memories (Bob 2007).

The process of memory reconsolidation is again related to BDNF synthesis and
other molecular processes that influence modification of synaptic plasticity,
transmission and new memory formation especially in the hippocampus and PFC,
which include also new gene expression that is required for hippocampus-
dependent long term memory formation (Mizuno and Giese 2005; Morris et al.
2003; Savitz et al. 2006). These findings indicate that learning and memory pro-
cesses including a wide variety of environmental factors may also influence
development of synaptic connections through new gene expression and that psy-
chotherapy represents a special learning process that may specifically influence
and modify brain functions, metabolism in specific brain structures and also
genetic processes (Kandel 1998, 1999; Gabbard 2000, 2007). From this point of
view in the future a new era of psychotherapy research and practice may develop
specific modes of psychotherapy that can be designed to target specific sites of
brain functioning (Gabbard 2000).

5 Conclusion

According to historical and recent clinical evidence repeated stress and especially
traumatic stress experiences may disturb mental integrity and lead to dissociation
of memory and mental experience (Bob 2008a; Brewin 2007; Brown et al. 1996;
Ellenberger 1970; Frankel 1996; Haule 1983; Kenardy et al. 2007; Sar 2006; Sar
and Ross 2006; Spiegel 1997; Van Der Hart et al. 2005). This clinical evidence is
consistent with experimental findings of differential effects of stress on brain
systems responsible for encoding and retrieving emotional memories in the
amygdala and nonemotional memories in the hippocampal formation. Together
these findings indicate that memories formed under high-levels of stress are not
qualitatively the same as those formed under ordinary emotional circumstances but
display typical forms of disorganization, fragmentation, and incompleteness
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(Bechara et al. 1995; Brewin 2007; Debiec and Altemus 2006; Kenardy et al.
2007; LeDoux 1992, 1993, 1994; Nadel and Jacobs 1998; Payne et al. 2006).

These findings also suggest a hypothesis that neurophysiological processes
related to dissociation of conscious experience decrease levels of synchronization
and integration between brain areas involved in memory consolidation, and that
active neural assemblies are dynamically segregated, which means that small
subsets of brain system tend to behave independently and display decrease in syn-
chronous activity (Seth, Izhikevich, Reeke, and Edelman, Seth et al. 2006; Sporns
et al. 2000a, b; Tononi et al. 1994). These changes in neural synchronization related
to dissociation may also be reflected using concept of the dynamical complexity that
in neural systems could explain and characterize a dynamic equilibrium between
differentiation and integration in the complex neuronal dynamics responsible for
cognitive processes (Seth et al. 2006; Tononi and Edelman 1998, 2000). This
hypothesis is in agreement with findings which indicate that the spatio-temporal
structure in certain pathological brain states may be more regular, with excessive
order and lower complexity than normal, or more irregular, as uncorrelated ran-
domness with higher complexity (Dawson 2004; Tononi and Edelman 2000).
According to these findings increased neural complexity observed using EEG and
other psychophysiological measures reflects processes during activity of indepen-
dent areas that enables fast parallel information processing which runs in a dis-
tributed mode (Klonowski et al. 1999; Sammer 1996; Elbert et al. 1992; Svetlak
et al. 2009; Bob et al. 2009, 2010) and this desynchronized neural state likely is
related to active information processing in the cortex (Tirsch et al. 2004).

An increase in complexity is often associated with symmetry breaking and the
ability of a system to have different states, which is also associated with decrease
in coherence in space over the long range (Weng et al. 1999). This suggests that
more irregular neural states of higher complexity could negatively affect syn-
chronization phenomena in the brain that are closely linked to integration of
different neural events into a coherent whole and integrated experience of con-
sciousness. These findings likely could explain why an increase in the number of
simultaneously active mental states may be correlated with higher neural
fragmentation.

From this point of view dissociation reflects loss of effective connectivity and
functional neural interconnections essential for conscious processing (Bob et al.
2009, 2010). Analogically, the mechanisms of ‘‘cognitive unbinding’’ has been
proposed to explain loss of consciousness in anesthesia (Mashour 2004, 2005,
2006, 2008), which suggests that a common neurophysiology may underlie dis-
sociative states, loss of consciousness and anesthetic-induced unconsciousness.
This connection between neural synchronization and conscious integration is in
agreement with data suggesting that consciousness may enable brain integration
and access between otherwise separated neuronal functions (Baars 2002). In this
context, there are few reported studies that show changes in synchronization and
complexity in relationship to certain psychopathological states of conscious
disintegration (Bob et al. 2009, 2010; Fingelkurts et al. 2007; Lee et al. 2003;
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Tononi and Edelman 2000; Bob 2008c). Together these findings suggest a pos-
sibility to integrate neuroscience of consciousness with subjective experiences and
clinical evidence that consciousness may be disintegrated due to various condi-
tions related to experimental cognitive manipulations, hypnosis, influences of
psychosocial stressors and other conditions related to brain insult or disease.
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The Spectrum of Borderline Personality
Disorder: A Neurophysiological View

Michael H. Stone

Abstract Borderline Personality Disorder (BPD) has been defined as a personality
disorder in all editions of DSM since 1980; namely, DSM III through V. The
criteria are a mixture of symptoms and traits; the etiology, a heterogeneous array of
genetic, constitutional, and environmental factors. Until recently the diagnosis
relied on clinical descriptions. In the last two decades, neurophysiological data,
including MRI and fMRI, have established correlates in various brain regions,
particularly those involving the frontal lobes and various limbic structures, that
show promise of providing a more substantial basis for diagnosis—relying pri-
marily on (internal) brain changes, rather than on (external) clinical observation.
Some of the changes in BPD consist of decreased volume in the orbitofrontal and
dorsolateral prefrontal cortices and smaller volume in both the amygdala and
hippocampus, though with heightened reactivity in the amygdala. Similar abnor-
malities have been noted in bipolar disorders (BDs) and in ADHD, both of which
often accompany BPD and share certain clinical features. Persons with strong
genetic predisposition to BDs can develop BPD even in the absence of adverse
environmental factors; those with extreme adverse environmental factors (chiefly,
early sexual molestation) can develop BPD in the absence of bipolar vulnerability.
In some BPD patients, both sets of factors are present. As ideal treatment depends
on careful analysis of these factors, neurophysiological testing may permit both
more rational, brain-based diagnostic decisions and more appropriate therapeutic
strategies.
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1 A Historical Note

Borderline Personality Disorder (BPD) as a clinical diagnosis has its origins a little
over a century ago, though it was not originally called a ‘‘personality disorder’’;
rather, a condition intermediate between the then widely used concepts of neurosis
and psychosis. The term evolved out of a kind of triage, where it was recognized
that in between better-functioning patients who had a good grip on reality and the
seriously disturbed (i.e., psychotic) patients whose hold on reality was critically
weakened, there was a third group whose symptoms and everyday function fell
somewhere in the middle of neurosis and psychosis. Kraepelin, for example, wrote
of a Zwischengebiet—and in-between territory—where he situated the tempera-
ments noted in some of the relatives in the families of manic-depressive persons
(Kraepelin 1905, 1921). Persons exhibiting one of the temperaments: depressive,
manic, irritable, and cyclothymic—often showed a clinical picture reminiscent of
our contemporary BPD patients. Irritable temperament was associated, for
example, with irascibility, lability of mood, impulsivity, and mild paranoid ten-
dencies—which map onto four of the criteria for the current definition of BPD
(Stone 1980, pp. 326–327). Some patients in this intermediate realm were
understood as inhabiting the borderland touching clear-cut manic-depression (such
as those with the Kraeplinian temperaments); others, whose symptoms were more
cognitive than behavioral in nature, were seen as occupying the borderland of
schizophrenia. There was a strong conviction within psychiatry that there was a
hereditary component to both the obvious psychoses and to their less serious close-
cousins—the ‘‘borderline’’ conditions. Whatever it was that was going on in the
brain in these conditions remained, however, elusive. Freud, who started out as a
neurologist, had speculated along such lines in his 1895 Project for a Scientific
Psychology. Kraepelin was similarly convinced of a hereditary predisposition for
both major psychoses [his dementia praecox, superseded terminologically by
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Bleuler’s schizophrenia; and manic-depression, now more often subsumed under
the heading of Bipolar Disorder (BD)]. But their hunches remained at the spec-
ulative level: the neurology of their times could not as yet pinpoint areas of the
brain peculiarities of which might underlie the illnesses on which they focused.
Not for want of trying: Kraepelin hoped that his neurologist-associate, Alzheimer,
might discover some neuroanatomical correlates of the major psychoses, but his
success lay only in the area of the eponymous dementia.

Absent superior ways of finding brain correlates to the major psychiatric dis-
orders during the first three-quarters of the last century, diagnostic distinctions
tended to remain at the descriptive/phenomenological level. Definitions offered by
various groups within psychiatry differed in many instances in accordance with the
primary interest and primary treatment methods used by one or another group. The
definitions of ‘‘borderline’’ formulated by psychoanalysts relied upon certain
qualities that affected one’s amenability to psychoanalytic treatment. Stern’s
definition (Stern 1938) relied on such criteria as psychic bleeding (paralysis in the
face of crisis), organic insecurity (constitutional incapacity to tolerate much
stress), and difficulties in reality testing (but short of gross psychosis). The term
‘‘borderline’’ also signified that the patient in question was not capable of toler-
ating conventional psychoanalysis, with its multiple weekly sessions on the couch.
Until the 1950s psychiatrists, whether psychoanalytic in their orientation or
otherwise, tended to assume that schizophrenia was the psychosis upon whose
border their ‘‘borderline’’ patients were situated. Zilboorg (1941) spoke of a
borderline variant of schizophrenia that he called ‘‘ambulatory schizophrenia’’—
where patients were able to preserve an adequate social façade and did not require
hospitalization. To have any trait associated with schizophrenia was more
important in Zilboorg’s nosology, than was embodying the schizophrenic state.
This approach dominated psychiatry in the US at mid-century, and led to what we
would now see as a widespread overuse of the term ‘‘schizophrenia’’, and to the
unrealistic assumption that the so-called borderline cases likewise belonged to the
domain of schizophrenia.

The analyst Edith Jacobson realized that this conception was too narrow, and in
the 1953 paper expressed the view that certain ‘‘borderline’’ patients were within
the penumbra of manic-depression. Some milder cases, that is, of depression and
hypomania could best be understood as within the (hereditarily predisposed)
province of the manic-depressive disorders. Even so, she understood the psychoses
as representative of various stages of psychosexual development, oriented linearly,
such that schizophrenia harkened back to a more primitive stage of development,
whereas the manic-depressive subtypes answered to a more advanced (and thus
less primitive, less ‘‘ill’’) stage—for which reason they seemed more amenable to
therapy.

The competing definitions of ‘‘borderline’’ that were ultimately to converge
toward our current conception of BPD varied, during the 1960s and 1970s, in their
emphasis on hereditary factors, primary observable traits, descriptions of typical
signs and symptoms, or on treatment response. Kernberg (1967) deemphasized
heredity, placing reliance more on a constellation of signs and symptoms: an
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enfeebled sense of identity though with adequate preservation of reality testing,
along with impulsivity and weakened ability to handle anxiety-laden situations.
Gunderson also focused on signs and symptoms: impulsivity, manipulative sui-
cidal threats, mild/brief psychotic episodes, and disturbances in close relationships
(Gunderson and Singer 1975). The inclusion of suicidal threats could be under-
stood as an acknowledgement of the importance of an affective factor (in line with
Jacobson’s view), since patients with depression or other mood disorders are more
prone to suicidal gestures than are most other types of patients. Kohut (1971) used
the term borderline as a label for patients who proved unable to withstand, or to
improve via, conventional psychoanalytic treatment. Despite these competing and
often parochial views as to what constituted the essence of ‘‘borderline’’ condi-
tions, the red thread that ran through all the definitions was impulsivity.

The viewpoints emerging in the 70s culminated in the inclusion of ‘‘border-
line’’—now as BPD—in the next edition of our Diagnostic and Statistical Manual
of Psychiatric Disorders [DSM-III] (1980). Those DSM definitions were to be
considered atheoretic, since there was not enough information in the field to speak
authoritatively about underlying causes. There was, nevertheless, a kind of
unspoken acceptance that the new BPD was built more along the lines of the mood
disorders; viz., manic-depression, than along the lines of schizophrenia. Indeed,
aberrations of personality that were more reminiscent of schizophrenia were now
divided off into the new definition of Schizotypal Personality Disorder.

As it is not in the nature of scientific enterprises to avoid the search for
underlying causes, controversy about the etiology of BPD became animated during
the last quarter of the last century, particularly in regard to a possible allegiance to
the more severe mood disorders of manic-depressive psychosis—a group of dis-
orders now more often referred to as the BDs. Some investigators espoused the
idea that a fair percentage, though by no means all, patients with BPD could
be viewed as formes frustres of BD (Akiskal 1981; Stone 1981). This led to the
emergence of two camps: one group taking a more extreme view and seeing BPD
as the other side of the same coin as BD; the other group downplaying the con-
nection to an almost opposite extreme. A more sober note was sounded by
(Gunderson 2001; Gunderson et al. 2006) who, though tending to deemphasize the
connection, acknowledged that, given an initial diagnosis of BPD, about 10 % of
the patients could also (or eventually) be diagnosed with Bipolar-II disorder and
another 5 % with Bipolar-I. Conversely, given an initial diagnosis of a BD, 20 %
of the Bipolar-II patients were ‘‘co-morbid’’ for BPD and another 15 % of Bipolar-
I patients could likewise be diagnosed with BPD (2001, p. 39). As for patients with
Major Depression, about 15 % also met criteria for BPD, whereas half the patients
in whom BPD was diagnosed first, half could also be considered to suffer from
Major Depression. My own impressions (Stone 1990a, p. 74) regarding the overlap
between BPD and BDs is similar to the observations of Gunderson just cited,
though I have always emphasized the connection more vigorously. That Gun-
derson cites the percentages that he does reflects the tighter definition he has
formulated for BPD—quite similar to that of DSM, both these definitions mapping
out a smaller territory on the psychpathological map than is occupied by
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Kernberg’s ‘‘Borderline Personality Organization’’ (BPO). BPO, with its broad
criteria of weakened identity sense, adequate reality-testing, impulsivity and poor
ability to handle stress—reaches out to some 10 or 11% of the general population.
BPO will include antisocial persons (including psychopaths), narcissistic persons
who tend not to indulge in self-harm or suicidal behaviors, and other persons with
marked aberrations of personality. The percentage of patients meeting these broad
criteria—who in addition show the signs of BD—is of course lower than will be
found among the more narrowly defined group with (DSM’s or Gunderson’s)
BPD. These distinctions are important, for if we are to pan for the ‘‘gold’’ of
bipolarity in the waters of the ‘‘borderline’’, our yield will be considerably higher
(perhaps by a factor of four) if we begin with a sample of BPD patients, rather than
of one with BPO. This has relevance when, in the next section, we review the
findings of studies on the neurophysiology of borderline conditions (which indeed
do rely on samples of BPD patients). There is an added factor pertaining to
variations in sample. The overlap percentages for BPD and BD mentioned by
Gunderson were derived from carefully analyzed samples: he referred to those,
among others, of Fyer et al. (1988), Gunderson et al. (1999), and Zanarini et al.
(1988). But there are other samples composed of borderline patients from gener-
ally higher socioeconomic class and from cultural backgrounds where parental
neglect, brutality, and incest are quite rare: patients (females in particular) from
these more protected settings may show a heightened overlap-ratio with BD—
there being little else to account for their (dual) pathology apart from risk genes for
bipolarity. Patients with BPD from settings of an opposite sort, where adverse
environmental factors (sexual molestation, especially) are present to a marked
degree, appear to develop their borderline clinical picture primarily from the early
traumata; a family history of BDs may be quite uncommon in such samples—
where even Gunderson’s somewhat conservative percentages would seem much
too high. Perhaps most common are BPD patients who occupy a middle ground in
the nature/nurture debate—in whom the brain systems regulating impulsivity and
emotion may partly have their origin in the ‘‘nature’’ side, but in whom the full-
blown picture of BPD is pushed into clinical recognizability by adverse envi-
ronmental factors (Pally 2002). I have, for example, served as consultant to a
hospital unit devoted to BPD patients in Brisbane, Australia—where the family
history of BDs was negligible, but where a history of incest and parental brutality
was near universal (Stone et al. 1988). Clinicians attached to centers with sample
differences of this kind are prone to develop hypotheses about the origins of BPD
that were indeed ‘‘correct’’ for their clinic or hospital—but widely divergent from
the hypotheses generated by clinicians from other centers. It was sample differ-
ences of this sort that, I believe, helped to account for the often acrimonious
disputes about the degree to which BD, PTSD, incest, or dissociative identity
disorder should be awarded ‘‘pride of place’’ in the etiological hierarchy of BPD.
This disputation was common, if not inevitable, in the era antedating the neuro-
physiological studies of the past two decades: studies which have begun to shed at
least a little light into the inner workings of the brain in BPD and in a number of
other conditions that either overlap with, or could be confused with, BPD.
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Before we address the data from these neurophysiological studies, we should
pay attention to another stream of data, stemming from recent studies in evolu-
tionary psychiatry—for it is these that help us to understand the erstwhile puzzling
but long-known lopsided sex distribution among BPD patients. They are mostly
female (Oglodek 2011). Women with BPD are more prone to experience pre-
menstrual dysphoric disorder (with its temporarily heightened depressed mood,
irritability, anxiety, and lability of affect—as outlined in DSM-V 2013). In some
women, not previously regarded as ‘‘borderline’’, the symptoms may be particu-
larly intense and may be accompanied by suicidal feelings or self-injurious
behaviors, along with the ‘‘inordinate anger’’ that suggest to the clinician the
presence of BPD. The syndrome tends to be a more regular feature, and more
pronounced in its intensity, in women with BDs (such as Bipolar-II)—each con-
dition alerting the clinician to the possible presence of the other. One will, to be
sure, encounter other women with certain gynecological conditions (e.g., poly-
cystic ovary) who experience severe premenstrual dysphoria (sometimes with
endometriosis as well), who do not show the additional features of either BPD or
BD. But mood disorders characterized primarily by depression are more common
in women—in a way that appears to have implications for our evolution as a
species. Annette Schirmer in her comprehensive chapter on sex and emotion
(2013) summarizes the sex differences in this way: ‘‘For some emotions, men show
stronger subjective feelings, cognitive, and/or behavioral effects than women
(e.g., anger and contempt), whereas for other (emotions) we find the opposite
(e.g., sadness, fear, disgust),’’ (p. 605) (the latter emotions being more often
stronger in women). She adds: ‘‘…territorial behavior, in humans and other pri-
mates, is more strongly developed in males. Thus, emotional responses that
facilitate aggression (anger, contempt) may have been of greater value to
men…Conversely, early female typical tasks such as food gathering and child care
were less confrontation and dangerous…Women present more often than men with
disorders of prosocial emotions. That is, they are more likely than men to suffer
from intense and prolonged feelings of fear and sadness’’ (ibid, p. 605). This sex-
difference factor, coupled with the far greater vulnerability of daughters, compares
with sons, to childhood sexual molestation by older-generation relatives (which
can promote the later development of BPD symptomatology) helps one understand
why many of the neurophysiological studies of BPD are based preponderantly on
female subjects (Stone 1990b).

2 Neurophysiological Studies in the Borderline Domain

Since the last quarter of the last century, the biological aspects of psychiatry have
become increasingly important. Electroencephalography (EEG) had already been
in use for a long time. As for BPD, electrophysiological studies, until recently,
offered only modest help in our understanding of the relevant brain changes
(Boutros et al. 2003).
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But newer techniques have now been brought more and more into use, such
as Single Photon Emission Computed Tomography (SPECT) and Magnetic
Resonance Imaging (MRI). These and related techniques have helped to establish
a deeper understanding of brain correlates in many of the major psychiatric dis-
orders. They have also shown promise in enabling us to base diagnostic distinc-
tions along more objectifiable lines, rather than having to depend solely on the
external criteria discernible to the clinician. In traditional psychiatry, that is, only
the patterns of thought-emotion-behavior were available for making diagnostic
decisions—patterns that often show confusing degrees of overlap between one
supposedly ‘‘distinct’’ entity and another.

The use of MRI for medical purposes began in the 1970s (Goldstein and Price
2004) but has blossomed in the last 15 years. The spotlight in this article is on
BPD, though MRI and other imaging studies relative to conditions that often
overlap of co-occur are also included.

3 MRI and Related Findings in BPD

One of the earliest MRI studies of BPD reported smaller frontal lobe volumes in
the patients, though the authors (Lyoo et al. 1998) mentioned that findings were
inconsistent in other reports. Electroencephalographic studies of event-related
potentials (ERPs) have demonstrated abnormalities in fluctuations 300 millisec-
onds after the presentation of certain (auditory or visual) ‘‘events’’—the P300
response—in various psychiatric disorders, including BPD. But the P300 changes
are not very specific, since they are noted in such other conditions as panic-
disorder, substance abuse, schizophrenia, and PTSD (Kuperberg 2004). Viewed
from one perspective, it is not surprising that unanimity was not found in the
neuroimaging and EEG studies. BPD has long been recognized as heterogeneous
from an etiological standpoint, better viewed as an array of dimensions (i.e., as a
syndrome) rather than as a specific disorder (Stone 1980; Schmahl et al. 2002). We
have alluded earlier to a number of routes that may converge into the BPD syn-
drome: genetic factors, parental neglect or brutality, early sexual abuse, and
serious traumata of other sorts. There are also cases where maternal abuse of illicit
drugs in the first trimester of pregnancy, very low birth weight or fetal hypoxia at
delivery can also predispose to a clinical picture of BPD later on. Yet despite all
this heterogeneity, there is widespread consensus that the essential clinical features
of BPD are impulsivity and emotional dysregulation. These abnormalities occur in
BPD, as Hughes et al. (2012) mention, almost invariably within an interpersonal
context. But this consensus about the key features has spawned an outpouring of
studies dedicated to discovering what brain peculiarities may underlie impulsivity
and emotional dysregulation.

Many investigators of brain changes in BPD have drawn attention to the kind of
frontolimbic dysfunction Hughes regarded as the predominant neural substrate
underlying the personality disorder. The ‘‘fronto’’ aspect has been characterized in
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general as a diminished ‘‘top-down’’ control of affective responses; specifically,
because of decreased responsiveness of certain midline areas of the prefrontal
cortex (New et al. 2008). As these authors mention, besides neuroanatomical
abnormalities there may also be a neuroendocrine factor, such as reduced serotonin
availability—with a resultant dysregulation in the form of emotional disinhibition.
In agreement with these impressions are the observations of Dell’Osso et al. (2010),
how noted alterations in the serotonin system, but also in dopaminergic and glut-
aminergic systems, appear to play a role in the impulse dyscontrol and aggressivity
in borderline patients. In a more recent study, Kamphausen et al. (2013) pinpoints
ventromedial prefrontal cortex (vmPFC) dysfunction as the ‘‘top-down’’ element
and, in their fMRI analysis of female BPD patients exposed to visual ‘‘threat’’
stimuli, a prolonged amygdala response, as the ‘‘bottom-up’’ component (Herpertz
et al. 2001). The patients also showed an increased connectivity between the
amygdala and the vmPFC. In a similar study higher connectivity was noted, during
an fMRI ‘‘fear-scan’’, between the amygdala and the rostral portion of the anterior
cingulate cortex (ACC) (Cullen et al. 2011). Borderline patients were shown to
make more mistakes on fMRI than did the controls in a task involving distin-
guishing emotional from neutral faces in other areas as well, such as the insula,
amygdala, and fusiform gyrus (Guitart-Masip et al. 2009; Koenigsberg et al. 2009).
Abnormalities of this sort were seen as contributing to the heightened sensitivity in
BPD to negative emotion, with consequent social disturbances: particularly, the
tendency in borderline patients to become too angry too quickly in interpersonal
situations others handle more calmly (Domes et al. 2009). Similar difficulties in
suppressing their reaction to negative emotion was noted also in an ERP study of
borderline patients (Marissen et al. 2010). In another study, reduced gray matter in
female BPD patients was noted in the dorsolateral prefrontal cortex (dl-PFC)
(bilaterally) and in the left orbitofrontal cortex (OFC); the prefrontal cortical
changes did not, however, appear specific to BPD, insofar as similar changes were
observed in a control group of other psychiatric disorders (Brunner et al. 2010), and
also in a still wider array of psychiatric disorders including panic disorders and
other Cluster-B personality disorders (Jackowski et al. 2012). White-matter
abnormalities have also been implicated: BPD patients were shown to have
abnormalities in the long association bundles connecting the association cortex with
the hippocampus and thalamus—of a sort that appeared to play a role in the dis-
ruption of emotional regulation in BPD (Maier-Hein et al. 2014). In general, it is the
OFC that plays a major role in top-down inhibitory control via ‘‘reverse-learn-
ing’’—where maladaptive impulses and choices are suppressed in favor of more
adaptive/socially appropriate choices (Jentsch 2012; Jentsch et al. 2002). This has
relevance to BPD, but also to abuse of certain drugs such as cocaine and meth-
amphetamine—which cause blockade of the dopamine-related D-2 receptors and
impairment of the inhibitory control otherwise exercised by the OFC. Abuse of such
drugs is common in BPD, aggravating a problem in top-down control typical of
BPD psychopathology even in the absence of drug-abuse.

Neuroanatomically, size appears to matter, as in the study of Ruocco et al. (2012),
in whose meta-analysis of MRI research in BPD–volume reductions of about 11 %
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were noted in the amygdala, with comparable reductions also in the hippocampus.
Similar reduction in amygdalar volume (from 11 to 17 %) was noted by Tebartz van
Elst et al. (2007), who also found an increased creatine concentration in the left
amygdala.The latter correlated with the patient’s anxiety level, and might provide
another clue to the emotional dysregulation in BPD—this time in the form of a
neurochemical abnormality. Volume reduction in amygdala and hippocampus has
been seen as correlates of other ‘‘bottom-up’’ (i.., limbic) abnormalities in BPD that
lead to impulsivity and heightened aggression associated with this disorder (Nunes
et al. 2009). Berdahl (2010) has advocated that we include even deeper—in effect,
sublimbic—regions in the circuitry relevant to BPD: a network involving not only
the Anterior Cingulate and ventromedial prefrontal cortex (ACC/vmPFC) and the
amygdala, but also the brain-stem center—the periaqueductal gray. Panksepp and
Biven (2012) have underlined the importance of the periaqueductal gray as con-
stituting the first portal of entry for incoming stimuli affecting the emotions in
humans and in other animals, including the negative emotions of fear, rage, and
panic/grief. Unregulated feelings of the PANIC/GRIEF system may, in their view,
underlie the stormy social relationships, depression, and avoidance of abandonment
that plague the patients we label as BPD (Panksepp and Biven 2012, p. 75).

A number of authors have drawn attention to the ironical situation of reduced
amygdala volume in BPD patients, yet hyperactivity in the amygdala’s responses
when confronted with emotion-related stimuli (Stein 2009; Siever and Weinstein
2009; O’Neill and Frodl 2012). Allele differences in the 5-hydroxytryptamine-1a
receptor (5-HTR-1a) gene may account for some of the disagreement in the lit-
erature about amygdala-size: BPD patients with the G allele had smaller amygdala
sizes than did those with the C/C genotype, and may be more prone to the
impulsive and aggressive behavior that characterizes BPD (Zetzsche et al. 2007).
Presumably, however, it is ultimately dysfunction in the top-down centers that
should be held responsible for the dysregulation of impulse and affect in BPD
(Soloff et al. 2008), since the amygdala (and perhaps before that—the periaqu-
eductal gray) are the earlier recipients of stimuli carrying negative emotional
valence, thence broadcast to the higher centers for evaluation and reaction.

Another peculiarity noted in many BPD patients, besides their emotional over-
reactivity etc., is a comparative insensitivity to pain. This, too, may answer to
abnormalities in cortico-limbic centers: Kluetsch et al. (2012) noted that painful
stimulation is handled differently in normals than in borderline patients. In their
study of 25 women with BPD, almost all of whom (23) had a history of self-harm,
showed altered pain-processing in regions (such as the cingulate- and left dorso-
lateral prefrontal cortices) involved in cognitive and affective evaluation of pain.
This paradoxical reaction may underlie the tendency in many BPD patients to self-
cut: they are less sensitive than other people to the sheer physical pain but able to
use the (for them, milder) physical pain to distract them from the often over-
whelming psychological pain of their everyday life.

Although contemporary research on brain changes associated with BPD has relied
on MRI, Several groups using EEG have also made notable contributions. Brain
activation as assessed by EEG-vigilance, for example, was noted to be lower in a
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sample of BPD patients (compared with OCD patients); the lowered vigilance has, in
turn, been associated with the impulsivity and sensation-seeking manifested by many
borderline patients (Hegerl et al. 2008). In another study EEG was used along with
thyrotropin-releasing hormone (TSH), neurological soft-signs, and dexamethasone
suppression in a search for associations between otherwise seemingly unrelated
variables (De la Fuente et al. 2011). EEG and TSH emerged as the variables that
influenced most of the others, in their Bayesian network model, raising the hope that
such measures might strengthen subsequent diagnostic criterion-sets for BPD.

4 Borderline Personality Disorder and Aggression

Although violence per se is not among the DSM criteria for BPD, many BPD
patients manifest the ‘‘items’’: inappropriate intense anger, impulsivity, and tran-
sient paranoid ideation under stress. These attributes may culminate in outbursts of
violence. In less dramatic instances the violence may be limited to punching a
lover or mate, or to smashing glassware. But in the forensic hospital where I work,
most of the female patients carry the BPD diagnosis (often with ‘‘antisocial’’
comorbidity), and were remanded to the hospital following acts of greater vio-
lence: assault, arson, or murder. The same ‘‘top-down’’ and ‘‘bottom-up’’ abnor-
malities mentioned earlier are usually operative in such case: hyper-responsivity in
the amygdala, and concomitant failure of the ‘‘braking system’’ in the prefrontal
cortex (Siever 2008). The predisposition to violence may be aggravated by
insufficient availability of serotonin, upon which the cortical braking system is
partly dependent (Brendel et al. 2005; Siever 2008). These findings are mirrored in
the important work by Coccaro and his colleagues on impulsive aggression and on
the syndrome of Intermittent Explosive Disorder (IED): disorders noted frequently
in persons comorbid for both BPD and antisocial personality disorder (ASPD),
such as the female forensic patients just mentioned (Coccaro et al. 2007, 2011).

5 Borderline Personality Disorder and Childhood Abuse

A group of Québec researchers interested in BPD, aware of the importance of
building a bridge between neurophysiological data and psychological material, brain
and mind being two sides of the same coin, have drawn attention to the way in which
childhood abuse can aggravate, or perhaps bring about de novo, the executive and
frontal dysregulation that underlay the BPD syndrome (Bouchard et al. 2010).
Severe and prolonged childhood abuse (especially physical and sexual) has been
implicated in epigenetic changes—where otherwise silent genes become activated
(here: in response to the abuse) but without any actual change in the sequence of
DNA (Lewin 2008, p. 819). Such changes, as part of the body’s mechanism in
coping with the abuse, may take on the kind of permanence as though the child had
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inherited the genome transformations that developed as a consequence. Minzenberg
et al. (2008) found a linkage between BPD patients with an abuse history and
executive dysfunction; specifically, attachment-avoidance that correlated with
temporo-limbic dysfunction (whether brought about, or made worse by the abuse).
The avoidance apparently served in such patients as a compensatory mechanism
whereby they could sidestep the kinds of interpersonal stresses that would otherwise
reawaken the abnormal frontal lobe processing to which the earlier abuse had pre-
disposed them. The various brain regions involved were outlined in an earlier fMRI
study that dealt with facial emotion processing in BPD (Minzenberg et al. 2007).

6 Borderline Personality Disorder and Dissociative States

From a neurophysiological perspective, dissociative disorders, which often
accompany BPD, have been connected with abnormalities in the parietal lobe. In a
study out of Göttingen in Germany, young women with BPD who had been the
victims of childhood sexual and physical abuse were shown, via structural MRI, to
have a 9 % smaller volume in the right-precuneus area of the parietal lobe, and a
13 % increased volume in the left post-central gyrus of the superior lobe. The
latter finding was correlated with the clinical conditions of dissociative amnesia
and dissociative identity disorder (akin to the former ‘‘multiple personality’’) (Irle
et al. 2007). A different brain area was implicated in another study: abnormalities
in the function of the OFC appeared linked to the impulsivity, over-reaction to
negative emotion, and to difficulty in retrieving autobiographical memories in
BPD patients. The latter type of impairment was correlated with the dissociative
symptoms that frequently occur in BPD (Poletti 2009). These brain areas are
involved in memory, such that abnormalities in size or function might predispose
to the varieties of dissociative and related memory disturbances seen in BPD,
especially in patients who had been subjected to early abuse. Issues concerning
causation versus correlation remain to be further elucidated. Irle et al. speculated
that some BPD patients might have a neurodevelopmental defect of the right
cerebral hemisphere that could render them more susceptible to the effects of early
abuse. If so, this would suggest that being born with such a defect might heighten
the vulnerability to abuse during childhood, as opposed to a situation where the
early abuse somehow caused volume changes in key brain areas.

7 Borderline Personality Disorder and Post-Traumatic
Stress Disorder

Women (and to a much smaller extent, men) who had been exposed to severe
sexual abuse, especially by an older male relative, may develop the clinical picture
of post-traumatic stress disorder (PTSD), with its chronic anxiety, flashback
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memories, nightmares, and startle-responses. Some of course will show disso-
ciative symptoms or depersonalization as well. Irle et al. (2005) noted in women
with both BPD and PTSD a 17 % smaller hippocampal size. They also noted a
leftward asymmetry in the parietal cortex, which correlated with a greater
vulnerability to schizoid traits and to psychotic symptoms. In a similar study
hippocampal volumes were reduced in BPD patients in general, but particularly so
in those with concomitant PTSD (Rodrigues et al. 2011). Also in the combined
BPD with PTSD women, marked reduction (34 %) was found in the amygdala
size: a greater reduction than was noted in the BPD patients who had experienced
trauma, but did not show the PTSD picture—where the reduction is size was about
22 % (Weninger et al. 2011). The question about amygdalar size remains con-
troversial, inasmuch as a Brazilian group, in their meta-analysis, noted smaller
amygdala size in BPD where PTSD was not an accompaniment; they suggested
that the reduced amygdalar volume in BPD might not be explainable as a con-
sequence of concomitant PTSD (de-Ameida et al. 2012). In their observation about
stress, in general, and its effect on limbic structures, Wingenfild et al. (2010)
viewed that stress exerted damaging effects on the hippocampus, which had spe-
cial relevance to BPD. These authors underlined the importance of studying fur-
ther the hypothalamus-pituitary-adrenal (HPA) axis and its vicissitudes vis-à-vis
BPD patients who have endured marked stresses, whether from abuse or neglect,
in their formative years. The role of the HPA axis in BPD has been studied
extensively by (Teicher et al. 2003), who point out that the major brain-structural
consequences of stress related to childhood traumata concern not only the neo-
cortex, amygdala, and hippocampus, but also the corpus callosum (CC) (where
reduced size has been noted in its mid-portion—in children with a history of
PTSD). Regarding hippocampal changes, severe early stress may be more asso-
ciated with dissociative symptoms than simply withy declarative memory (Stein
1997), and thus have particular relevance to BPD.

On the neuropeptide side, Prossin et al. (2010) have shown greater regional mu-
opioid non-displaceable binding potential (BP-ND) via PET scan in female
patients with BPD, when compared with normal subjects. Brain regions involved
included the amygdala, caudate, N accumbens, and OFC. Negative emotion
challenges (sadness induction) led to greater reductions in BP-ND in the BPD
patients, especially in left-sided regions. The authors did not focus on BPD with
comorbid PTSD. The differences in response to negative emotion and the
accompanying stress did, however, appear related to some of the typical stress-
related phenomena in BPD patients. In their commentary on such stresses as
rejection and abandonment, Stanley and Siever (2010) drew attention to how the
reactions elicited by these stresses in BPD patients (viz., impulsive and self-
destructive/suicidal behaviors) suggest a malfunction of psychological systems
oriented to attachment and affiliation. This in turn lends an importance, for
enhancing our understanding BPD, to certain neuropeptides that play a role in
these interpersonal actions; specifically, opioids (in pain-related phenomena),
oxytocin (in affiliative responses), and vasopressin (in homeostasis and memory
formation).
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8 Bipolar Disorder: Neurophysiological Aspects
and Relation to BPD

Compared with the etiologically heterogeneous BPD, BDs represent a more uni-
fied nosologic construct, since genetic factors appear to play the primary role in
their origin. Confusion and controversy in the domain of bipolar and borderline
conditions stem from the observation of similarities in symptom presentation,
similarities in neurophysiological underpinnings, and the fact, as mentioned in
Gunderson’s work cited earlier, that an impressive proportion of persons diag-
nosed in adolescence or early adult life with BPD are seen later to show the
characteristics of a BD, and mutatis mutandis, persons diagnosed as ‘‘bipolar’’ in
their teens frequently meet, later on, criteria for BPD.

Some of the similarities are outlined by Antoniadis et al. (2012), who point to the
main clinical features of BD; namely, impulsivity and affective instability—the
same as found in BPD. Alterations in the limbic system have been found on MRI in
both, though amygdala size has been reported as smaller in BPD; larger, in BD.
Heritability, clearer significant in BD, has been found in some studies of BPD, but
there do not appear to be genes specific in any way for the disorder. Environmental
factors, meanwhile, appear to be more important in BPD than in BD. At the clinical
level, Benazzi (2006a, b) takes the position, in the dispute whether BPD is a bipolar
‘‘spectrum’’ condition or is a separate entity, that the DSM-IV (1994) definition of
BPD may be conflating two sets of unrelated features: an emotional instability
related more to BD (especially to the milder form of Bipolar-II disorder), and an
impulsivity dimension more applicable to BPD. In Bipolar-II patients cyclothymic
temperament (an inherited quality) and borderline traits (short of meeting full cri-
teria for BPD) clustered more with Bipolar-II Disorder than with Major Depressive
Disorder. Among the BPD traits, lability of affect (unstable mood), unstable inter-
personal relationships, identity weakness (unstable self-image), and chronic anger
sorted in factor analysis—more with Bipolar-II, but impulsivity did not (Benazzi
2006a). Coulston (2012) was also struck by the clinical similarity between BD and
BPD, the presence of one predicting the (sooner or later) presence of the other. In his
view, childhood trauma predisposed to both conditions, and also to rapid cycling (in
BD) or to the analogous quickly fluctuating ‘‘mood lability’’ in traumatized BPD
patients. But in BPD the mood changes tend to be briefer and vary between anxiety,
on the one side, versus anger and depression, on the other. This in contrast with the
rapid cycling in BD, where the shifts tend to vary between elation and sadness
(Fiedorowicz and Black 2010). Mackinnon and Pies (2006) also comment on the
similarity between the rapid cycling in BD and the affective instability/mood lability
in BPD, adding that anticonvulsant medications are regularly helpful in BD and
often so in BPD as well. They regard this as pointing to a biological overlap, though
do not buttress their argument with data from neurophysiological research.

What neurophysiological data do exist are also equivocal regarding the ques-
tion: are BD and BPD separate conditions—or two sides of the same coin. Rossi
et al. (2012), using an MRI technique, studied 26 mostly female BPD patients and
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15 mostly male BD patients. The BPD group showed smaller hippocampal vol-
umes bilaterally; in the Bipolar patients, there was smaller right-hippocampal
volume (of the right dentate gyrus that lies between the fimbria of the hippo-
campus and the hippocampal gyrus). The authors speculated that these volumetric
differences might be related to the clinical phenomenology of each disorder. In a
subsequent paper (Rossi et al. 2013) where gray and white matters were compared
in the two conditions, it was noted that gray-matter density changes were more
diffuse and severe in BD than in BPD. Each disorder had specific regions of
abnormality involving both cortical and subcortical structures in BD; in BPD—
mainly fronto-limbic regions. Despite areas of overlap in gray matter changes,
the topography in those changes appeared more consistent with a ‘‘separate-
conditions’’ hypothesis. The separate-conditions hypothesis finds support in a
psychological study of set-shifting and reversal learning in BPD (Barker et al.
2014). BPD patients in this study did not show significant deficits in extra-
dimensional shift (EDS) or in reversal learning; this appeared to distinguish them
from bipolar subjects—who did demonstrate deficits in tests of EDS. MRI suggests
that performances on reversal learning reflects OFC functioning, whereas EDS
relies on prefrontal cortex function. Since deficits in these tasks were not found in
the BPD patients, the authors suggested that, in contrast to the bipolar patients, the
limbic system was the primary locus of pathology in BPD (Barker et al. 2014, p. 9).

In some patients there is a convergence clinically between the symptoms and
traits of BPD and Bipolar Depression. Patients with (depressive) mood disorder
are known to have a higher prevalence of BPD—the combined condition showing
marked instability of mood and poorer response to medication (Radaelli et al.
2012). When MRI data were obtained from patients with Bipolar Depression alone
and with those diagnosed with both conditions, the Depression + BPD group
showed a lower activation of the dlPFC than in the Depression-only patients.
Emotional dysregualtion appeared greater in the combined group. In contrast, MRI
data from another research group found an important abnormality in the ACC
(Brodmann Area #24), whose function is ordinarily to assess the salience of
emotional information and to help regulate emotional responses. This gray matter
(but not white) in this area was shown to be smaller in patients with BPD ado-
lescents with Major Depression (Goodman et al. 2011). Still, there are many areas
of overlap on the biologic side between BPD and Major Depression: amygdala
hyper-reactivity, smaller ACC volume, and diminished serotonergic function, such
that the data that might help firm up the similarities and also make more mean-
ingful distinctions between the two are not as yet available (Goodman et al. 2010).

9 The Spotlight on Bipolar-I Disorder

The mood dysregulation characteristic of BD has been ascribed to dysfunction in
the prefrontal cortex, leading to inhibitory dyscontrol (Anticevic et al. 2012). In
their study, based on BD patients with psychosis, there was reduced medial
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prefrontal cortex (mPFC) connectivity within the prefrontal cortex as a whole, and
also reduced connectivity between the amygdala and the dl-PFC. The mPFC is
considered the key region for emotional regulation. Dysconnectivity was also
noted even in remitted bipolar patients, suggesting that this abnormality might
constitute a risk factor for the phasic (mood-fluctuating) features of BD. The
memory deficits sometimes associated with BD were linked, in another study, to
the lowered hippocampal volume, as documented above by a number of other
investigators (Chepenik et al. 2012). Improvement in memory was noted in some
BD patients following treatment with antidepressant medications, though whether
the memory improvement was associated with morphological changes in the
hippocampus (such as regaining its volume) was not assessed. The hyper-reactivity
of the amygdala to emotional stimuli (looking at sad faces, for example, in fMRI
experiments) was noted in BD and linked to deficient activation in the dl-PFC
(Garrett et al. 2012)—as a factor in the emotional dysregulation in BD—compa-
rable, however, to what has been noted in BPD as well. Amygdalar hyperactivity
to emotional facial expressions has been found to be particularly marked in
children and adolescents (aged 7–18) with BD (Kim 2012). Yet in a study of
Bipolar-II patients with depression, Vizueta and colleagues (2012) found amy-
gdalar hypo-activity (which they felt might be state-dependent), though OFC
hypoactivation was similar to what has been observed in Bipolar-I—which might
therefore warrant consideration as a trait-marker of BDs in general.

Hajek et al. (2012, 2013a) have shown in an fMRI study that BD patients
underactivated the right inferior frontal gyrus (R-IFG) relative to a control group,
irrespective of current mood state. This suggested that the impaired response
inhibition to emotional stimuli (in effect: poorer top-down control) in BD may be a
biological marker for the condition. Oddly, the authors noted that the IFG was
significantly larger not only in the BD patients, but also in their family members
(with or without the disorder). Usually, abnormal function has been associated
with smaller-, rather than with larger volumes in the affected regions. Further
along in the course of bipolar illness, however, they noted that the IFG became
smaller than normal—possibly because of the neurotoxic effects of the illness on
gray matter (cf. also: Hajek et al. 2013a). But lithium-treated BD patients even-
tually were shown to have normal R-IFG volume, despite having had the condition
for a long time (Hajek et al. 2013b). Hippocampal volumes in BD, smaller in
volume at the outset, were also noted to appear normal in volume following two
years or more of lithium treatment (Hayek et al. 2013c). As for other higher
centers, a London-based group found evidence in their meta-analysis–of reduced
gray matter in BD in the right ventral prefrontal cortex (r VPRC), as well as in the
temporal cortex and insula (Selvaraj et al. 2012). Malhi et al. (2013), in a review
concerning the effects of lithium, mentioned that lithium may exert its beneficial
effects in BD via helping to preserve or even increase the volume of brain
structures involved in emotional regulation.

In an effort to develop a consensus concerning the evolution of BD and key
brain areas involved, a workgroup organized by the University of Cincinnati
Department of Psychiatry met to discuss their research. Their impression was that
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in the early development of BD there was disruption of brain networks that
modulate emotional responses. Because of what may be excessive prefrontal
pruning during adolescence, one finds decreased connectivity among ventral
prefrontal networks and the relevant limbic centers, especially the amygdala.
These changes appear to prepare the path for manic symptomatology (Strakowski
et al. (2012). In a study devoted to finding neurophysiological signs that might be
helpful in distinguishing BD from schizophrenia in a reliable way, Whalley et al.
(2012) examined the fMRI literature, from which they found evidence that over-
activation in the medial temporal lobe in emotion and memory tasks—occurred in
BD more so than in schizophrenia. As to the distinction between, versus the
similarity of, BD and schizophrenia, at least from the standpoint of pharmaco-
logical response, it is of interest that in a recent Danish study, clozapine proved
useful not just in schizophrenia, but also in refractory BD (Nielsen et al. 2012).
Vacheron-Trystram et al. (2004) found clozapine more useful in BD even than in
schizophrenia.

10 Attention-Deficit Disorder, BPD, and BD: Similarities
and Differences

The conceptual and, to an increasing extent, neurophysiological overlap between
BPD and the spectrum of BDs—in a significant percentage of cases—is also
pertinent to Attention-Deficit Hyperactivity Disorder (ADHD). This is because, in
the same way that BPD is over-represented in samples of BD and vice versa,
ADHD is over-represented in a similar way. Granted that ADHD tends to be over-
diagnosed in the US, nevertheless young persons with the genuine disorder are
more likely, as they enter adulthood, to be diagnosed also with either BPD or BD
or both (Makris et al. 2012). Similarly, in the background of adults with BPD or
BD, there is a higher proportion of ADHD histories than would be expected in the
general population (Faraone et al. 2012). (Philipsen 2006), besides mentioning the
clinical interconnection between ADHD and BPD, expressed the view, in the light
of recent neuroimaging studies, that ADHD and BPD may be not so much two
distinct disorders, but rather a manifestation of two aspects or dimensions of one
(underlying) disorder. In a like manner, Rüsch et al. (2007) examined a group of
women with BPD who were comorbid also for ADHD. In their imaging study
the women with BPD had a narrower isthmus of the CC (i.e., the portion where the
anterior parts of the CC: rostrum, genu, and body and the posterior part: the
splenium—are fused during embryogenesis). A history of childhood sexual abuse
was associated with a thinner posterior body of the CC, indicating a possible loss
of some of the 190,000,000 axons that make up the CC and subserve interhemi-
spheric connectivity. This may account for some of the deficits in the combined
BPD/ADHD disorder. In the study of Posner et al. (2011) the focus was on the
amygdala and the lateral prefrontal cortex (LPFC) in their fMRI assessment (using
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subliminal presentation of fearful faces) of adolescents with ADHD. Their strategy
was based on the connection of the amygdala and the LPFC in monitoring emo-
tional reactivity. They found that activity in the right amygdala was greater in
adolescents with ADHD than in the control group, along with greater connectivity
between the amygdala and the LPFC. Parenthetically, they noted that stimulants
(a common treatment for ADHD) had a normalizing effect on the activity of the
right amygdala and on its connections with the LPFC. ADHD is associated with
deficits in cortical inhibition, as has been noted in BPD, but also in Gilles de la
Tourette syndrome. Barnow et al. (2009) used transcranial magnetic stimulation
(TMS) to assess whether BPD patients showed decreased cortical inhibition, or
else—increased cortical excitation. They controlled their result for ADHD
symptomatology and still noted an association between BPD and deficits in cor-
tical inhibition.

11 Discussion

There is fairly good agreement among investigators concerning the neurophysio-
logical alterations in BPD. The brain-regions chiefly implicated in BPD, along
with neurophysiological correlates noted in other disorders: Bipolar, Major
Depressive, and ADHD—are summarized in Table 1.

The various studies, relying primarily on MRI, invoke fronto-limbic malfunc-
tion as the most general way of addressing the impulsivity and emotional dys-
regulation that characterize BPD. Because of the widespread recognition that BPD,
BDs (whether fluctuating between manic and depressive episodes, or predomi-
nantly depressive), and Attention-Deficit/Hyperactivity Disorder often co-occur in
various combinations and sequences, imaging researchers who focus on one dis-
order often include patients with the related conditions as well. The very fact that
patients with all three disorders are well-known to clinicians has spurred interest in
finding possible commonalities at the deeper level of brain physiology. Eagerness
to explore this area has been heightened further following the recent discovery by
the Cross-Disorder Group of the Psychiatric Genomics Consortium (2013), that
five psychiatric disorders viewed as distinct from a clinical perspective never-
theless share certain genetic features in common; namely, single nucleotide
polymorphisms (SNPs) in two genes involved in calcium-channel activity.

Alessandro Serretti and Chiara Fabbri (2013) and colleagues from the Human
Genome Project contributed importantly to this work, which has been reviewed
recently by Smoller (2013). The five disorder: Autism, Attention Deficit-Hyper-
activity Disorder, BD, Major Depressive Disorder, and Schizophrenia include three
of relevance to the topic of BPD. Serretti and Fabbri have argued that there is
abundant pleiotropy in human complex disorders, such that the same genetic variant
may play a role in several diseases that—to the clinical eye—have appeared sep-
arate and unrelated.
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The new research will enable us to move beyond a nosology based on
description of signs and symptoms, toward a classification based progressively
more on fundamental causes. An effort was recently made in regard to BPD by
Calati et al. (2013): she and her colleagues looked for serotonergic polymor-
phisms, but did not find a direct role in BPD for the three genetic polymorphisms
of interest. Perhaps this is less surprising—to the extent that BPD, as noted above,
is a markedly heterogeneous clinical syndrome based more on adverse environ-
mental factors than on putative genetic factors. There is in all likelihood a subset
of BPD cases where genetic factors play a major, not to say, a determinative, role
in predisposing to the development (usually discernible at puberty) of the bor-
derline syndrome (à la DSM). Persons with clear-cut and severe BD, who in
addition have a family history of bipolar disorders—but who have no history of
neglect, abuse (whether sexual, physical, or verbal), perinatal complications, drug
abuse, or head injury—would constitute the most concentrated pool of patients for
the assessment of a genetic linkage to BD, and also for whatever gene polymor-
phisms may be a part of the picture. There are also social-class and cultural factors
to take into account. Persons from economically poorer backgrounds are much
more likely to have experienced childhood physical abuse than their better-off
counterparts (Straus and Gelles 1992). Incest histories are common in certain
cultural settings; rare, in others. In many samples of BPD patients, including those
devoted to MRI and fMRI studies, these factors are not separated out, thus com-
plicating any search for specific gene peculiarities. Given the difficulties inherent
in carrying out MRI analyses in infants or very young children, it is not easy to
determine whether the brain-changes associated with bipolar disorder were already
detectable at birth (and later paved the way for development of BPD), or whether

Table 1 Neurophysiological abnormalities noted in brain regions in BPD and related conditions

Disorder Cortical/subcortical regions Limbic regions

BPD Prefrontal cortex, orbitofrontal cortex,
dorsolateral PFC (including
decreased gray matter),
ventromedical PFC, parietal lobe,
right hemisphere, corpus callosum,
insula, N accumbens

Amygdala size (decreased), amygdala
reactivity (increased) hippocampus
size (decreased)

Bipolar I, II Prefrontal cortex, dorsolateral PFC,
middle prefrontal cortex, right
inferior frontal gyrus, medial
temporal lobe, right ventral
prefrontal cortex

Amygdala size (decreased), amygdala
reactivity (decreased; though
increased in bipolar-II),
hippocampal size (decreased)

Major
depression

Dorsolateral prefrontal cortex, anterior
cingulate cortex

Amygdala reactivity (increased)

ADHD Lateral prefrontal cortex, corpus
callosum

Amygdala reactivity (increased)

Note The abnormalities observed in the cortical regions usually involved smaller than normal
volumes, though in Bipolar-I the R Inferior Frontal Gyrus was larger than normal initially, but
smaller—as the illness progressed (Hajek et al. 2013a)
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they were epiphenomena of adverse environmental factors. We still tend to be
divided into two camps: the ‘‘lumpers’’ and the ‘‘splitters’’: diagnostic lumpers
who might argue that BPD, BD, and ADHD are three continents of the same
nosologic planet, and the splitters, who claim that they are diagnostically, and
perhaps even genetically, separable. As for the BPD question, the time is ripe for
further genetic analysis, based on patient-samples that have been more scrupu-
lously homogenized: borderline patients with no family history and no diagnostic
indications of bipolarity, versus bipolar patients with a strong family history of BD
and no signs at all of environmental adversity. Further neurophysiological and
genetic analysis of such groups will help resolve many of the as yet unanswered
questions in this domain.
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Physiological Correlates of Bipolar
Spectrum Disorders and their Treatment

Tim Outhred, Andrew H. Kemp and Gin S. Malhi

Abstract Bipolar spectrum disorders (BSDs) are associated with great personal
and socioeconomic burden, with patients often facing a delay in detection, mis-
diagnosis when detected, and a trial-and-error approach to finding the most
appropriate treatment. Therefore, improvement in the assessment and management
of patients with BSDs is critical. Should valid physiological measures for BSDs be
identified and implemented, significant clinical improvements are likely to be
realized. This chapter reviews the physiological correlates of BSDs and treatment,

For submission to Psychophysiology in Psychiatry and Psychopharmacology Current Topics in
Behavioral Neuroscience

T. Outhred � A. H. Kemp � G. S. Malhi
Discipline of Psychiatry, Sydney Medical School, University of Sydney,
Royal North Shore Hospital, Sydney, NSW 2065, Australia

T. Outhred � A. H. Kemp
SCAN Research and Teaching Unit, School of Psychology, University of Sydney,
Sydney, NSW 2008, Australia

A. H. Kemp � G. S. Malhi
CADE Clinic, Department of Psychiatry, Royal North Shore Hospital, Sydney,
NSW 2065, Australia

A. H. Kemp � G. S. Malhi
Advanced Research and Clinical Highfield Imaging (ARCHI),
University of Sydney Royal North Shore Hospital, Sydney,
NSW 2065, Australia

A. H. Kemp
Centro de Pesquisa Clínica e Epidemiológica, Hospital Universitário,
Universidade de São Paulo, Av Lineu Prestes
2565, São Paulo SP 05508-000, Brazil

G. S. Malhi (&)
CADE Clinic, Level 3, Royal North Shore Hospital, Main Hospital Building,
St Leonards, NSW 2065, Australia
e-mail: gin.malhi@sydney.edu.au

Curr Topics Behav Neurosci (2014) 21: 47–102 47
DOI: 10.1007/7854_2014_297
� Springer-Verlag Berlin Heidelberg 2014
Published Online: 22 May 2014



and in doing so, examines the neuroimaging, electroencephalogram, and event-
related potential, and peripheral physiological correlates that both characterize and
differentiate BSDs and their response to treatment. Key correlates of BSDs involve
underlying disturbances in prefrontal and limbic network neural activity, early
neural processing, and within the autonomic nervous system. These changes
appear to be mood-related and can be normalized with treatment. We adopt an
‘‘embodied’’ perspective and propose a novel, working framework that takes into
account embodied psychophysiological mechanisms in which the physiological
correlates of BSD are integrated. This approach may in time provide the objective
physiological measures needed to improve assessment and decision making when
treating patients with BSDs. Future research with integrative, multimodal mea-
sures is likely to yield potential applications for physiological measures of BSD
that correlate closely with diagnosis and treatment.

Keywords Bipolar disorder � Bipolar spectrum disorders � Physiology � Psy-
chophysiology � Treatment � Heart rate and its variability � EEG � FMRI � GSR �
Embodied cognition
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1 Introduction

Determining the physiological correlates of psychiatric disorders and assessing the
potential clinical utility of physiological measures are major pursuits in biological
psychiatry research (Insel et al. 2010, 2013). The impetus for such research is
the promise of objective measures for assessment and predicting response to
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treatments, which would improve diagnostic validity and inform treatment
selection (Insel et al. 2010, 2013). To facilitate this goal, the National Institute of
Mental Health has proposed Research Domain Criteria (or RDoC), which provide
researchers with a novel framework in which research can be presented (Morris
and Cuthbert 2012). In this context, physiological measures provide an important
tool through which diagnosis could be improved and treatment options tailored.
Currently, the assessment and management of bipolar spectrum disorders (BSDs)
often entails misdiagnosis following a significant delay in detection (Hirschfeld
et al. 2003; Suppes et al. 2001), the inability to predict course (Crowe et al. 2012;
Malhi et al. 2012, 2013), trial and error in treatment selection (Malhi et al. 2009;
Sachs 2013), and a failure to implement long-term management strategies (Keck
2006; Malhi et al. 2009). Therefore, improvement in the assessment and treatment
of those with BSDs is critical given the great personal (Bonnín et al. 2012;
Merikangas et al. 2007) and socioeconomic burden associated with BSDs
(Merikangas et al. 2007). Critically, these disorders are associated with the highest
risk of suicide of any mental disorder (Nock et al. 2009), highlighting the need for
early and accurate detection with improved diagnosis and a more personalized
approach to effective treatment. Initiation of successful treatment early in the
course of the disorder will undoubtedly reduce morbidity (Baldessarini et al. 2003;
Post et al. 2010) and improve treatment outcomes (Berk et al. 2011; Ketter et al.
2006; Malhi 2012). Given the potential for these needs to be met with the trans-
lation of physiological measures into clinical practice (Morris and Cuthbert 2012),
identification of physiological markers that could be employed in assessment and
treatment selection remains an ambitious but worthy goal.

BSDs represent a cluster of disorders characterized by extreme changes in mood
(Malhi et al. 2012). Depression, mania, hypomania, and euthymia (periods of
remission) are phases of illness that are subjectively experienced by patients, and
objectively determined by clinicians (Tohen et al. 2009). These include cyclothy-
mia, Bipolar I disorder, Bipolar II disorder, and Bipolar Disorder Not Elsewhere
Classified (NEC) and are partitioned from major depression on the basis of cycling
into mood elevation such as (hypo)mania. The spectrum is conceptualized as
increasing in severity and burden from Bipolar Disorder NEC, Cyclothymia,
Bipolar II Disorder, through to Bipolar I Disorder (Merikangas et al. 2007), but in
reality, this does not always hold true. Currently, there are no physiological tests that
can be employed to assist with the detection, assessment, and diagnosis of BSDs.
The physiological correlates implicated in cognitive and emotional disturbances
underlying BSDs and the different phases of illness have thus far been investigated
using neuroimaging and peripheral physiology techniques. Studies have revealed
disturbances in prefrontal and limbic network neutral activity (see Strakowski et al.
2012), neural activity states and early neural processing (see Degabriele and
Lagopoulos 2009), and within the autonomic nervous system (ANS; Gruber et al.
2011; Lee et al. 2012), respectively. Understandably, most studies have considered
these neural and autonomic activation characteristics separately. Hence we now
consider the neural and autonomic characteristics of BSDs in the context of an
embodied (see Craig 2009; Niedenthal 2007; Price et al. 2011) disturbance affecting
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both the brain and body so as to develop a novel framework (see Fig. 1) in which the
physiological correlates of the disorder can be investigated.

In addition to characterizing the physiological correlates of the BSDs, we
further characterize the correlates—or markers—of treatment effect, and predic-
tors of response to treatment. Patients with BSDs are typically prescribed phar-
macological treatment (including lithium, antipsychotics [e.g., olanzapine,
risperidone, quetiapine], and anticonvulsants [e.g., valproate, carbazepine lamo-
trigine)] either alone or in combination) but first-line treatment is often ineffective
(Malhi et al. 2009) reflecting the fact that information gained from clinical
assessment alone is insufficient for planning and implementing treatment. If
physiological measures could anticipate treatment efficacy, then the trial and error
involved in first-line treatment strategies may be diminished or subsided alto-
gether. Therefore, the need to identify potential physiological markers of BSDs
and to ascertain their clinical utility is imperative.

2 Measuring the Physiological Correlates of Bipolar
Spectrum Disorders

Studies on BSDs have most often utilized neuroimaging techniques such as
functional magnetic resonance imaging (fMRI), positron emission tomography
(PET), and single-photon emission computed tomography (SPECT) and findings
from studies using these neuroimaging methods have been largely consistent
(Strakowski et al. 2005). The next most employed measures have been electro-
encephalography (EEG) and event-related potential (ERP). While neuroimaging
methods enable localization of regional responses to cognitive and emotional tasks
across the whole brain (Friston et al. 1998), EEG and ERP have higher temporal
resolution such that fluctuations in neural activity states (Davidson 1998, 2004)
and early information processing can be examined (Donchin and Coles 1988),
respectively. In terms of peripheral physiological measures, cardiovascular mea-
sures including heart rate (HR) and heart rate variability (HRV) gathered using
electrocardiography (ECG), and galvanic skin response (GSR) have been widely
employed. Within these, HR is a measure of overall ANS arousal (see Duschek
et al. 2013; Lopes and White 2006) under tonic inhibitory control by the para-
sympathetic nervous system (PNS; Saul 1990; Thayer et al. 2009), high frequency
HRV measures PNS activity (see Duschek et al. 2013; Lopes and White 2006), and
galvanic skin response (GSR) measures reflect sympathetic nervous system (SNS)
activity (see Dawson et al. 2007). Notably, only GSR has been employed in
combination with other measures for multimodal investigations. Building toward a
more embodied perspective of BSDs, we delineate, examine, and then integrate the
cognitive neuropsychological (brain; fMRI and EEG, and ERP) ‘‘neurocorrelates’’
and the peripheral physiological (body; HR and HRV, and GSR) correlates.

A methodological issue that has been discussed in most physiological studies of
BSDs is heterogeneity with respect to previous and current treatment effects,
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clinical course, and comorbidities. Though it is often not feasible to exclude or
stratify patients on all these bases, future research should report and, where pos-
sible, take these factors into account. Another self-evident issue that has chal-
lenged researchers is the difficulty in recruiting and testing manic bipolar patients
in laboratory settings, explaining why there are relatively fewer studies of this
phase of illness (Small et al. 1999). With technological advances, future research
will likely take advantage of less invasive, ambulatory sensors including smart-
phone (Heathers 2013) and sensorized clothing (e.g., Mariani et al. 2012; Quintana
et al. 2012; Siegel 2013), which will enable the collection of longitudinal physi-
ological data across illness and treatment phases within BSD patients.

3 Neurocorrelates of Bipolar Spectrum Disorders
and Their Treatment

3.1 Functional Neuroimaging Correlates

3.1.1 Characterization and Differentiation

Characterization

Characterization of the functional neuroanatomy of BSDs has been extensive,
systematic, and consistent for the last two decades (see Table 1). The results and
conclusions obtained across neuroimaging modalities—including fMRI, PET, and
SPECT—have been largely consistent and non-modality specific (see Strakowski
et al. 2005). Overall, BSDs display prefrontal cortex (PFC) hypoactivity and
limbic hyperactivity during emotional and cognitive tasks, and these findings
correlate with trait and state emotional lability and mood disturbances in BSDs
(see Strakowski et al. 2012). In addition, bipolar disorder is characterized by
dysfunctional connectivity among ventral prefrontal networks and limbic brain
regions, particularly the amygdala (Blond et al. 2012; Chen et al. 2011; Houenou
et al. 2011; Strakowski et al. 2012; Townsend et al. 2012) indicating both difficulty
in regulating mood alongside a dysfunction of emotion processing. Impaired PFC
regulation subsequently leads to a loss of neurological emotional homeostasis,
emotional lability, and mood disturbances (Strakowski et al. 2012). It is posited
that a disruption of frontal regulatory networks allows for extreme mood states,
switching among mood states, and mixed states (Strakowski et al. 2012). These
abnormalities have been conceptualized as dysfunction within oscillatory mech-
anisms, which perhaps worsen over time, and result in the many manifestations of
the illness (Schneider et al. 2012).

Interestingly, bipolar patients have consistently decreased frontal activation
across the ventrolateral PFC (VLPFC), a region critical for emotional processing
and mood regulation (Blond et al. 2012; Chen et al. 2011; Houenou et al. 2011;
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Strakowski et al. 2012; Townsend and Altshuler 2012), and consistently decreased
inferior frontal gryus (IFG) activity, specifically the right IFG (R IFG), a region
associated with regulatory inhibition (Hajek et al. 2013). Furthermore, bipolar
patients have also increased activity within limbic regions including parahippo-
campus, hippocampus, and amygdala and basal ganglia (Blond et al. 2012; Chen
et al. 2011; Houenou et al. 2011; Strakowski et al. 2012; Townsend and Altshuler
2012), which may underpin abnormalities of primary emotion processing. Hence,
decreased IFG activity in bipolar disorder which is seen during both cognitive and
emotional processing, and increased limbic activation that is seen during emo-
tional processing (Chen et al. 2011; Hajek et al. 2013; Houenou et al. 2011;
Strakowski et al. 2012) may reflect trait-based correlates of BSDs.

With respect to the manic phase of bipolar disorder, IFG activity is decreased in
mania but not in euthymic or depressed states, and limbic activation increases
are not associated with mood states (Chen et al. 2011; Houenou et al. 2011;
Strakowski et al. 2012). However, amygdala activation varies as a function of mood
state and the valence of the emotional stimuli: hyperactivity to emotional stimuli in
mania; hyperactivity to negative stimuli and hypoactivity to positive stimuli in
depression, and normalized activations in euthymia (Townsend and Altshuler
2012). However, it is important to note that many of these findings are preliminary
and may be contingent on additional factors such as the tasks used and disorder
phenotype, but they do suggest that manic and depressed phases of bipolar disorder
can be differentiated on the basis of altered IFG activity and valence-mood con-
gruent activation of the amygdala (Strakowski et al. 2012; Townsend and Altshuler
2012). With respect to response inhibition, the manic phase is associated with
reduced performance, associated with decreased R IFG and medial frontal gyrus
(MFG) activation and increased bilateral basal ganglia activation (Hajek et al. 2013;
Houenou et al. 2011; Strakowski et al. 2012). In the euthymic phase, response
inhibition is not dysfunctional, although activity in left superior temporal and right
MFG is increased and basal ganglia activation decreased (Hajek et al. 2013;
Houenou et al. 2011; Strakowski et al. 2012). Therefore, euthymic patients com-
pensate for reduced inhibitory IFG activity with increased activation of adjacent
cortical areas, thereby yielding normalized inhibitory functions (Hajek et al. 2013).
During euthymia, recovery of frontal control, along with compensation from other
brain regions, temporarily restores neurological emotional homeostasis (Strakowski
et al. 2012). However, the underlying functional abnormalities in the VLPFC net-
works leave the risk for emotional and cognitive disruption, leading to manic,
depressed, or mixed phases, even under minor stress (Strakowski et al. 2012).

Differentiation

Over-activation in the medial temporal lobe during tasks involving emotion or
memory may differentiate patients with bipolar disorder from patients with
schizophrenia (Whalley et al. 2012). However, differential diagnosis with fMRI has
been less accurate with bipolar disorder than schizophrenia (Whalley et al. 2012).
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While promising preliminary findings have been reported suggesting that BSDs
may be distinguished from unipolar major depression in small samples (Diler et al.
2013; Grotegerd et al. 2013; Marchand et al. 2013), large-scale studies are needed
to determine the sensitivity and specificity of these findings.

3.1.2 Treatment

Effective treatment would be expected to normalize the state-based and trait-based
VLPFC-limbic network disturbances correlated with BSDs using fMRI. In com-
parison to the fMRI correlates characterizing and differentiating BSDs, fMRI
correlates of treatment are understudied. In the last decade, eight controlled studies
examining the impacts of treatment administration in BSDs on cognitive and
emotional stimuli have been published, with each demonstrating some sort of
normalization effect (Table 2). Lithium appears to have prophylactic effects on
cognition after 14 days’ treatment and acts on frontal regions in the euthymic
phase of BSDs with little impact during the depressed phase (Silverstone et al.
2005). After 12 weeks of lamotrigine administration during the euthymic phase,
there are increases in the prefrontal and cingulate regions, thereby normalizing the
activity of circuitry involved in emotion regulation (Haldane et al. 2008; Jogia
et al. 2008). In the depressed phase, 8 weeks of lamotrigine administration reduces
amygdala reactivity to negative stimuli, with greater reductions in reactivity being
correlated with reductions in depression symptoms after 8 weeks (Chang et al.
2008). When patients are given a 4-week course of antipsychotics and then a
14-week course of lamotrigine, decreases in mania symptoms following treatment
are associated with increased VLPFC and dorsolateral (DLPFC) activity during
cognitive-emotional (Pavuluri et al. 2010b) and response inhibition tasks (Pavuluri
et al. 2010a). In subsyndromal patients, there are no consistent differences after 12
weeks of valproate treatment (Chang et al. 2009). Finally, a study investigating the
effect of psychotherapy showed normalization of IFG hypoactivity after 12 weekly
sessions (Favre et al. 2013); however, it was difficult to differentiate the effect of
psychotherapy from improvement with the medication patients were already
receiving (Favre et al. 2013).

In sum, there appears to be normalization of the cognitive and emotional neural
networks implicated in BSDs with treatment when patients present in the
depressed or manic phases of illness. Additionally, prophylactic treatment appears
to affect these networks. However, the majority of investigations thus far have
small sample sizes (less than 20 patients) and many did not have a control group
for comparison (e.g., Chang et al. 2008; Haldane et al. 2008). Additionally, some
studies investigated adolescents (e.g., Chang et al. 2008, 2009; Pavuluri et al.
2010a, b), who are likely to have fundamentally different responses compared to
adults. Nevertheless, there are promising findings from this relatively new line of
research that should encourage future research with larger samples, across different
treatments. In doing so, clinically useful fMRI treatment markers for predicting
treatment response and treatment monitoring may be determined.
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3.2 EEG and ERP Correlates

3.2.1 Characterization and Differentiation

Within the EEG and ERP literature, there has been one systematic review on the
correlates that characterize and differentiate BSDs (Degabriele and Lagopoulos
2009). Here, we updated this review (Table 3). There have been 22 studies
examining the BSD characteristics with EEG and ERP measures. Overall, there
appears to be measurable correlates in frequency band, ERP component, and sleep
EEG characteristics (see Degabriele and Lagopoulos 2009), and network proper-
ties (Kam et al. 2013; Kim et al. 2013) that can characterize and differentiate BSD
phases and BSDs from unipolar depression and schizophrenia. Single electrode
EEG (see Iacono et al. 1983), clinical EEGs (see Cook et al. 1986; Small et al.
1999), and associating EEG data with neuroanatomical abnormalities from com-
puterized tomography images (see Dewan et al. 1988) are yet to produce in
measurable correlates characterizing and differentiating BSDs.

BSD studies employing EEG data show that differential power at specific
frequency bands, which are associated with different activity states, are correlated
with traits and states of BSDs. Specifically, differential activity in the alpha band
between the frontal lobe hemispheres, frontal alpha asymmetry—an index asso-
ciated with behavioral motivation (Davidson 1998, 2004)—correlates with BSD
phases. In the depressed phase, increased right-dominant, withdrawal-related,
frontal alpha asymmetry, relative to controls, is characteristic at rest (Nusslock
et al. 2012). Additionally, bipolar disorder patients with decreased functional
network integration and decreased optimal balance of network segregation in
functional fronto-central and centro-parietal networks had higher depression
scores (see Kim et al. 2013). In the manic phase, various frequency characteristics
can be observed during rest (see Clementz et al. 1994; Kano et al. 1992), with
increased ‘busy thinking’ related, beta activity correlating with increased mania
symptoms (Kam et al. 2013). Increased left-dominant, goal striving frontal alpha
asymmetry, relative to controls, appears to be characteristic of mania (Harmon-
Jones et al. 2008; Nusslock et al. 2012), opposing the activity characterizing the
depressed phase. In the hypomanic phase, increased left-dominant frontal alpha
asymmetry at rest is also observed (Harmon-Jones et al. 2008; Nusslock et al.
2012), an effect that also correlates with hypomanic personality (Peterson and
Harmon-Jones 2008; Wyczesany et al. 2010). In the euthymic phase, bipolar
patients appear to have more normalized frequency characteristics and frontal
alpha asymmetry relative to controls (Nusslock et al. 2012), though some residual
frequency characteristics remain suggesting some trait-based cognitive dysfunc-
tion (El-Badri et al. 2001).

ERP components, such as the commonly reported P300, provide an opportunity
to determine whether early information-processing is impaired in patient samples
(see Degabriele and Lagopoulos 2009; Donchin and Coles 1988; Kemp et al.
2009). In studies with bipolar patients in no specific phase, results show ERP
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component differences characteristic of disturbance in early executive functions
(Hall et al. 2007; Muir et al. 1991; O’Donnell et al. 2004; Souza et al. 1995) and
accentuation of the early processing of positive stimuli (Degabriele et al. 2011).
Furthermore, some ERP components appear to be heritable, endophenotypes for
bipolar disorder (Hall et al. 2007). Therefore, early processing deficits appear to be
measureable BSD traits.

Clinical course from unipolar to bipolar disorder has been predicted using EEG
sleep components (Rao et al. 2002), a finding that may be associated with
increasing or differential chronobiological disturbances in BSDs (see Malhi and
Kuiper 2013). Bipolar I conversion from cyclothymia and bipolar II is reliably
classified by increased manic-related, left-dominant frontal asymmetry at rest
(Nusslock et al. 2012). Finally, bipolar disorder can be differentiated from unipolar
disorder with specific ERP components (Muir et al. 1991) and network properties
(Koles et al. 1994), and from schizophrenia with specific ERP components
(O’Donnell et al. 2004; Souza et al. 1995) and network properties (Kam et al.
2013).

In summary, there are identifiable EEG and ERP characteristics that correlate
with the states and symptoms of depression and mania that may differentiate the
two poles of the illness: withdrawal or negative valence-related right-hemispheric
dominance for the depressed phase and approach or positive valence-related left-
hemispheric dominance for the manic phase, each related to changes in network
properties. In addition, frequency band and early processing disturbances consis-
tently appear to be trait-based characteristics of bipolar disorder, which can dif-
ferentiate it from unipolar disorder. Furthermore, early processing and network
disturbances differentiate bipolar disorder from schizophrenia. Given that classi-
fication and predicting clinical course using EEG has been successfully examined,
future directions in EEG and ERP research should concern classification of dif-
ferent phases and differential diagnosis using the aforementioned characteristics.

3.3 Treatment

Within the EEG and ERP literature, there has been one review examining corre-
lates of lithium treatment effect (Ikeda and Kato 2003). Here, we updated this
review and review other treatments (Table 4). The EEG and ERP characteristics
that correlate with the phases and symptoms and trait-based early processing
characteristics of BSDs would be expected to normalize with effective treatment.
Indeed, all six studies reviewed show that EEG and ERP can detect treatment-
related changes with commonly prescribed treatment. Although clinical EEG did
not appear to be a useful measure for characterizing BSDs, it appears that existing
EEG abnormalities (including, spikes and irregular beta, theta, and slow alpha
activity) is a predictor of 3-month lithium treatment non-response (Ikeda et al.
2002). Additionally, clinical EEG and ERP changes with anticonvulsant medica-
tion predict treatment response (Gerez and Tello 1992).
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On the one hand, studies (Schulz et al. 2000; Small et al. 1989, 1998) that show
frequency band component changes with treatment do not interpret these changes
in the context of changes in neural activity or cognitive-emotional processing,
correlating with normalization of symptoms. Instead, these studies discuss the
potential utility of frequency band component changes as a tool to monitor and
measure treatment responses. On the other hand, studies (Howells et al. 2012;
Schulz et al. 2000; Small et al. 1989, 1998) showing laterality effects suggest that
the greater left-dominant frontal approach-related activity characterizing mania
may be normalized in treatment responders, relative to treatment non-responders.
After 20 weeks of lithium treatment, relative alpha power in the right centro-
parietal region is decreased (Schulz et al. 2000). Lithium, carbamazepine, and
risperidone treatment non-response are correlated with higher left fronto-temporal
amplitudes than responders in the fast delta, theta, and beta bands at baseline
(Small et al. 1998). After lithium treatment, beta1 and left delta, theta, and beta2
increase, and treatment response correlates with increases in delta (Small et al.
1989). Lithium plasma level is correlated with increased theta power.

After carbamazepine administration, delta activity in the anterior regions is
increased, with more right-sided increases, and theta is decreased (Small et al.
1989). Mindfulness-based cognitive therapy appears to decrease right frontal beta
at rest and normalize P300-like ERP components in already medicated euthymic
patients (Howells et al. 2012). Although the specificity of changes due to the
therapy is uncertain, this was interpreted as improvement in attentional readiness
and attenuation of non-relevant information processing (Howells et al. 2012).
Although network disturbances appear to characterize and differentiate BSDs (as
described in the previous section), the impacts of treatment on these networks are
yet to be investigated.

Overall, there appears to be measurable EEG and ERP correlates of general
treatment response that normalize phase and symptom-based characteristics of
BSDs; however, the specificity of these effects to a particular medication or phase
remains uncertain. Future directions would be to examine the specificity of
medication effects and consequent treatment responses on EEG, ERP components,
and network properties at each illness phase. Additionally, the relationships
between frequency band component changes and cognitive-emotional changes
with treatment should be determined. These developments would lay the foun-
dations for investigation into the clinical utility of EEG and ERP components as
markers of treatment response in BSDs.
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4 Peripheral Physiological Correlates of Bipolar Spectrum
Disorders and their Treatment

4.1 Cardiovascular Correlates

4.1.1 Characterization and Differentiation

A systematic literature review of cardiovascular correlates in BSD is presented in
Table 5. Eight studies have examined cardiovascular measures and suggest that
BSDs are associated with a higher heart rate (HR), reflecting increased arousal and
reduced PNS function (see Duschek et al. 2013; Lopes and White 2006) can
characterize BSDs. This is important as high resting HR is associated with an
increased risk of suicide (Lemogne et al. 2011), which may be related to high
suicidality in BSDs (Nock et al. 2009). Studies further suggest that lower HRV can
characterize BSDs under tonic and phasic conditions. High frequency HRV
measures reflects activity within the PNS branch of the ANS (see Duschek et al.
2013; Lopes and White 2006). PNS activity at the heart during emotional
responding is associated with engagement of executive PFC control on the limbic
system, and thus afferent and efferent brainstem nuclei linked to the heart
(Duschek et al. 2013). Studies of BSDs suggest that low HRV are correlated with
BSD traits. This is important given that low HRV is associated with poor mental
and physical health and psychological flexibility in the face of stress, increasing
the risk of cardiovascular disease and mental disorder, and overall morbidity and
mortality (see Duschek et al. 2013; Kemp and Quintana 2013).

Studies suggest that euthymic patients have higher HR (Iacono et al. 1983) and
lower HRV (Cohen et al. 2003; Lee et al. 2012) at rest than controls, reflecting
disturbed capacity to adapt and regulate autonomic arousal. Similarly, in manic
(Henry et al. 2010) and subsyndromal (Lee et al. 2012) depressed bipolar patients,
there appears to be increased HR and decreased HRV at rest, relative to controls.
Furthermore, decreases in HRV appear to be related to both mania (Henry et al.
2010) and depression severity (Lee et al. 2012; Migliorini et al. 2011). In controls
at risk for mania, however, there have been findings of increased HRV during
emotional films, relative to controls at low risk (Gruber et al. 2008). There has
been no comparison between, or within patients, differentiating BSD phases,
except for one pilot study showing that HRV seemed to differ from controls when
a patient was in a depressed state, rather than in a euthymic state (see Migliorini
et al. 2011). Studies that compare bipolar to unipolar (Iacono et al. 1983) and
schizophrenia (Henry et al. 2010) patients have not revealed any differential
findings. However, many studies have encountered measurement problems—
including poor consistency of findings across different HRV measures and short
recording times—when compared against established guidelines (Task Force of
the European Society of Cardiology the North American Society of Pacing
Electrophysiology [Task Force] 1996). These issues have been highlighted in the
‘‘Comment’’ column in Table 5. Therefore, the results of these studies should be
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interpreted with caution. Given the resurgence of interest in this type of research,
future directions for research into cardiovascular measures in the characterization
and differentiation of BSDs should replicate findings across phases of illness
between, and within, patients and other diagnostic groups, in accordance with
established guidelines (Task Force 1996). Furthermore, given that cardiovascular
measures are some of the least costly, time-consuming, invasive, and most mobile
(see Heathers 2013; Mariani et al. 2012; Quintana et al. 2012) of commonly
employed measures, the potential clinical utility of HR and HRV in BSD
assessment and monitoring should be explored.

4.1.2 Treatment

A review of the cardiovascular literature focusing on the treatment of BSDs is
presented in Table 6. The cardiovascular findings of the increased HR and
decreased HRV characterizing BSD phases would expect to be normalized with
effective treatment. For example, lithium is known to decrease depolarization at
the sinoatrial node of the heart (Chong et al. 2001); thus, it could be predicted that
lithium administration increases HRV, in the context of the wider literature
(Duschek et al. 2013; see Lopes and White 2006). However, no study has directly
investigated this possibility. Decreased depolarization at the sinoatrial node could
be a direct effect of lithium or a more indirect, neural-ANS integration effect.

The impacts of commonly prescribed pharmacological treatment have been
documented as manipulation checks in studies that characterize BSDs using car-
diovascular measures. Additionally, there are some other potentially relevant
findings from pharmacological HRV studies. Both these types of findings are
provided in Table 6. Tricyclic antidepressants are known to decrease HRV in
unipolar patients (Kemp et al. 2010) and in a mixed sample of bipolar and unipolar
patients (Paclt et al. 2003). Promisingly, there appears to be some effect of lithium
on HRV (Henry et al. 2010), consistent with decreased depolarization at the sin-
oatrial node. This finding should be followed up in trials that investigate the impact
of lithium, along with other commonly prescribed medications, on tonic and phasic
changes in HR and HRV across BSD phases and in healthy controls. The potential
clinical utility of these HR and HRV measures for treatment monitoring in BSDs
should be explored. This is important given cardiovascular measures provide
insights into suicidality (Lemogne et al. 2011), health and wellbeing (Duschek
et al. 2013; Kemp and Quintana 2013), and morbidity and mortality (Kemp and
Quintana 2013).
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4.2 GSR and Multimodal Correlates

4.2.1 Characterization and Differentiation

Here, we present the first review of multimodal methods to study the physiological
correlates of BSDs (Table 7). If BSDs can be characterized and differentiated by
embodied dysfunction in brain-body integrated systems, multimodal studies would
be expected to show this dysfunction. GSR has been employed only in the context
of multimodal physiology measurement. In contrast to the parasympathic HRV
measures, GSR is used as a measure of tonic SNS activation at rest or during
experimental tasks, whereby task-related phasic changes in skin conductance can
be compared from a baseline (see Dawson et al. 2007 for full explanation).
Increased magnitude of GSRs—associated with the strength of SNS activation—
but not the number of responses has been shown in BSDs relative to controls
(Iacono et al. 1983; Malhi et al. 2005). Given that studies employing GSR phasic
responses in response to brief emotional stimuli could not make this differentiation
(Gruber et al. 2008, 2011), GSR magnitude appears to be a trait marker of bipolar
disorder. Though simultaneous GSR, EEG, and HR and HRV measures (Iacono
et al. 1983)—along with measurement of positive facial emotion expression
(Gruber et al. 2008, 2011)—have been utilized, results from these simultaneous
measures have been largely inconsistent within studies and thus have not provided
complementary information. However, this may be due to methodology (see
‘‘Comment’’ column in Table 7), including lack of spatial resolution using single
electrode EEG (e.g., Iacono et al. 1983) and short recording times for HRV
measures (e.g., Gruber et al. 2008, 2011).

With the improvement of MR-compatible GSR systems and techniques, pre-
liminary research on BSD with simultaneous fMRI and GSR measurement in BSDs
has been conducted (e.g., Malhi et al. 2005). This work suggests that bipolar
patients may have cognitive deficits related to arousal and appraisal of emotional
stimuli given simultaneous VLPFC hypoactivity and increased SNS activity during
an emotional stroop task (Malhi et al. 2005). The future research should examine
whether simultaneous and integrative neurological and peripheral physiological
measurement provides further insight into BSDs. Should integrative measurements
be employed, the neural responses when the central and peripheral ANSs (both
PNS and SNS) are concurrently active could be measured (see Gray et al. 2009),
and thus embodiment of cognitive and emotional processes can be observed.

With GSR-fMRI integration, for example, neural activity during periods of SNS
activity can be partitioned (Gray et al. 2009). This is promising given that PFC
activity—the disturbances of which are implicated in BSDs—is positively asso-
ciated with GSR amplitude (Critchley et al. 2000). Future work will employ these
methods given that BSDs may be characterized by a lack of inhibition of the
VLPFC on increased amygdala activity which relates to increased SNS activity,
which then may be related to the disengagement of the PFC regions involved in
appraisal during emotional stimuli, in accordance with aforementioned neural-ANS
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integration accounts (see Damasio 1996; Porges 2007; Thayer et al. 2009) and
preliminary findings (e.g., Malhi et al. 2005). In addition to neural-SNS integration,
dysfunctional prefrontal engagement of the inhibitive PNS might be involved in
BSDs. Thus, the future work in BSDs should explore the integration of the PNS
with integrative measurement (e.g., fMRI-HRV measurement; see Thayer et al.
2012). Finally, in order to provide a complete account of the neutral-autonomic
integration, longitudinal integrative measurement (e.g., fMRI-GSR-HRV; EEG-
GSR-HRV) should be employed. A more complete embodied account and multi-
modal measurement techniques may provide objective measures of the mechanisms
through which emotional lability and mood disturbance occurs in BSDs. Consid-
eration of an embodied psychophysiological mechanism, not just examining indi-
vidual physiological correlates, may provide the clinically useful, objective
physiological measures needed to characterize and differentiate BSDs.

4.2.2 Treatment

Although there have been studies that employ multimodal physiology to charac-
terize BSDs, there are yet to be multimodal investigations of treatment effects and
responses. Additionally, treatment studies employing GSR are yet to be conducted.
Research has already employed simultaneous fMRI-GSR measurement (e.g.,
Malhi et al. 2005); thus, determining whether treatment normalizes these correlates
is a likely next step. In doing so, researchers may be able to illustrate the manner in
which treatment impacts the embodied neural-SNS integration of cognitive and
emotional stimuli, which in turn may be related to improvement in depressed and
manic symptoms, and prophylaxis in the euthymic phase.

5 An Embodied Framework for the Psychophysiology
of Bipolar Spectrum Disorders

Here, we interpret the physiological correlates of BSDs in line with embodied,
neural-autonomic integration perspectives (see Craig 2009; Niedenthal 2007),
particularly with respect to the crucial role for the body in emotion, motivation,
and cognition (see Price et al. 2011). Characterization of BSD as an embodied
disturbance is gaining some attention with consideration of molecular biological
correlates across circadian, homeostatic, and stress systems (see Malhi et al. 2012;
Malhi and Kuiper 2013). A previous review of BSDs (Green et al. 2007) has
discussed the potential impact of the neurological dysfunction on autonomic
arousal systems; however, the exact disturbance remains to be determined. Initial
support for an embodied perspective on BSD psychophysiological correlates
originates from preliminary multimodal investigations (e.g., Malhi et al. 2005).
These studies may provide the objective physiological measures needed to char-
acterize and differentiate, and make treatment decisions in patients with BSDs.
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After having provided overviews of the cardiovascular, EEG and ERP, fMRI,
and multimodal literatures that characterize and differentiate BSDs, we incorporated
these areas into a simplified, working embodied framework for the physiology of
BSDs (see Fig. 1). Accordingly, we suggest that BSDs may be considered as a
cluster of disorders characterized by dysfunctional embodied cognitive and emo-
tional neural integration with the ANS, resulting in emotional lability and mood
disturbances. In a simplified illustration, dysfunctional VLPFC connectivity
between the amygdala impacts the neural-autonomic integration of SNS and PNS
activity, through the brainstem, resulting in the core cognitive and emotional
dysfunctions of BSDs, which is the target of treatment. Dysfunctional neural-
autonomic integration will lead to decreased control over primary visceromotor
activity and decreased flexibility for adaptation to stress: SNS hyperactivation and
PNS hypoactivation. Dysregulated primary viscerosensory feedback from the

Prefrontal Cortex

Amygdala

Brainstem

Sympathetic
Nervous System

Parasympathetic
Nervous System

Emotional
Lability

Mood
Disturbance

Treatment

GSR HRV

EEG

fMRI

ERP

Fig. 1 Embodied framework for the psychophysiology of bipolar spectrum disorders (BSDs).
This schematic provides a working framework, which enables the characterization of BSDs in an
embodied manner. It details the dysfunctional neural-autonomic integration of cognitive and
emotional processes and responses, which result in emotional lability and mood disturbances.
Within this framework, this dysfunction would be normalized by effective treatment. With respect
to noninvasive multimodal measurement of the physiological correlates, cortical neural activity
can be measured (but not limited to the measures reviewed; see in red) using electroencephalogram
(EEG) and functional magnetic resonance imaging (fMRI), the temporal information processing
stream from the cortex with event-related potential (ERP), subcortical neural activity with fMRI,
sympathetic nervous system activity with galvanic skin response (GSR), and parasympathetic
nervous system activity with high frequency heart rate variability (HRV)

Physiological Correlates of Bipolar Spectrum Disorder and their Treatment 93



periphery will then be inadequately regulated by hypoactivation of the medial
frontal regions involved in the appraisal of the stimuli, resulting in emotional lability
and mood disturbance characteristic of BSDs. It is perhaps through bidirectional
projections between brain and body that underpin core cognitive and emotional
dysfunction in BSDs: VLPFC may fail to regulate the amygdala effectively,
increasing SNS activity through visceral efferent pathways, leading to a state of
ANS rigidity, which subsequently impacts on the brain through afferent feedback,
resulting in the core dysfunctions. An embodied approach to better understanding
BSDs may, in time, provide clinically useful physiological measures needed to
improve assessment and make treatment decisions in patients with BSDs.

5.1 Novel Predictions Within the Embodied Framework

Within the simple, embodied framework for the physiology of BSDs, novel pre-
dictions regarding BSD psychophysiology arise. Within BSD patients during the
euthymic phase in comparison to other phases, increased VLPFC activity would be
associated with higher PNS and low SNS activity (e.g., greater HRV; lower GSR).
However, in comparison to healthy controls, the characteristic decreased VLPFC
activity would be associated with lower PNS and higher SNS activity (e.g., lower
HRV; greater GSR). We further predict that neural and peripheral responses in
response to positive, approach-related stimuli will differ from those in response to
negative, withdrawal-related stimuli, and that these responses during mania will
differ from those in the depressed phase. We predict that manic phase will be
associated with decreased VLPFC and R IFG activity, in addition to increased left-
dominant alpha asymmetry, lower PNS and higher SNS activity (e.g., lower HRV;
higher GSR), and in turn medial PFC disengagement involved in appraisal of goal-
oriented positive stimuli, relative to negative stimuli. By contrast, during the
depressed phase, we predict the opposite: decreased VLPFC and R IFG, increased
right-dominant alpha asymmetry, low PNS and higher SNS activity (e.g., lower
HRV; higher GSR), and in turn medial PFC disengagement from appraisal of
withdrawal-oriented negative stimuli, relative to positive stimuli. We predict that
effective treatments will act on neural-autonomic integration, thereby normalizing
these differences.

6 Conclusions and Future Directions

In conclusion, there are measurable physiological correlates of BSDs and their
responses to treatment. Of particular promise, discernible fMRI and EEG and ERP
correlates that characterize and differentiate BSDs, and responses to treatment in
BSD patients are beginning to emerge. However, the ability to use these correlates to
aid classification of BSDs and to improve treatment selection and prediction of
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response requires further validation. Additionally, cardiovascular correlates of
BSDs and treatment response are still in the initial stages of investigation, but again
early findings hold promise especially when considered within the context of
the wider literature regarding autonomic disturbances and their relationship with
suicidality, and longer term morbidity and mortality. Other than the aforementioned
future directions specific to each physiological modality, a number of general future
initiatives for research are recommended.

From having developed a simplified integrative embodied framework of BSDs, a
major future direction for research into the physiological correlates of BSDs will be
to employ simultaneous recording techniques in order to determine dysfunction in
the neural-autonomic integration of cognitive and emotional responses. Such an
approach will aid our understanding of the adverse impact of BSDs on brain and
body function and facilitate the characterization of treatment targets. Building on
previous work on neural-autonomic integration in BSDs (e.g., Malhi et al. 2005),
future work could partial-out the inhibitory and excitatory neural activation asso-
ciated with the activity of both the inhibitory PNS and excitatory SNS, respectively.
Such work would illustrate the manner in which BSD patients attend to, process,
respond to, regulate responses, and recover from cognitive and emotional stimuli,
accounting for the bidirectional nature of the central and peripheral ANSs. In doing
so, the differential cognitive and emotional inhibition and activation changes
associated with the manic and depressed phases may be better integrated and
understood. Further, longitudinal and simultaneous multimodal physiological
assessment is likely to better differentiate phases of illness, characterize clinical
trajectory, and provide insights into the chronobiological changes associated with
phase and course in BSDs (see Malhi et al. 2012; Malhi and Kuiper 2013).

With the development of a simplified integrative framework reflecting the
current state of the literature, future work may be guided toward examining the
embodied, cognitive, and emotional dysfunction that is associated with BSD
emotional lability and mood disturbance in accordance with the aforementioned
novel predictions. Taking an embodied account of psychophysiological mecha-
nisms, and not just examining the physiological correlates of the dysfunctional
parts, is likely to yield more clinical meaningful and objective physiological
measures that will in turn improve assessment and therapeutic decision making in
patients with BSDs. Given complexity of assessment and the multitude of treat-
ment considerations associated with BSDs, and the fact that they continue to exert
an overwhelming burden because of their prevalence and poor response to treat-
ment, there remains a critical need to continue with such endeavors.
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Physiological Correlates of Positive
Symptoms in Schizophrenia

Silvana Galderisi, Annarita Vignapiano, Armida Mucci
and Nash N. Boutros

Abstract Patients with schizophrenia have been hypothesized to have a func-
tional impairment in filtering irrelevant sensory information, which may result in
positive symptoms such as hallucinations or delusions. Many evidences suggest
that abnormalities in the event-related brain potentials (ERPs), resting state elec-
troencephalography (EEG) and synchronized oscillatory activity of neurons may
reflect core pathophysiological mechanisms of schizophrenia. Abnormalities in
amplitude and latency of the ERPs reflecting aberrations in gating and difficulties
in the detection of changes in auditory stimuli, as well as defects in stimuli
evaluation and integration of information are common in patients with schizo-
phrenia. This chapter highlights the findings of electrophysiological studies in
schizophrenia dealing with early sensory perception and attention, automatic
sensory detection of stimuli changes and cognitive evaluation and integration of
information, relevant to the pathophysiological mechanisms underpinning hallu-
cinations and delusions. Results of electrophysiological studies investigating the
neural correlates of positive symptoms suggest aberrant intrinsic organization of
functional brain networks.
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1 Introduction

Electroencephalography (EEG) was the first physiological method used to study
brain information processing organization in schizophrenia. It is a noninvasive
neurophysiological technique that allows, by its temporal resolution, to study the
fast changing of brain activity during information processing; it is able to record
changes of the electrical activity of the brain on a millisecond time scale, the same
time window of the neural activity. Unfortunately, the low spatial resolution of the
EEG does not allow to assess the corresponding neural sources of electrical
potentials with accuracy (van Lutterveld et al. 2011). Neurophysiological corre-
lates of hallucinations and delusions have been detected both in resting state EEG
and event-related brain potentials (ERPs) (Kayser and Tenke 2006; van Swam
et al. 2013). Furthermore, recent models have proposed that schizophrenia
symptoms may be associated with aberrant functional connectivity of multiple
neural networks, including those subserving speech perception and production,
social cognition and self-referential processing underlying the sense of agency
(Wible et al. 2009).

ERP and oscillatory rhythms, compared to other neurobiological indices, allow
a detailed analysis of information processing stages: the pre-attentive one, in
which redundant information is filtered out by the brain, the perceptive one,
modulated by voluntary attention, and later stages in which perceptual information
is integrated with the ongoing task and with the internal and external context to
guide behavior (Rissling et al. 2010). Furthermore, the use of magnetoencepha-
lography (MEG), which also has a high temporal resolution to record cortical brain
activity, is complementary to EEG as it can detect neural sources tangential to the
surface of the cortex accurately. In fact, magnetic fields, unlike electrical ones, are
minimally influenced by volume conductors, such as brain tissue, skull, and scalp
(Hämäläinen et al. 1993).
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In this chapter, we focus on ERPs findings related to early sensory perception
and attention (P50, N100, and N200), cognitive evaluation (P300), automatic
detection of deviant sensory characteristics [mismatch negativity (MMN)], and
integration of information at a semantic level (N400), as well as on fast and slow
oscillatory activity in order to discuss some key issues concerning pathophysio-
logical models of positive symptoms in schizophrenia.

2 ERP Findings

2.1 P50

The P50 waveform, identified 50 ms after stimulus onset, is a well-known measure
of early auditory processing. The attenuation of the P50 response to a second click
(S2) delivered within 500 ms from the first click (S1) is usually interpreted as
evidence for neuronal sensory gating and was well documented as dysfunctional in
schizophrenia (Olincy et al. 2010). The P50 suppression also termed ‘‘P50 gat-
ing,’’ is conventionally measured as the ratio of S2 to S1 P50 amplitude and is
thought to reflect an individual’s ability to screen out, or ‘‘gate,’’ trivial or
repetitive stimuli, in order to protect against information overload (Braff et al.
2007).

Although some earlier studies (Sartorius 1986; Andreasen and Flaum 1991) did
not report any significant association between the P50 gating alterations and
positive symptoms in subject with schizophrenia, recently Hirano et al. (2010)
showed that patients with increased left P50 ratios (i.e., deficit in gating) to the
human voice showed more severe auditory hallucinations. Smith et al. (2013)
showed a negative correlation between P50 amplitude to S1 and the severity of
auditory hallucinations traits, but no relationship of the same parameter with the
score on a scale measuring hallucinations during recording. The findings might
indicate that P50 gating abnormalities were related to trait but not state severity of
hallucinations (Table 1) and predominantly dependent on S1 P50 amplitude
reduction. In fact the interrelationship between S1 and S2 response amplitudes in
relationship to the assessment of gating is complex (Chang et al. 2011).

2.2 N100

N100 is a middle-latency, negative component of the ERPs, peaking between 80
and 120 ms after stimulus onset, it is investigated by presenting a series of tones
and is larger in response to ‘‘attended’’ than ‘‘unattended’’ stimuli. This compo-
nent, generated in the primary and secondary auditory cortex (Naatanen and Picton
1987), reflects earlier sensory and attentional processing, it is an excellent probe of
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auditory cortical activity, albeit affected by activity in other areas of the brain
(Ford et al. 2012). Its amplitude is strongly dependent on a number of factors such
as stimulus intensity, arousal, expectancy, and selective attention (Rosburg et al.
2008).

The N100 amplitude reduction was reported by many studies on schizophrenia
(Ford et al. 2001a; Sumich et al. 2006), and several authors investigated its rela-
tionship with positive symptoms.

As the N100 is a measure of auditory cortex activity, it can be used to compare
auditory cortex activity in the presence and in the absence of hallucinations (van
Lutterveld et al. 2011). During periods of auditory hallucinations, in subjects with
schizophrenia, Hubl et al. (2007) found smaller N100 amplitudes and a reduced
current density sources in the left temporal lobe. These findings could indicate a
competition between auditory stimuli and auditory hallucinations for physiological
resources in the primary auditory cortex, and that abnormal activation of this brain
region during internal verbal production could be a component of auditory hal-
lucinations. These results confirmed previous findings in which left temporal N100
amplitude negatively correlated with positive symptoms including hallucinations
(Gallinat et al. 2002; Valkonen-Korhonen et al. 2003). Together, these findings
indicated competition between auditory probes and hallucinations for auditory
resources, with activation of the primary auditory cortex reflecting the physical
acoustic image of verbal thoughts misperceived as voices (Hubl et al. 2007; Ford
et al. 2012). As a matter of fact, it has been demonstrated by a series of elegant
experiments that during vocalization and inner speech N100 was suppressed with
respect to passive listening to speech sounds. This was an evidence of the oper-
ation of a corollary discharge from speech production areas to speech reception
areas of the brain: an efference copy of the action (vocalization, thoughts) prepared
the sensory cortex and competed with the afferent sensory signal (resulting in a
suppression of the N100 to that signal), thus ‘‘informing’’ of the own nature of the
speech sounds or thoughts.

Ford et al. (2001b, c) hypothesized that a deficit in the corollary discharge could
be observed in patients suffering from auditory verbal hallucinations (AVH), who
misperceived their own thoughts as externally generated speech sounds. The
Authors demonstrated deficits in the corollary discharge, as reflected by the lack of
suppression of the N100 during speech production. However, the amount of N100
suppression did not correlate with AVH in this experiment, while neural synchrony
before speech onset was related to both subsequent N100 suppression during
talking in controls and AVH in patients. The data suggest that the deficit of the
corollary discharge is one of the possible mechanisms underlying AVH (Ford et al.
2012). Furthermore, the same authors found that EEG measures of coherence
indicated an absence of inter-dependence between frontal speech production and
temporal speech reception areas during talking in patients, especially those who
hallucinated. On the whole, these data suggest that AVH are related to a failure of
a corollary discharge which might be one of the reasons for the misattribution of
inner speech to external sources (Ford and Mathalon 2004).
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Heinks-Maldonado et al. (2007) conducted an elegant experiment to test the
forward model of corollary discharge function: in this model when subjects speak
(in the experiment uttering ‘‘Ah’’) the vocal motor system sends the efference copy
to the auditory cortex so that when the subjects hear their self-produced speech
sound the auditory cortex is suppressed and the subject recognize his own verbal
production. In the experiment, they also altered the auditory feedback so that
during vocalization (again uttering ‘‘Ah’’) the subjects heard their speech sound
unaltered or shifted by 2-semitones or substituted by unaltered or shifted alien
voice. As a control condition they also passively listened to the same speech
sounds (unaltered or shifted self-voice or unaltered or shifted alien voice). In
healthy controls N100 was suppressed only when receiving as feedback the
unaltered self-voice during vocalization. Hallucinating patients (HPs) did not show
the attenuation of N100 amplitude to unaltered self-voice. The lack of N100
suppression in the left hemisphere correlated with the Hallucination score on the
Scale for the Assessment of Positive Symptoms (SAPS). In non-hallucinators, the
pattern of suppression was heterogeneous with some subjects suppressing and
others not suppressing the N100 to unaltered self-voice. This could reflect dif-
ferences in hallucination history, suggesting that N100 suppression deficit might
be related to a ‘‘hallucination trait’’ (Ford et al. 2012). Summarizing the findings of
several studies support a role for the N100 (as well as for M100, the corresponding
MEG component) in the study of abnormalities of the corollary discharge and
AVH (Table 1). Although very often AVH are correlated with delusions, the
association of N100 abnormalities with delusions are less clear (Ford et al. 2012).

A relationship between N100 abnormalities and thought disorder was rarely
investigated and inconsistently reported (Laurent and Baribeau 1992; Ford et al.
1999; Bruder et al. 2001).

2.3 N200

The N200 is a negative deflection occurring at about 200 ms post-stimulus. It is
thought to reflect top–down regulatory processes involved in automatic detection
and recognition of novel stimuli (Tarbi et al. 2011). Some studies showed that in
subjects with recent-onset psychosis, left fronto-central N200 amplitude
enhancement was associated with poor insight/judgment, which could exacerbate
positive symptoms (Sumich et al. 2006); however no relationship between N200
amplitude and reality distortion was observed. Only in paranoid patients, Bruder
et al. (2001) found a greater N200, at fronto-central sites and at left lateral
temporo-parietal sites, during a phonetic task. These findings were consistent with
neuropsychological evidence of greater verbal abilities and left hemisphere
dominance in paranoid than nonparanoid schizophrenia. The results were also in
line with Guillem et al. (2003) that showed, in patients with high score on Reality
Distortion, an increased posterior N200. These Authors hypothesized that N200
increase could reflect the over-activity related to emotionally significant stimuli
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during a state of reality distortion. Sumich et al. (2008) found in a nonclinical
population a relationship between unusual experiences and N200 amplitude
increase over left-anterior regions. As the unusual experiences were also associ-
ated with N100 decrease the Authors suggest that a poor bottom-up sensory
processing, indexed by N100 reduction, may give greater control over perception
to top–down processes, as indexed by increased N200 amplitude. The enhanced
N200 could reflect shared mechanisms between psychotic symptoms in patients
and unusual experiences in healthy subjects, such as inhibition of sensory input or
auditory hypersensitivity (Hooley and Campbell 2002), a phenomenon that is
observed in subjects with high scores for magical ideation (Dubal and Viaud-
Delmon 2008). N200 data suggest that reality distortion is the consequence of
several dysfunctions occurring in the cascade of cognitive and neural mechanisms
involved in information processing (Table 1).

2.4 P300

The P300 is a positive wave that occurs 300 ms after rare or task relevant stimuli
that are counted, detected or otherwise processed (Johnson 1986). The P300
amplitude is thought to reflect aspects of conscious processing of relevant stimuli.
A target stimulus elicits the maximal P300 (called ‘‘P3b’’) with centro-parietal
distribution that has been associated to controlled information processing, context
updating, and response-related decisional stages (Campanella and Guerit 2009).
While an infrequent distractor, novel or otherwise salient stimulus, with no task
relevance, generates a robust fronto-centrally maximal P300 (called ‘‘P3a’’), that
reflects a shift in attention and the processing of novelty (Ford et al. 2012; van
Swam et al. 2013).

P300 amplitude reduction in patients with schizophrenia versus healthy con-
trols, initially reported by Roth and Cannon (1972), has been consistently repli-
cated, independently from medication status, in both first-episode and chronic
patients (Galderisi et al. 2009) and proposed as a potential endophenotype (Ishii
et al. 2012). It has not been clarified, however, what kinds of clinical symptoms
can result from the disturbance in information processing related to this P300
abnormality. Several studies have reported associations between P300 amplitude
and the severity of negative symptoms (Pfefferbaum et al. 1989; Strik et al. 1993;
Preuss et al. 2010; Kim et al. 2014), fewer have reported associations between
P300 amplitude and positive symptoms (Juckel et al. 1996; Jeon and Polich 2003;
Higashima et al. 2003). Ford et al. (1999) analyzed P300 in two groups of patients
with schizophrenia that had a different degree of clinical severity. A marked
reduction of P300 amplitude was found in patients with the most severe clinical
picture; however, a relationship between P300 amplitude and Thought Disorder
was found only when patients were combined. However, other studies have failed
to find significant correlations between P300 amplitude and Thought Disorder or
positive symptom cluster of schizophrenia (Liu et al. 2004; Bruder et al. 2001).
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One reason for the inconsistent association between P300 and positive symptoms
could be a restricted range of symptom severity values. Mathalon et al. (2000a)
argued that inconsistent results in cross-sectional samples might be due to the trait
and state influences on P300 amplitude variance and that multiple observations
could be a better way to demonstrate a relationship between P300 and symptoms.
Studies using longitudinal data have demonstrated significant increases in P300
amplitude with symptoms improvement (Schall et al. 1998; Turetsky et al. 1998)
but most of these studies included only two time points, limiting their power to
detect correlations between changes in P300 and clinical state. Mathalon et al.
(2000b) carried out a longitudinal study with multiple observations discovering
that P300 amplitude reduction tracked brief psychiatric rating scale (BPRS) total
and positive symptom severity over time. Only auditory P3b amplitude reduction
tracked positive symptoms severity. In their opinion, this could suggest that
delusions and hallucinations interfered with fundamental information-processing
functions, such as effortful attention to target stimuli, deducting neural resources
generally available for processing environmental stimuli.

Some studies focused on the hypothesis that P300 amplitude reduction over the
left temporal region, positive symptoms, and left temporal lobe anatomic abnor-
malities represented a cohesive process in chronic patients with schizophrenia
(McCarley et al. 1991; O’Donnell et al. 1994; Egan et al. 1994) suggesting that the
neuronal systems underlying the alterations of P300 could also mediate positive
symptoms. McCarley et al. (1991) in their review reported a link between severity
of thought disorder and total SAPS score and left temporal P300 amplitude.
O’Donnell et al. (1994) reported correlations of P300 amplitude reduction with
SAPS delusions and thought disorder subscores. Also Egan et al. (1994) discov-
ered weaker but significant correlations between auditory P300 and measures of
left temporal lobe structures and an inverse correlation between auditory P300
amplitude and positive symptoms. Kawasaki et al. (1997) failed to replicate the
association between auditory P300 amplitude and left temporal lobe volume but
confirmed that the P300 amplitude was correlated with the severity of positive
thought disorder.

Turetsky et al. (1998) showed that, although the P300 deficits were relatively
stable over time, a P3b right parietal subcomponent increase was associated with
an improvement of delusions, a P3b left temporal subcomponent increase with an
improvement of negative symptoms and BPRS total scores, whereas P3a increase
correlated with auditory hallucinations reduction. This pattern of results suggest
that psychotic symptoms interfere with processes associated with both P3a and
P3b by diverting limited attentional resources from both automatically orienting
and effortful directing attention to auditory stimuli.

As most patients with schizophrenia who experience auditory hallucinations
and delusions also experience other symptoms, such as disorganization and neg-
ative symptoms, heterogeneous P3 findings may be related to diversity in symp-
tomatology (van Lutterveld et al. 2011).
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Authors investigating the relationship between P300 and AVH, showed that the
amplitude of the P300 was inversely correlated to AVH severity, indicating an
additional state dependency of P300 alterations (Havermans et al. 1999; Turetsky
et al. 1998; Papageorgiou et al. 2004).

Fisher et al. (2008a) proposed that patients with AVH have an impairment in
the processing of speech sounds that could be related to a competition between
external and internal auditory stimuli, and deficits in attributing significance to
incoming stimuli. They carried out a study comparing P3a amplitude, as an index
of involuntary shift to auditory changes and novelty processing between halluci-
nating (HPs) and non-hallucinating schizophrenia (NPs) patients (Fisher et al.
2010). Only in HPs was found a decreased P3a. Furthermore, they found a neg-
ative correlation in HPs between P3a amplitude at central area and scores on the
PSYRATS, which measures AVH as a trait, suggesting that the predisposition to
auditory hallucinations is associated with reduced P3a amplitude. The finding may
also provide additional evidence of AVH competing with incoming external
stimuli for neural resources (Ford et al. 2009) (Table 1).

2.5 MMN

MMN is an ERP component that reflects a largely automatic and preattentive form
of sensory processing. It is considered automatic because it does not require any
behavioral response and can be elicited in the absence of explicit instructions to
attend to the auditory stream (Lyytinen et al. 1992). MMN can be elicited by any
auditory event that is deviant from the preceding events in a sequence: its elici-
tation indicates that a sequence was learned and that an auditory change was
detected (Ford et al. 2012). The maximum of the amplitude difference between
standard and deviant stimuli is located at fronto-central regions and MMN gen-
erators are located bilaterally in the left and right supratemporal lobes (Naatanen
et al. 2007).

Marked MMN abnormalities are found in schizophrenia and appear to be robust
and reliable especially for duration-deviant stimuli (Umbricht et al. 2003).

Some studies have investigated relationship between MMN and delusions with
inconsistent results (Oades et al. 1997; Liu et al. 2007) but Authors only compared
paranoid and nonparanoid patients.

Many studies focused on auditory hallucinations and their association with
MMN deficits as indices of frontal and temporal lobe dysfunction (Schall et al.
1998). Three studies showed a significant negative correlation between severity of
hallucinations and MMN abnormalities (amplitude or current source density
reduction) at left hemispheric sites (Hirayasu et al. 1998; Youn et al. 2002; Fisher
et al. 2011a, b). The correlation at left fronto temporal sites could reflect contri-
butions of superior temporal gyrus sources (Hirayasu et al. 1998) and the increased
asymmetry in patients with more severe positive symptoms (left \ right) sug-
gested that positive symptoms might be associated with abnormalities of the left
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temporal structures for speech (Youn et al. 2002). The correlation between left
hemisphere MMN and positive symptomatology was not replicate in the study of
Kasai et al. (2002) in which MMN was lower in the right hemisphere under the
phoneme-duration condition and this was significantly associated with more severe
negative symptoms: The discrepancies may be at least partly explained by the
different methodologies (Fisher et al. 2008).

Fisher et al. (2008a) with the same paradigms used by Kasai et al. (2002)
compared MMN amplitudes and latencies, for speech and nonspeech stimuli,
between HPs and NPs. There was no difference between HPs and NPs on
amplitude of MMN to the different stimulus conditions. However, in the HP
subgroup, MMN amplitude in frontal area was negatively associated with AHs
clarity (but not the duration or loudness), suggesting a relationship between AHs
and preconscious auditory stimulus detection. Auditory hallucinations could
compete with incoming external stimuli for finite resources in the auditory cortex;
this was confirmed in a subsequent study by Fisher et al. (2008b), who used a
multifeature MMN paradigm and found smaller MMNs in HPs to duration devi-
ants vs. both healthy controls and NPs. In a more recent study, Fisher et al. (2012)
applied the same experimental task to evaluate the MMN during an acute psy-
chotic episode with severe degree of hallucinations. Patients showed deficits in
MMN amplitude across several deviant types, which negatively correlated with
state, trait, and frequency measures of AHs. Furthermore, the MMN to location
deviants correlated with perceived location of AHs. On the whole, these data
demonstrate that MMN may be a useful noninvasive tool for probing relationships
between hallucinations and neural dysfunctions in schizophrenia (Table 1).

2.6 N400

The N400 is a negative deflection, manifesting 400 ms following stimulus pre-
sentation, sensitive to modulations of meaning at the semantic/associative level. It
is widely spread across the scalp, usually with a maximum at centro-parietal
electrode sites. This component has been taken to index semantic integration
processes (Hagoort and Levelt 2009). Its amplitude is inversely proportional to the
extent to which the eliciting stimulus fits semantic expectancies (Kutas and Hillyard
1984).

Schizophrenia patients exhibit N400 semantic priming deficits, suggesting
impairment in using meaningful context to activate related concepts (Kiang et al.
2014), presumably resulting from impaired semantic memory associative networks
(Metzler et al. 2013). The failure of the integration of the new information could
explain the persistence of the delusions despite the awareness of contradictory
information (Misra and Holcomb 2003).

Some studies investigated the association between N400 amplitude, as an index
of information integration, and presence or severity of delusions, reporting dis-
crepant findings. Kostova et al. (2003) revealed a correlation with formal thought
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disorder but not with delusions. Debruille et al. (2007) reported that patients who
were more delusional displayed smaller N400 amplitude to category discrepant
target words than less delusional patients, confirming the hypothesis that subjects
with delusional beliefs do not properly process information that disconfirm any
idea or belief. Kiang et al. (2007) showed a correlation between SAPS-derived
Psychotic factor and reduction of the N400. They speculated that this relationship
might reflect an association of psychotic symptoms with either decreased context
use or broader spread of activation, suggesting that delusions could be related to a
smaller than normal difference in processing of typical versus atypical members of
a category, at least at a semantic level. Prevost et al. (2011) hypothesized that
smaller N400 amplitude could be related to paranoid feelings. Using the same
semantic task of Debruille et al. (2007) they induced paranoid feelings in healthy
controls and showed that greater delusional-like ideation scores were associated
with smaller N400 amplitudes. These findings suggested that the induction of
paranoid feelings promoted a cognitive strategy similar to that displayed by
patients (Debruille et al. 2007; Kiang et al. 2007), suggesting that inaccurate
beliefs or ideas, including delusions, are associated with a weakness of semantic
processes when participants experience paranoid feelings (Table 1).

3 Neural Oscillations in Schizophrenia

Synchronous rhythms represent a core mechanism for dynamic temporal coordi-
nation of neural activity in distributed brain networks (Wang 2010). Neural oscil-
lations at low- (theta, alpha) and high-(beta/gamma) frequency ranges facilitate the
transient formation of large-scale networks that represent the neural substrates of
cognitive processes (Varela et al. 2001). Lower EEG frequencies preferentially
establish synchronization over long distances, whereas oscillations in the beta and
gamma range create synchronization with great precision in more circumscribed
local cortical networks (Uhlhaas 2013). Consistent observations are that EEG
fluctuations in the beta and gamma bands are abnormal in schizophrenia as a result
of impaired interplay among many distributed cortical areas and their connections
(Uhlhaas and Singer 2010). Many studies attempted to directly assess the correla-
tion between synchrony, as assessed by power, amplitude or phase synchronization
of evoked and induced beta- and gamma-band activity, and positive symptoms of
schizophrenia (Lee et al. 2006; Spencer 2009). Spencer et al. (2004) found that
occipital response-locked gamma increase was significantly correlated with con-
ceptual disorganization on the positive and negative syndrome scale (PANSS),
visual hallucinations, delusion of thought withdrawal and global thought disorder
scores on the SAPS. Bucci et al. (2007) found a positive correlation between reality
distortion (sum of delusions and hallucinations subscales scores on SAPS) and
evoked gamma power, which is thought to be associated to early sensory and
attentional processes. Spencer et al. (2008) found that the overall hallucination
history of first-episode schizophrenia patients was positively correlated with the
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phase locking of the 40 Hz harmonic of 20 Hz auditory steady-state response.
Subsequently, they found that 40 Hz source evoked power and phase locking factor
(PLF) in the left auditory cortex were reduced in subjects with schizophrenia; PLF
positively correlated with auditory hallucinations (Spencer et al. 2009). Other
authors (Lee et al. 2008) found in patients prone to AVH a significant increased
gamma activity in left frontal, temporal, and parietal regions. Using MEG inves-
tigations in patients with schizophrenia with auditory hallucinations, Ropohl et al.
(2004) described an increase in fast dipole activity over the left temporal lobe
during auditory hallucinations and Reulbach et al. (2007) found a significant
increase of dipole activity in the fast frequency range during AVH in left frontal and
temporal regions. It has been speculated that increased fast oscillations during AVH
might index enhanced fronto-temporal synchronization, in main speech production
and perception areas. These findings were in line with results of a recent study by
Fujimoto et al. (2013) showing that the low gamma band imaginary coherence
between left occipital and right fronto-parietal lobes had a positive correlation with
hallucinations and delusions. Koenig et al. (2012), using a global measure of phase-
locking (GFS), observed a left-lateralized decrease of 40 Hz EEG activity during
stimulation only in the hallucinators suggesting a disruption of the normally
observed increased synchronization in the cortical networks.

The pattern of spontaneously occurring gamma-band oscillations may differ
from that associated with entrainment of neural activity through transcranial
magnetic stimulation (TMS). Ferrarelli et al. (2012) applied TMS over four cor-
tical areas and analyzed stimulus-evoked EEG-activity. In controls, TMS pulses
elicited robust activity in the 25- to 35-Hz frequency range over frontal electrodes.
In patients, the peak frequency of evoked oscillations over frontal leads was
characterized by a reduction of * 10 Hz and the prefrontal natural frequency was
inversely related with delusions PANSS sub-scores, suggesting a deficit of the
underlying prefrontal cortical/thalamocortical circuitry. In contrast to gamma-band
activity, the role of beta-band oscillations has been less explored. Ford et al. (2007)
suggested that the synchronized beta-band activity could reflect a forward model
which dampened auditory responsiveness to self-generated speech, and in patients
this mechanism could be impaired. The reduced pre-speech inter-trial coherence
negatively correlated with hallucination severity. In HPs, a significant increase of
beta frequency oscillations in speech-related areas was demonstrated (Lee et al.
2006), and a reduced beta-band synchrony in the pre-speech condition was found
(Ford et al. 2007).

The local increase of neural oscillations seen in schizophrenia patients with
positive symptoms, accompanied by a deficit in the precise synchronization of
these oscillations between cortical areas might be a neurophysiological correlate of
impairment in corollary discharge (Uhlhaas et al. 2008) (Table 1).
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4 Resting State EEG

Splitting EEG-resting state data into sub second time epochs is possible to
investigate microstates, (Lehmann et al. 1987) thought to be manifestations of
momentary global functional states of the brain. Distinct scalp fields are generated
by differently activated neural networks, thus altered microstates correspond to
altered brain functions (Lehmann et al. 2010).

In patients with schizophrenia, consistent differences to normative data were
reported in resting-state EEG microstates, with shorter microstate with fronto-
central distribution (Koenig et al. 1999; Lehmann et al. 2005). This shortening was
correlated to paranoid symptomatology (Koenig et al. 1999). Kindler et al. (2011)
investigated various microstate markers and compared periods with and without
auditory hallucinations for understanding if the alterations reflected positive
psychotic traits or present psychopathology. The fronto-central microstate was
significantly shorter in periods with hallucinations, suggesting that premature
termination of this microstate might facilitate the misattribution of self-generated
inner speech to external sources or inadequate processing of context information
(Table 1).

5 Conclusions

This chapter provided an overview of electrophysiological signs of aberrant
intrinsic organization of multiple functional networks in schizophrenia, which
correlate with the severity of positive symptoms, including hallucinations and
delusions and help in the refinement of pathophysiological hypotheses concerning
these complex phenomena.

In current diagnostic classification systems, the diagnostic categories used are not
based on neurobiological knowledge but rather on phenotypes, course, prognosis,
and therapy; therefore, it is not surprising that electrophysiological studies in
patients with schizophrenia demonstrate inconsistent and conflicting findings.
Patients with schizophrenia who experience delusions and/or auditory hallucina-
tions do experience also other symptoms such as disorganization or avolition,
dimensions which have different pathophysiology and electrophysiological corre-
lates (van Lutterveld et al. 2011). The dimensional or symptom capture approaches
demonstrated a more homogeneous pattern of electrophysiological findings (Fisher
et al. 2011a; Ford et al. 2012; van Swam et al. 2013; Boutros et al. 2014, this
volume). Several studies have fostered hypothesis on hallucinations, formal thought
disorders and delusions and demonstrated an association of these phenomena with
aberrant intrinsic organization of functional brain networks. The safety, noninva-
siveness, and limited costs of electrophysiological methods allow to study healthy
subjects and/or unaffected relatives and to carry out longitudinal investigations in
patients to test hypotheses and verify trait and state influences on the reported

Physiological Correlates of Positive Symptoms in Schizophrenia 121



abnormalities, as well as degree of heritability to identify endophenotypes for
genetic studies. The standardization of methods might allow the design of large
multicenter studies, instrumental in the progress of research knowledge in hetero-
geneous disorders.
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Electrophysiological Aberrations
Associated with Negative Symptoms
in Schizophrenia

Nash N. Boutros, Armida Mucci, Annarita Vignapiano
and Silvana Galderisi

Abstract Clinical heterogeneity is a confound common to all of schizophrenia
research. Deficit schizophrenia has been proposed as a homogeneous disease entity
within the schizophrenia syndrome. The use of the Schedule for the Deficit Syn-
drome (SDS) has allowed the definition of a subgroup dominated by persistent and
primary negative symptoms. While a number of studies have appeared over the
years examining the electrophysiological correlates of the cluster of negative
symptoms in schizophrenia, only a few studies have actually focused on the Deficit
Syndrome (DS). In this chapter, electrophysiological investigations utilizing EEG,
Evoked Potentials (EPs), polysomnography (PSG), or magnetoencephalography
(MEG) to probe ‘‘negative symptoms,’’ or ‘‘Deficit Syndrome’’ are reviewed.
While this line of research is evidently in its infancy, two significant trends
emerge. First, spectral EEG studies link increased slow wave activity during
wakefulness to the prevalence of negative symptoms. Second, sleep studies point
to an association between decrease in slow wave sleep and prevalence of negative
symptoms. Several studies also indicate a relationship of negative symptoms
with reduced alpha activity. A host of other abnormalities including sensory gating
and P300 attenuation are less consistently reported. Three studies specifically
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addressed electrophysiology of the DS. Two of the three studies provided evidence
suggesting that the DS may be a separate disease entity and not simply a severe
form of schizophrenia.

Keywords Deficit syndrome � Negative symptoms � Schizophrenia � Evoked
potentials (EPs) � Electroencephalography (EEG) � Polysomnography (PSG)
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1 Introduction

Enduring negative symptoms in patients with chronic schizophrenia correlate with
decreased functional outcome (Tandon et al. 2000; Buchanan 2007; Green 2006;
Kirkpatrick et al. 2006) and are refractory to common pharmacological inter-
ventions (Buchanan 2007; Buchanan et al. 2007; Galderisi and Maj 2009). It has
long been recognized that negative symptoms can be secondary to medication
effects, co-morbid mood disorders, or even resulting from significant cognitive
disorganization. The development of the Schedule for the Deficit Syndrome (SDS)
(Kirkpatrick et al. 1989) has allowed the definition of a subgroup of schizophrenia
patients dominated by clusters of primary and enduring negative symptoms
(Kirkpatrick et al. 1989). This subgroup of patients (deficit schizophrenia, DS)
arguably suffers from the most severe and costly form of all of the subgroups of
schizophrenia (Galderisi and Maj 2009; Kirkpatrick and Galderisi 2008).

Functional or anatomical probing of individual psychiatric symptoms or
symptom clusters within a psychiatric syndrome is a relatively recent endeavor.
Schizophrenia symptomatology varies widely affecting the cognitive, affective, and
reality testing domains. Three sets of symptoms received particular attention:
positive, negative, and cognition-related symptoms. Based on the fundamental
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differences and likely brain structures involved in the generation of these symptom
clusters, an assumption can be made that the underlying physiopathologies medi-
ating these symptoms are different. Neuropathological findings associated with
schizophrenia in general have implicated most of brain structures but with signif-
icant emphasis on frontal, temporal, and thalamic regions. While the complete
understanding of the pathophysiology of the DS is not possible with the current
level of knowledge, most studies suggest pervasive bottom-up deficiencies that may
lead to cascading information processing problems. This tentative conclusion is
based on the observation that information processing abnormalities gleaned from
evoked potentials (EPs) studies tend to occur earlier in the sequence of EPs and
starting during periods that are commonly considered as ‘‘pre-attentive.’’

Significant efforts are now being expended in attempting to ascertain whether
DS is a subgroup of schizophrenia with identified abnormalities proving to be only
quantitative and not qualitatively different from rest of schizophrenia subgroups.
On the other hand, it is suggested that if identified abnormalities closely associated
with the DS are qualitatively different then it would be possible to postulate DS as
a separate psychopathological entity. The clear demarcation of the DS and its early
identification could lead to better treatment and rehabilitation efforts.

Electrophysiological investigations, including electroencephalography (EEG),
magnetoencephalography (MEG), evoked potentials (EPs), and sleep studies rep-
resent investigative methodology that can assess chronology at a millisecond by
millisecond level of the information processing cascade in the intact behaving
human. Research utilizing this methodology has pointed out to a number of highly
replicable physiological aberrations in individuals suffering from schizophrenia.
None the less, no biological abnormality has proven to be diagnostic or even present
in a significant majority of patients. One reason commonly advanced
for such is the agreed upon heterogeneity of the syndrome. By identifying the
aberrations that are more specifically linked to a particular symptom (e.g., hallu-
cination) or to a symptom cluster (positive, negative or cognitive), advances can be
made toward better understanding of the neural circuitries subserving different
symptom clusters, as well as the disorder as a whole. Defining the electrophysio-
logical changes most closely linked to negative symptoms may allow guided
research to probe specific negative symptoms like avolition and emotional blunting.

Physiological probing of brain function and dysfunction uses two fundamen-
tally different technologies; functional (as contrasted to structural) neuroimaging
and electrophysiology. While neuroimaging has superior spatial resolution, elec-
trophysiology enjoys a superior temporal resolution. It is widely agreed upon that
the two methodologies are complementary (Boutros et al. 2011) and efforts are
underway for the simultaneous recording of both kinds of brain activity. In this
review, we focus on electrophysiological investigations probing negative symp-
toms or the deficit syndrome and attempt to leverage the existing electrophysiol-
ogy literature in schizophrenia in an attempt to investigate the possibility of a
unifying hypothesis for the pathophysiology of negative symptom in schizophrenia
patients. A testable hypothesis is whether positive symptoms represent a more
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localized dysfunction in the frontotemporal-thalamo-striatal-cortical circuitry
while negative symptoms (and more fully the DS) may be secondary to a more
widespread cortical-thalamo-striatal-cortical dysfunction. It is also quite possible
that the nature of involvement of the frontal cortex is different in groups of
schizophrenia patients with predominance of negative, positive, or cognitive
dysfunctions.

2 EEG Changes in Association with Negative Symptoms

EEG abnormalities in schizophrenia have been noted since the early days of
electroencephalography. The emergence of the ability to analyze EEG signals with
the aid of the computer allowed the intense and detailed interrogation of the rich
electrophysiological data. An increase of slow activity in the delta and theta range
(1–8 Hz) was consistently reported in schizophrenia (Galderisi and Maj 2009).
Spectral EEG studies have linked increased slow wave activity to the prevalence
of negative symptoms (Boutros et al. 2008a).

Table 1 lists studies that directly addressed the correlation between negative
symptoms and/or the deficit syndrome EEG changes. Table 1 also highlights the
varying EEG methodologies used in probing negative symptoms (and schizo-
phrenia in general) (Boutros et al. 2008a). Totally, 5 of the 11 studies using
spectral analysis point to an increased slow activity (mainly theta rhythms of
4–8 Hz frequency) in association with negative symptoms. A relatively recent
study supported the observation of a significant correlation between increased
theta activity and negative symptoms (Venables et al. 2009). In this study the
strongest correlations were obtained from frontal, central, and occipital regions
while correlation between EEG data obtained from temporal regions and negative
symptoms barely reached significance. This observation suggests that the
increased theta seen in association with negative symptoms may be more repre-
sented in certain brain regions and may have significant implications to the
eventual identification of the specific circuitry underlying the development of these
symptoms (Venables et al. 2009). These findings also underline the possibility that
the pathophysiology associated with negative symptoms may be widespread. The
computational role of theta oscillation has been linked to periodic modulation of
synaptic transmission and plasticity (Lengyel et al. 2005). Persistent theta neural
activity lasting for seconds after transient stimulation has been observed in several
brain regions. This activity has been taken to be indicative of the integration of
inputs on long time scales (Huhn et al. 2005).

As far as delta band activities are concerned, some studies have found enhanced
delta band activity in the prefrontal cortex in neuroleptic-naïve subjects with
schizophrenia (Pascual-Marqui et al. 1999) or a generalized increase in delta band
activity, most prominently in the anterior cingulate gyrus and temporal lobes
(Mientus et al. 2002). Itoh et al. (2011) conducted the first study to assess, in first
episode drug-naïve patients, if delta band activity would be increased in brain
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areas with a relevant relationship with the pathophysiology of schizophrenia and
its correlation with the symptomatology of schizophrenia (e.g., positive and neg-
ative symptoms). Low Resolution Brain Electromagnetic Tomography (LORETA)
was used to generate current source density images of delta, theta, alpha, and beta
activities and localize the difference in EEG activity between patients and healthy
controls. Current density for delta band activity was greater for patients in the left
inferior temporal gyrus, right middle frontal gyrus, right superior frontal gyrus,
right inferior frontal gyrus, and right parahippocampal gyrus. Current density
values for delta band at these brain regions showed a negative correlation with the
Scale for Assessment of Negative Symptoms (SANS) total score and no significant
correlation with Scale for Assessment of Positive Symptoms (SAPS) score. The
results of this study indicated that increased slow activity in frontal regions is not
associated with positive symptoms and is more marked in subjects with fewer
negative symptoms. In the light of recent conceptualization of increased delta band
over frontal regions as an electrophysiological sign of reduced attention to the
external input, the authors hypothesized that subjects with increased frontal delta
may be able to reduce external input, cope better with positive symptoms and have
less secondary negative symptoms. It is thus clear that further research is needed to
more fully understand the interrelationship between increased slow wave activity,
particularly in the frontal regions, and schizophrenia symptomatology.

A less consistently reported abnormality is altered reactivity and/or predomi-
nance of faster rhythms (beta activity). Noh et al. (2013) analyzed magnetoen-
cephalography (MEG) data in chronic patients with schizophrenia and found
reduced gamma power and increased beta band synchronization. Using an index of
intra and interregional cortical functional connectivity (the amount of coupled
local and global feedback (CLGF) circuits) they found that dysfunctional
connectivity was related to the abnormal synchronization of the beta band and to
negative symptoms.

Another important approach of describing dynamical systems is nonlinear
analysis, called chaos theory, which allows researchers to determine changes in the
dimensionality of the system over time (Kotini and Anninos 2002). A higher rate
of phase-state transitions (i.e., higher dimensionality) characterizes more complex
systems. Earlier work revealed that nonlinearity scores were significantly lower
during awake state in schizophrenia patients compared to control subjects sug-
gesting that there may be diminished interplay between different generators of the
various EEG rhythms (Keshavan et al. 2004). Decreased nonlinear complexity
correlated with neurocognitive deficits. Other groups found an increase in the
dimensional complexity in schizophrenia patients (Koukkou et al. 1993; Rockstroh
et al. 1997). Kotini and Anninos (2002) when using MEG to examine nonlinearity
in schizophrenia patients also reported lower dimensional complexity. One pos-
sible contributor to the discrepancy is heterogeneity of study samples. A readily
testable hypothesis would be that decreased dimensionality would correlate with
increased cognitive deficit and possibly negative symptoms.
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Yet another recently evolving methodology is to stimulate the cortex using
transcranial magnetic stimulation (TMS) and examine the resultant EEG effects.
While yet to be applied specifically to probe the deficit syndrome, Guller et al.
(2012) used this methodology to test the hypothesis that direct physiological
stimulation of the cortex will produce an abnormal thalamic response in individ-
uals with schizophrenia. They stimulated the precentral gyrus with single pulse
TMS (spTMS) and measured the response to this pulse in synaptically connected
regions (thalamus, medial superior frontal cortex, insula) using concurrent func-
tional magnetic resonance imaging. Compared with healthy subjects, patients with
schizophrenia showed a reduced response to spTMS in the thalamus, medial
superior frontal cortex, and in the insula. Functional connectivity analyses revealed
weaker thalamus–medial superior frontal cortex and thalamus–insula connectivity
in patients with schizophrenia compared with control subjects. Subsequently, the
same group utilized the same technology probing EEG effects to assess the natural
frequency of the posterior parietal, motor, premotor, and prefrontal cortices in
patients with schizophrenia and healthy control subjects. High-density EEG
recordings during TMS of four cortical areas were performed. Several TMS-
evoked EEG oscillation parameters, including synchronization, amplitude, and
natural frequency, were compared between the schizophrenia and control groups.
Patients with schizophrenia showed a slowing in the natural frequency of the
frontal/prefrontal regions compared with control subjects (from an average of a
2-Hz decrease for the motor area to an almost 10-Hz decrease for the prefrontal
cortex). The prefrontal natural frequency of individuals with schizophrenia was
slower than in any healthy comparison subject and correlated with both positive
and negative syndrome scale scores suggesting that these abnormalities may be
common between patients dominated by positive or negative symptoms and fur-
ther implicates thalamic abnormalities in schizophrenia. It could be speculated that
frontothalamo-striatal-frontal circuit dysfunctions are common to all schizophrenia
patients and perhaps contributing to the common coexistence of the varying
manifestations of the disorder. According to our hypothesis advanced above, the
development of a DS picture may require involvement of other cortical regions
beyond frontal and perhaps temporal regions.

3 Evoked Potentials (EP) Changes Associated
with Negative Symptoms

Disturbances in sensory processing have been suggested as significant contributors
to the deficit state in both clinical and neurophysiological studies (Turetsky et al.
1998; Mucci et al. 2007; Li et al. 2013). Two studies have thus far demonstrated
qualitative differences between DS and NDS (nondeficit) patients utilizing EP
measures (Turetsky et al. 1998; Mucci et al. 2007). Thus, surrogate markers of
sensory information processing are promising tools for probing the pathophysiology
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of the DS as well as delineating differences between DS and NDS physiological
aberrations. Table 2 lists studies that directly examined the correlation between
negative symptoms and evoked potential changes.

3.1 Mid-Latency Auditory Evoked Responses and Sensory
Gating

The mid-latency auditory evoked responses (MLAERs) have been extensively
used to study information processing both in mental health and disease. Numerous
studies have shown two particular components to be abnormally reduced in
amplitude in patients with schizophrenia. These two components are the N100
(a negative component seen approximately 100 ms following an auditory stimulus)
and the P50 (a positive component seen about 50 ms after the presentation of an
auditory stimulus) (Erwin et al. 1991). The N100 component has been extensively
examined in schizophrenia patients. The majority of studies report decreased
amplitude of the N100 which is not readily attributable to medication effects
(Rosburg et al. 2008). N100 amplitude is commonly (but not invariably) found to be
reduced in patients with schizophrenia (Rosburg et al. 2008) and in unaffected first-
degree relatives of the same patients (Ahveninen et al. 2006). The relationship
between N100 amplitude and specific schizophrenia symptoms remains unclear
(Rosburg et al. 2008).

The P50 MLAER has also been used extensively to examine the phenomenon
of amplitude attenuation with stimulus repetition. The term ‘‘sensory gating’’ has
been linked with studies of sensory inhibition utilizing the P50 MLAER in a paired
stimulus paradigm (PSP). Abnormal sensory gating has been proposed as a fun-
damental mechanism by which psychotic symptoms evolve (Freedman et al.
1991). In a PSP, two identical stimuli (S1 and S2) are delivered with short
interstimulus interval of 500 ms and a longer interpair interval of 8–10 s (Adler
et al. 1982). A sensory gating deficit has been repeatedly demonstrated in
schizophrenia patients (Adler et al. 1982; Boutros et al. 1991). Meta-analysis of
the P50 gating deficit in groups of nonselective schizophrenia, patients found the
effect size to be more modest than earlier reports suggested (Patterson et al. 2008).
Heterogeneity of both methodology and composition of patient groups were
suggested as possible causes for variation in results. A number of studies suggest
that the gating deficit, particularly of the N100 component, may be more strongly
found in association with negative symptoms (Boutros et al. 2009).

The gating deficit as assessed by the P50 component was examined in rela-
tionship to negative symptoms and was not found to correlate with any symptom
cluster in earlier studies (Adler et al. 1990; Boutros et al. 2004). Subsequent
investigations of gating of the P50 MLAER component reported a significant
correlation with negative symptoms (Ringel et al. 2004; Louchart-de la Chapelle
et al. 2005; Arnfred 2006). More recently Santos et al. (2010) investigated P50
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gating in patients with DS and in those with nondeficit schizophrenia (NDS). These
authors did not find differences in P50 gating between the two groups of patients,
but found an association between the abnormality of P50 gating and poor functional
outcome. These contradictory findings suggest that the relationship between
primary, enduring negative symptoms and the P50 gating deficit are not simple or
straightforward and may depend strongly on the specific composition of the study
sample. Given the documented high prevalence of smoking among schizophrenia
patients it is also important to control for smoking status of the patient and the time
elapsed between the last cigarette and P50 testing as transient improvement in
P50 gating following nicotine/cigarette smoking has been demonstrated (Leonard
et al. 2007). It is also possible that the effect size of the observation is not robust
enough to be detected in smaller samples or in the presence of a high noise to signal
ratio as is common in P50 studies due to the relative small amplitude of the
component (Boutros et al. 2009). Furthermore, the specific scale or instrument used
to assess the negative symptoms (or for that matter any symptom cluster) may also
influence the correlations identified (Boutros et al. 2009). An alternative hypothesis
is that a mediating variable (not as yet identified), cross-correlated with negative
symptoms and gating deficits (e.g., poor outcome), is responsible for the association
between P50 gating deficit and negative symptoms. Further studies are needed to
clarify the issue.

Evidence for a frontal cortex role in mediating both auditory and somatosensory
habituation has been provided by MEG studies (Bowyer et al. 2007; Weiland et al.
2008), EEG studies (Korzyukov et al. 2007; Garcia-Rill et al. 2008) and from
direct brain recordings (Grunwald et al. 2003; Boutros et al. 2008a, b). Physio-
logical data have indicated that the inability to suppress irrelevant inputs, coupled
with difficulty in novelty detection (which may be related and indexed here by the
MMN), impairs the coding at the beginning and ending of discrete events.
Information is stored with incorrect spatiotemporal tags (Knight et al. 1995). A
number of studies documented a working memory deficit in schizophrenia patients
(Goldman-Rakic 1999). It has further been postulated that it is the inability to gate
irrelevant information during the recall period, that causes the deficit to become
manifest. Chao and Knight (1995) tested this hypothesis in a number of patients
with dorsolateral prefrontal cortex (DLPFC), temporal–parietal junction (TPJ), or
posterior hippocampus lesions. They showed that patients with prefrontal lesions
were significantly impaired by distractors at all delays while patients with temp-
oro-parietal lesions performed similar to control subjects. Individuals with DLPFC
lesions exhibited increased amplitudes of the mid-latency auditory evoked
responses (MLAERs) beginning 25–35 ms following auditory stimulation (Knight
et al. 1989). It is possible to speculate that the preattentive gating abnormality
(mediated by the P50) may be common to all schizophrenias while the later
occurring (or early attentive) gating abnormalities (reflected by either the N100 or
the P200 EPs) may be more linked to negative symptoms (also a readily testable
hypothesis).

Smucny et al. (2013) most recently used time–frequency analysis to compare
sensory gating at the beta (15–26 Hz) and gamma (30–50 Hz) frequencies
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between schizophrenia patients and healthy controls. Relative to controls, patients
showed impaired gating of total beta and gamma power. Poor beta gating was
associated with negative symptoms. Time–frequency analysis of beta and gamma
gating may thus be a translational method of assessing the genetic basis of gating
deficits in schizophrenia.

3.2 Mismatch Negativity

The mismatch negativity (MMN) is an early EP (with latency around 150 ms from
the stimuli onset) related to automatic probing of auditory sensory traces of a
repetitious stimulus by a deviant one elicited in an oddball paradigm (Näätänen
et al. 1978; Sams et al. 1985). MMN is considered a preattentive process and thus
mainly a bottom-up function. While MMN has been shown to be diminished in a
number of studies of schizophrenia patients, not all studies find similar deviations
(some find duration and others find frequency deviation MMN alterations). We
propose that one possible explanation of the variance in the findings is related to
inclusion of different patient samples and not paying specific attention to negative
versus positive symptoms as well as not paying attention to enduring primary
negative versus secondary negative symptoms. The MMN has not yet been spe-
cifically investigated in well-characterized DS patients. Based on the assumption
that DS patients suffer from an early (preattentive and bottom-up) sensory pro-
cessing deficit, we fully expect that future MMN investigation will reveal
abnormalities of this component in DS patients. At the time of preparing this
chapter, only a relationship between diminished frequency MMN and executive
dysfunction has been reported (Toyomaki et al. 2008).

3.3 The P300

The P300 response is a positive deflection appearing around 300 ms from stimuli
onset in response to rare novel or deviant stimuli in an auditory oddball paradigm.
Its amplitude is proportional with the amount of attentional resources allocated to
the task and memory performance (Polich 2007). The P300 as well as the MMN
have been found to be abnormally small (and sometimes delayed) in schizophrenia
populations (Javitt et al. 1993; Näätänen and Kähkönen 2009; Jeon and Polich
2003; Gjini et al. 2010). The P300 response represents processing of information at
more advanced cognitive levels, such as a shift of attention, context updating, or
orienting to a relatively novel or deviant stimulus (Polich and Kok 1995). Exam-
ination of the P300 is of particular importance as evidence suggests that it may be
relatively spared in DS patients (Mucci et al. 2007; Jeon and Polish 2003). It is
of importance to note that a meta-analysis of the P300 ERP in schizophrenia found
a correlation with positive but not negative symptoms (Jeon and Polish 2003).
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Mucci et al. (2007) were able to corroborate this finding in a group of well-
characterized DS patients. Confirmation of this important observation would
significantly contribute to the delineation of the neural circuitry implicated in DS.
Engagement of frontal attention mechanisms during evaluation of novel incoming
stimuli produces the P3a response with a midline centrofrontal maximum as
compared to the classic P300 (i.e., P3b) activity to attended target stimuli showing a
midline parietal maximum and has been related to context updating operations and
subsequent memory storage (Polich 2007). A recent fMRI study (Wolf et al. 2008)
showed a negative correlation of novelty-induced BOLD signal in the left frontal
cortex with SANS scores, indicating lower levels of activation in patients with more
severe negative symptoms. No significant correlations were identified for novel-
induced BOLD signal and positive symptoms; also no significant correlations for
target-induced BOLD with either positive or negative symptoms. Based on the
limited available literature examining the correlations between P3 and negative
symptoms we predict that DS patients will exhibit deficit in the ability to respond to
novelty reflected by generating lower amplitude P3a components, but preserved
target P300 (P3b).

Kim et al. (2013) analyzed four event-related potential (ERP) components
(P100, N170, N250, and P300) and their source activities using EEG data acquired
from 23 schizophrenia patients while they were presented with facial emotion
picture stimuli. Correlations between positive and negative syndrome scale
(PANSS) scores and source activations during facial emotion processing were
calculated to identify the brain areas affected by symptom scores. Analysis dem-
onstrated that PANSS positive scores were negatively correlated with major areas
of the left temporal lobule for early ERP components (P100, N170) and with the
right middle frontal lobule for a later component (N250), which indicates that
positive symptoms affect both early face processing and facial emotion processing.
On the other hand, PANSS negative scores were negatively correlated with several
clustered regions, including the left fusiform gyrus (at P100), most of which are
not overlapped with regions showing correlations with PANSS positive scores.
These recent results suggest that positive and negative symptoms affect indepen-
dent brain regions during facial emotion processing.

3.4 Error-Related and Correct-Response Negativity (ERN
and CRN)

Deficits in self monitoring are a core feature of cognitive dysfunction in schizo-
phrenia, and may be the basis for disturbances of self and lack of insight, ulti-
mately impacting social functioning. DS patients are characterized by a significant
lack of insight. However, the functional and structural neural correlates of such
deficits in self monitoring are not well understood (Araki et al. 2013). This group
of researchers investigated this issue using measurements of neurophysiological
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and structural brain indices, i.e., error-related and correct-response negativity
(ERN and CRN) ERPs, and gray matter volume of the anterior cingulate cortex
(ACC), and tested whether the association between these indices is altered in
patients with schizophrenia compared to healthy controls. The two groups did not
differ in ERN amplitude. In contrast, schizophrenia patients showed significantly
larger CRN amplitudes than did healthy subjects. Although the two groups did not
significantly differ in gray matter volume of the ACC subregions, a significant
negative correlation was found between ERN amplitudes at the frontocentral
electrodes and absolute gray matter volumes of the left region of ACC only in
healthy controls. These results suggest a disruption of function–structure coupling
of the brain regions subserving self monitoring in schizophrenia. A direct com-
parison between DS and non-DS schizophrenia patients would be informative in
this regards.

3.5 Anticipatory Components: Contingent Negative
Variation (CNV) and Stimulus-Preceding Negativity
(SPN)

The negative symptoms construct has been refined with the modern conceptuali-
zation identifying 5 core component that have been shown to separate into two
domains: 1) a motivational dimension consisting of anhedonia, avolition, and
asocialty and 2) a diminished expressivity dimension consisting of restricted affect
and alogia (Strauss et al. 2013). In schizophrenia reward deficits involve more than
just anhedonia (Foussias and Remington 2010). In some cases, while the ability to
experience pleasure may even remain intact, patients with schizophrenia more
consistently demonstrate an impaired anticipation of reward, not immediately
available (Gold et al. 2008) and impairments in several other facets of reward
processing involved in motivation (Strauss et al. 2013).

ERP components studied in relation to anticipation of reward include the con-
tingent negative variation (CNV), a slow negative brain wave shown to reflect the
anticipation of or orienting to the upcoming stimulus and response preparation, and
has been related to preparatory attention, motivation, and response readiness
(Walter et al. 1964), and the stimulus-preceding negativity (SPN), a negative ERP
detected in paradigms that involve anticipation of feedback about the correctness of
prior performance or stimuli that are motivationally significant (van Boxtel and
Bocker 2004). Schevernels et al. (2014) showed that reward anticipation was linked
to early cue processing components, as well as the early and later parts of the CNV.
Wynn et al. (2010) investigated anticipatory deficits in subjects with schizophrenia
in a paradigm involving a cued motor response (CNV) and no motor response
(SPN) and the relationships of these ERP components abnormalities with self-
reported trait anhedonia or anticipatory pleasure and clinically rated negative
symptoms. Patients demonstrated generally lower CNV and SPN across pleasant,
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neutral, and unpleasant conditions; SANS total score did not correlate with the ERP
variables; higher trait anhedonia was related at a trend-level to lower overall SPN.

Other facets of motivation found to be impaired in schizophrenia include
difficulties using internal representations of emotional experiences, previous
rewards, and motivational goals to drive current and future behavior, deficits that
have major clinical significance in terms of functional capacity (Barch and Dowd
2010). The feedback-related negativity (FRN) is an ERP component that has
been localized to the ACC (Nieuwenhuis et al. 2005) and has been hypothesized
to reflect the function of a performance monitoring/evaluative system that rapidly
assesses the motivational impact and/or salience of environmental feedback
(Segalowitz et al. 2010). Fitting this view, the FRN has been found to be sen-
sitive to both errors in reward prediction, negative valence of emotional stimuli
(Pfabigan et al. 2011) and the magnitude of outcome (Holroyd and Krigolson
2007; Holroyd et al. 2004). In their study, Horan et al. (2012) tried to clarify the
scope of feedback processing impairments in schizophrenia analyzing FRN
during a simple monetary gambling task. The authors also investigated the
relationships between FRN abnormalities and negative symptoms, assessed using
the BPRS. They showed that patients and controls demonstrated comparable
FRN differentiation between reward and nonreward feedback and higher positive
symptoms were associated with greater differences between FRN to positive and
negative feedback. There were no significant or trend-level correlations for
negative symptoms. In their opinion the use of the BPRS may have limited
ability to detect an association between negative symptoms and reward pro-
cessing because the BPRS negative symptom subscale focuses on expressive
symptoms (e.g., blunted affect) whereas experience-related symptoms (e.g.,
avolition, asociality) have a stronger theoretical link to feedback and reward
processing (Blanchard et al. 2011).

3.6 Loudness Dependence of Auditory Evoked Potentials
(LDAEP)

There is an evidence that alterations of serotonin (5-HT) system functioning also
play a crucial role in the pathophysiology of disabling negative symptoms. From
post mortem and genetic studies on patients with negative symptoms a 5-HT dys-
function is documented. In addition, atypical neuroleptics and some antidepressants
improve negative symptoms via serotonergic action. So far, no research has been
done to directly clarify the association between the serotonergic functioning and the
extent of negative symptoms. Wysse et al. (2013) based on the above, examined
the status of brain 5-HT level in negative symptoms in schizophrenia by means of the
loudness dependence of auditory evoked potentials (LDAEP). The LDAEP provides
a well-established and noninvasive in vivo marker of the central 5-HT activity. They
investigated 13 patients with schizophrenia with predominant negative symptoms
treated with atypical neuroleptics and 13 healthy controls. The LDAEP of the N1/P2

Electrophysiological Aberrations Associated with Negative Symptoms 145



component was evaluated by dipole source analysis and single electrode estimation
at Cz. Psychopathological parameters, nicotine use, and medication were assessed to
control for additional influencing factors. Schizophrenia patients showed signifi-
cantly higher LDAEP in both hemispheres than controls. Furthermore, the LDAEP
in the right hemisphere in patients was related to higher scores in scales assessing
negative symptoms. A relationship with positive symptoms was not found. These
data might suggest a diminished central serotonergic neurotransmission in patients
with predominant negative symptoms.

It should be noted that only three papers specifically addressed ERPs in the
deficit syndrome (Turetsky et al. 1998; Mucci et al. 2007; Li et al. 2013). Two
studies provided data suggestive that the deficit syndrome is not simply a severe
form of schizophrenia but more likely a separate clinical entity. Turetsky et al.
(1998) while not employing the SDS, used the BPRS, SANS, and SAPS to address
the criteria for the deficit syndrome. They examined the P300 component and
found two patterns that cannot be seen as different grades of the same process.
Patients with NDS showed the greatest reduction over the left temporal regions
while the deficit subgroup showed the greatest reduction over the right parietal
region. The second study specifically addressing DS, using the SDS, found a
double dissociation where only NDS patients exhibited the asymmetrical left
temporal P300 amplitude deficiency, while DS patients exhibited a decreased
amplitude of the N100 (Mucci et al. 2007). Most recently, Li et al. (2013) com-
pared a number of EPs between 21 patients with DS, 38 patients with NDS
schizophrenia and 50 healthy control subjects. They included the P300 (both P3a
and P3b), MMN, amplitudes and gating of the P50 MLAER, and the contingent
negative variation (CNV). To our knowledge this is the only report examining the
CNV in relationship to negative symptoms schizophrenia. The authors reported a
great deal of similarity between the two schizophrenia groups. As compared to the
healthy controls both patient groups exhibited delayed N1, N2, MMN, and P3a
latencies as well as reduced N1, N2, and CNV amplitudes. Similarly, P50 gating
was decreased in both groups. Only NDS, when compared to controls, showed
delayed latency of P3b. Only DS patients showed delayed point A in CNV which
correlated with poorer Global Assessment of Functioning scale but not with any
individual negative symptom. These recent data suggest a significant overlap
between the DS and NDS syndromes but with some distinctive characteristics that
need further explorations in larger and perhaps unmedicated patients (Li et al.
2013).

4 Sleep Changes in Association with Negative Symptoms

Table 3 lists studies that directly reported on the association between sleep
architectural changes and negative schizophrenia symptoms.

Decreased delta sleep in association with negative symptoms has been a rela-
tively consistent finding in schizophrenia patients (Tandon et al. 2000). Of the
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13 studies identified, 10 reported decreased slow wave sleep (SWS) in association
with negative symptoms. Of these 10 papers, seven found a significant negative
correlation between the severity of negative symptoms and percent of SWS
(i.e., with increased severity of negative symptoms, less SWS is noted).

Recent sleep studies depend heavily on computer-based analysis. Sekimoto
et al. (2007) utilized a specialized program (the Medilog Sleep Analyzing
Computer) to perform period-amplitude analysis of the delta wave count (delta
half-wave analysis). They reported that schizophrenia patients in general exhibited
a significant decrease in the percent of stage 2 sleep and a marked decrease of
SWS. The delta half-wave count in the bilateral frontal regions was inversely
correlated with BPRS negative symptoms scores. Poulin et al. (2008) reported a
negative correlation between sleep absolute alpha activity and negative symptoms
scores. Sarkar et al. (2010) reported a significant decrease in SWS, stages one and
two as well as total sleep time in general but with no correlation with negative
symptoms. On the other hand, Yetkin et al. (2011) found no evidence of a SWS
abnormality in a group of 13 male schizophrenia patients (undifferentiated type).

Relatively more recently, Sekimoto et al. (2011) reported a significant inverse
correlation between negative symptoms scores and delta wave counts in all regions
examined (frontal, central, parietal, occipital). Utilizing self-report (Pittsburgh
Sleep Quality Index), Lunsford-Avery et al. (2013) observed a strong association
between negative symptoms severity (and not positive symptoms) and increased
sleep dysfunction (no PSG data obtained).

5 Conclusions

Progress in the investigation of negative symptoms pathophysiology has been
hindered by intrinsic heterogeneity of this symptom cluster. Primary and enduring
negative symptoms are recognized as distinct disease processes with respect to
broadly defined negative symptoms. Recent conceptualizations and factor analytic
studies of both primary and broadly defined negative symptoms support two
distinct domains: avolition and impaired emotional expression, probably related to
separate pathophysiological mechanisms (Cohen et al. 2007). These sources of
heterogeneity have seldom been considered in the electrophysiological literature.
However, the field is rapidly changing and studies of the deficit syndrome as well
as investigations of the separate domains of negative symptoms are rapidly
increasing.

Two prominent/reasonably consistent electrophysiological correlates of nega-
tive symptoms emerge through this review: increased slow frequencies during
wakefulness (as assessed by awake spectral EEG) and decreased slow wave sleep
during night time recording.

While the largest group of studies identified were those related to EP/ERP
findings, a consistent or strong trend was difficult to identify perhaps due to the
tendency of different research groups to examine one particular EP component like

Electrophysiological Aberrations Associated with Negative Symptoms 149



P300, MMN, or sensory gating. Studies examining a number of EP components
simultaneously are sparse (Li et al. 2013). Despite the small number of studies and
the varying EPs examined, the literature points to a deficit in the sensory gating
of the mid-latency evoked responses reported from more than one laboratory
(Boutros et al. 2009; Ringel et al. 2004; Louchart-de la Chapelle et al. 2005).
Furthermore, a decreased amplitude of the N100 response has also been linked to
the deficit syndrome (Mucci et al. 2007). It is of importance to note that a meta-
analysis of the P300 ERP in schizophrenia found a correlation with positive but not
negative symptoms (Jeon and Polich 2003). Mucci et al. (2007) were able to
corroborate this finding in a group of well-characterized DS patients.

As is a direct reflection of the research expertise represented in a particular
laboratory, most research groups tend to probe one physiological variable (e.g.,
ERP, EEG, or sleep). Multicomponent electrophysiological studies will help fur-
ther define the abnormalities detected. For example, if an EEG or EP abnormality
disappears during sleep this would influence the understanding of its pathophys-
iology as compared to the abnormality being persistent during sleep. If an EP
abnormality is linked to a particular EEG state, this finding would be of signifi-
cance for the identification of the neural circuitry mediating this abnormality.

The current level of knowledge is inadequate to propose a unifying theory of
the pathophysiology underlying the described anomalies associated with the DS.
However, most studies suggest pervasive bottom-up deficiencies that may lead to
cascading information processing problems. This tentative conclusion is based on
the observation that information processing abnormalities gleaned from EP studies
(the only investigative methodology that can assess chronology at a millisecond
by millisecond level in the intact behaving human), tend to occur earlier in the
sequence of EPs and starting during periods that are commonly considered as
‘‘pre-attentive.’’ Sleep deviations suggest a serious abnormality of the restorative
deep sleep stages and the awake EEG abnormality suggest difficulty generating the
faster frequencies, reflecting decreased ability to generate efficient smaller neu-
ronal ensembles to deal with more focused or effective information processing.

A unifying hypothesis of the deviant oscillations during wakefulness (increased
slow activity) and decreased slow wave sleep (SWS), could point to a dysfunction
involving thalamocortical circuitry (Pinault 2011; Sekimoto et al. 2011). Thala-
mocortical circuits exhibit two fundamentally different modes of operation across
the sleep-wake cycle: a state of tonic activation (desynchrony) during waking and
REM sleep and a state of rhythmic synchronized activity during SWS (Steriade
and Llinas 1988). Thalamic relay receives significant input from a number of brain
stem structures and thus are subject to changes with a number of ascending
neurotransmitter inputs. Furthermore, thalamic relay neurons also send collateral
projections to the thalamic reticular nucleus which are reciprocally inhibitory
(GABAergic) with thalamic nuclei (Siegel 2011). The thalamus (and more spe-
cifically the reticular nucleus) has been proposed to be important for the function
of sensory gating which has been repeatedly shown to be deficient in schizophrenia
and may be more specifically associated with negative symptoms (Krause et al.
2003). Kirkpatrick and Buchanan (1990) proposed a neural circuit that may be at
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the heart of the DS. Components of this circuit include the amygdala, peri-
amygdalar cortex, and parts of the prefrontal cortex. A number of thalamic nuclei
(including the anterior, midline, mediodorsal, lateral anterior, and lateral dorsal as
well as the intralaminar) have extensive connections with all these components
(Clarke et al. 2010). The involvement of the thalamus is also supported by
observation of worsening of somatosensory gating in patients with thalamic
strokes with recovery of the function over time (Stain et al. 2002). Recent reviews
suggest a central role for thalamic abnormalities in the generation of schizophrenia
symptomatology (Byne and Hazlett 2009). Recent studies suggested an association
between DS and genuine movement disorders (unrelated to antipsychotic treat-
ment) pointing to cortico-striatal-thalamic circuits (Peralta et al. 2014). It could be
hypothesized that abnormalities of the latter circuits might be related to avolition,
while those concerning the limbic-thalamic circuits to the emotional expression
domain of the negative symptoms.

Based on the above, it can be stated that while research on the electrophysio-
logical correlates of the deficit syndrome and enduring negative symptoms remains
minimal, available data strongly support the need and likely profitability of this
line of investigation. Most notably is the absence of studies where EPs, EEGs and
sleep studies are performed in the same individuals in order to examine the
correlation and interrelationships among these deviations.
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Psychophysiology in the Study
of Psychological Trauma: Where Are
We Now and Where Do We Need to Be?

D.T. Acheson, M.A. Geyer and V.B. Risbrough

Abstract Posttraumatic stress disorder (PTSD) is a major public health concern,
which has been seeing increased recent attention partly due to the wars in Iraq and
Afghanistan. Historically, research attempting to understand the etiology and
treatment of PTSD has made frequent use of psychophysiological measures of
arousal as they provide a number of advantages in providing objective, non-self-
report outcomes that are closely related to proposed neurobiological mechanisms
and provide opportunity for cross-species translation. Further, the ongoing shift in
classification of psychiatric illness based on symptom clusters to specific biological,
physiological, and behavioral constructs, as outlined in the US National Institute of
Mental Health (NIMH) Research Domain Criteria project (RDoC), promises that
psychophysiological research will continue to play a prominent role in research on
trauma-related illnesses. This review focuses on the current state of the knowledge
regarding psychophysiological measures and PTSD with a focus on physiological
markers associated with current PTSD symptoms, as well as markers of constructs
thought to be relevant to PTSD symptomatology (safety signal learning, fear
extinction), and psychophysiological markers of risk for developing PTSD fol-
lowing trauma. Future directions and issues for the psychophysiological study of
trauma including traumatic brain injury (TBI), treatment outcome studies, and new
wearable physiological monitoring technologies are also discussed.
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1 Introduction

Posttraumatic stress disorder (PTSD) is a major public health concern with lifetime
prevalence rates in the USA estimated to be 6.8–12.2 %, and 12-month prevalence
rates estimated to be 3.5 % (Breslau 2009). Due to the wars in Iraq and Afghanistan,
PTSD has received significant attention in the past 10–13 years, in terms of both
popular media coverage and funds directed toward its research. This attention is
warranted, given that rates of PTSD have increased in service members by 656 %
since 2001 and the cost to the US Department of Defense (DoD) for treating these
service members doubled between 2007 and 2012 (Blakeley and Jansen 2013 Con-
gressional Research Service Report). In addition, it is important to note that PTSD
affects more than just combat veterans and occurs in civilians following physical
and sexual assaults, forced captivity, muggings/robberies, motor vehicle accidents,
natural disaster, and life-threatening illness among other events (Breslau 2009). The
DSM-IV classification of PTSD consisted in exposure to the traumatic event, as well
as 3 clusters of symptoms: re-experiencing, avoidance and numbing, and hyper-
arousal. With the recent publication of DSM-5, the definition has expanded into 4
symptom clusters: intrusion, avoidance, negative alterations in cognitions and mood,
and alterations in arousal and reactivity. This expansion recognizes broader, more
heterogeneous symptom expressions (such as dysphoria and anger) while allowing
for more dynamic changes in arousal and reactivity. Current treatments for PTSD are
mainly psychotherapy based (e.g., exposure therapy and cognitive therapy). Phar-
macological treatments, such as serotonin-selective and serotonin-norepinephrine
reuptake inhibitors (SSRI/SNRIs), have also achievedmodest efficacy (Committee on
treatment of posttraumatic stress disorder IoMotNA 2007).

There is a clear need for the development of novel preventive and therapeutic
treatment strategies for PTSD via increased understanding of etiological and
maintaining factors of the disorder (Baker et al. 2009). To this end, there is a new
focus on utilization of biological, physiological, and behavioral tools to enable a
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“paradigm shift” from sole reliance on self-report measures to assess symptom
status and diagnosis for psychiatric disorders such as PTSD. The US National
Institute of Mental Health (NIMH) Research Domain Criteria project (RDoC)
represents a framework for research in this area, with an emphasis on developing a
diagnostic classification scheme based upon valid observable markers of common
biological processes across the range of currently identified diagnostic categories.
The negative valence system (NVS) domain suggested by the NIMH contains the
constructs of acute threat of “fear,” potential harm or “anxiety,” and sustained
threat. The 2011 NVS working group meeting identified many of the physiological
measures reviewed below as important research tools for understanding these
constructs. Psychophysiological measures may have utility as static markers of
these constructs, as well as dynamic markers of change enabling the elucidation of
the roles of learning and memory processes in the expression of these constructs.
Thus, psychophysiological measures are poised to play an important role in the
future understanding of mental illness generally, and traumatic stress-related dis-
order characterized by negative valence states more specifically.

Psychophysiological outcome measures have a number of advantages in neu-
ropsychiatric research. (1) Psychophysiological measures provide objective, non-
self-report outcomes and thus are less subject to bias by the subject and/or
researcher. (2) Physiological measures are quantifiable. (3) Compared to self-report
symptom scales, physiological measures may represent more discrete symptom
domains that probe specific neurobiological pathways enabling mechanistic study
of neurobiological abnormalities underlying symptoms. (4) Physiological measures
enable cross-species translation to examine causal mechanisms of psychophysio-
logical abnormalities linked to trauma exposure that cannot be achieved with self-
report measures. The current manuscript will review the current state of knowledge
on psychophysiological outcomes in PTSD with attention to their use as markers of
current symptoms as well as markers of PTSD-related processes. We will also
discuss these variables in terms of their sensitivity and selectivity for PTSD
symptoms versus other anxiety and mood disorders and comorbid disorders such as
traumatic brain injury (TBI). Further, we will discuss potential future avenues for
integrating psychophysiology into emerging areas of PTSD research. We have
limited our review to relatively common psychophysiological measures of arousal/
threat, including cardiovascular, electromyographic, and electrodermal measures.

2 Psychophysiological Markers of Current PTSD
Symptoms

2.1 Cardiovascular Activity

Baseline: Current conceptualizations of PTSD, reflected in the Diagnostic and
Statistical Manual of the American Psychiatric Association (DSM 5; APA 2014)
criteria, recognize that PTSD has a complex phenomenology expressed not just as
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fear-based hyperarousal, but also as anhedonic and dysphoric emotional states. In
contrast, earlier conceptualizations of the disorder, reflected in DSM-III through IV
criteria, placed a larger emphasis on fear-related arousal. Given the past emphasis
on arousal-related symptoms, research has long focused on identifying and
understanding the psychophysiological basis of elevated arousal. Though studies
have assessed the construct of arousal across a number of psychophysiological
measures, an extensive body of work has focused on the cardiovascular system.
Cardiovascular physiology is a convenient domain to focus on since it can be
measured relatively easily using a number of different methods and equipment
typically present in an emergency department or urgent care clinic. Further, some
elements of cardiac physiology can be interpreted as a readout of sympathetic/
parasympathetic balance, which has long been theorized to be disrupted in PTSD
(see below).

Blanchard et al. (1982) observed that Vietnam veterans with PTSD had higher
resting baseline heart rate (HR) and blood pressure (BP) than Vietnam veterans
without PTSD. These initial observations were later largely confirmed in a meta-
analysis by Buckley and Kaloupek (2001), which reviewed 34 studies of resting
cardiovascular activity in PTSD conducted up to that time. This meta-analysis
found support for elevated resting HR and diastolic blood pressure (BP), though
systolic BP levels were similar across PTSD subjects and healthy controls. A more
recent meta-analysis of psychophysiological studies in PTSD (Pole 2007) reviewed
55 studies conducted until that time and also supported increased resting HR in
PTSD relative to healthy controls. However, elevations in systolic and diastolic BP
were only present under relaxed criteria for statistical significance.

While the evidence for altered cardiovascular activity at rest in PTSD appears
fairly strong, some researchers have suggested a more nuanced relationship. First,
some studies (i.e., Shalev et al. 1992) have failed to find HR differences in new-
onset PTSD. Further, Buckley and Kaloupek (2001) showed a greater effect size for
HR in patients with chronic PTSD (>13 years). Taken together, these findings
suggest that elevated HR may be a consequence of physiological changes driven by
long-term PTSD. Second, studies monitoring cardiovascular activity over 24-h
periods have suggested that HR and BP may fluctuate widely across the day,
complicating previous studies (Muraoka et al. 1998; Buckley et al. 2004). One
study using 24-h HR monitoring did, however, confirm increased HR in veterans
with PTSD, with more pronounced effects during the night, perhaps related to the
sleep disturbances commonly associated with PTSD (Agorastos et al. 2013). Third,
there is disagreement among researchers regarding whether resting state activity is
actually being measured in these studies, or if what is actually being captured are
cardiovascular responses to a stressful situation/challenge induced by the testing
environment (see below; Zoladz and Diamond 2013). Other studies suggest that
PTSD subjects are hyperresponsive to stress or threat across a number of physio-
logical markers, including HR, startle, and skin conductance (see below). Further,
increased HR is not specific to PTSD, but is also reported in panic disorder and
depression (Cohen et al. 2000; Blechert et al. 2007; Kamphuis et al. 2007).
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An additional marker of resting-state cardiovascular activity that is altered in
PTSD is heart rate variability (HRV). HRV is a measure of the variation in time
between heart beats, which indicates autonomic flexibility (the higher the variation,
the more flexibility). HRV is most accurately measured via electrocardiogram;
however, photoplethysmography is also utilized. HRV is measured as time-domain
variables (e.g., changes in the standard deviation of beat–beat interval) and fre-
quency domains using power spectral density analysis methods. Frequency com-
ponents are thought to represent sympathetic and parasympathetic control over HR,
with the high frequency domain (HF; 0.15–0.4 Hz) representing parasympathetic or
vagal tone, while the low frequency (LF; 0.04–0.15 Hz) is comprised of both
parasympathetic and some sympathetic elements (see Heathers 2014; Berntson
et al. 1997 for review). Finally, respiratory sinus arrhythmia, HRV due to respi-
ration, is another measure of vagal control of autonomic activity. Reduced HRV is
associated with mortality and cardiovascular symptoms in patients with PTSD,
highlighting the clinical importance of these measures (Kubzansky et al. 2007).
There is growing evidence that both LF and HF are reduced in PTSD patients,
which may be suggestive of an imbalance between sympathetic and parasympa-
thetic drive on cardiovascular output (Cohen et al. 2000; Blechert et al. 2007;
Jovanovic et al. 2009), though exceptions have been reported (Sahar et al. 2001). In
a recent twin study of combat-related PTSD in Vietnam era veterans, Shah et al.
(2013) found that HRV abnormalities (lower LF and HF) were present only in the
twin with PTSD, suggesting that reduced HRV is an acquired consequence of the
disorder. They also suggested that HRV abnormalities were not present in subjects
with remitted PTSD, suggesting HRV reductions are indicative of symptom state.
We have recently shown that HRV reductions (reduced HF) are also associated with
new-onset PTSD symptoms in active duty marines who served in Iraq/Afghanistan,
suggesting that reduced HRV is not related to age or chronicity of PTSD (Minassian
et al. 2014). These studies have also shown that reductions in HRV in these pop-
ulations are not due to depression or TBI, nor are they related to degree of combat
exposure or deployment history per se (Shah et al. 2013; Minassian et al. 2014).
Finally, reduced HRV is reported in untreated subjects (Minassian et al. 2014;
Chang et al. 2013), indicating that this phenotype is not due simply to medication
side effects. Although HRV measures appear to be sensitive to PTSD symptoms,
they are not specific to PTSD. Indeed, reduced HRV, in particular HF, may be a
more general marker of anxiety disorders (Pittig et al. 2013) or even mental illness,
as it is reduced across multiple disorders including anxiety, depression, bipolar
disorder, and schizophrenia (Moon et al. 2013). It is possible that multiple mech-
anisms underlie the reductions in HRV across these diverse patient groups, or that
reductions in HRV are due to the higher stress or allostatic load experienced by
those with neuropsychiatric illness (McEwen 2000).

Response to Challenge: In contrast to resting-state cardiovascular markers, sev-
eral studies have assessed cardiovascular activity in response to challenges from
either loud acoustic stimuli (startle) or trauma-related cues. A large body of literature
documents larger HR reactivity to startling sounds in PTSD patients (Pallmeyer et al.
1986; Shalev et al. 1992; Orr et al. 2002). Pole (2007) investigated 10 studies
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measuring HR response to loud acoustic stimuli and found that elevated HR
response was among the most robust effects found using this paradigm. Pitman et al.
(2006) examined elevated HR reactivity to sudden loud tone presentation in a twin
sample of Vietnam veterans. They found elevated HR reactivity only in the twin with
PTSD, indicating HR response is an acquired consequence of the disorder rather
than a predisposing trait.

HR response to trauma-related reminder cues has also been examined, which
may probe biological mechanisms relevant to fear memory processes. These studies
typically involve either “standardized” cues, such as combat sounds (Liberzon et al.
1999) that are held constant across the sample being studied, or “ideographic” cues
which are tailored to be specific to each subject’s traumatic experience. Pole (2007)
reviewed 16 studies investigating HR response to standardized trauma cues and
another 22 investigating HR response to ideographic trauma-related cues. Elevated
HR response to standardized cues in PTSD emerged as one of the more robust
effects in these paradigms. Support for increased HR responses to ideographic
trauma cues was also found, though less robust than that for standardized cues.
Recent studies have also supported these findings in both standardized (Adenauer
et al. 2010; Suendermann et al. 2010; Ehlers et al. 2010) and ideographic trauma
cues (Barkay et al. 2012). Barkay et al. (2012) have investigated the neurobiological
correlates of this effect using PET imaging and found correlations between HR and
rCBF in the orbitofrontal, precentral, and occipital regions of the cortex only in
patients with PTSD and not in trauma-exposed non-PTSD subjects. These findings
are suggestive that increased HR responses to trauma reminders may overlap in
neural substrates (orbitofrontal cortex) with the reduced ability to inhibit fear
responses (Shin et al. 2006). In PTSD, there are correlations between HR response to
trauma and norepinephrine concentrations in cerebrospinal fluid (Geracioti et al.
2008), suggesting that central noradrenergic hypersignaling could play a role in this
phenotype. It is unclear whether increased HR or other cardiovascular abnormalities
are ameliorated by treatment, however, despite the use of noradrenergic reuptake
inhibitors (Hoge et al. 2012) as well as clinical trials of the alpha 1 receptor
antagonist prazosin (Raskind et al. 2013). Whether increases in HR are an epiphe-
nomenon of increased centrally mediated fear responses, or are a core feature of
PTSD pathology is unclear. One intriguing recent finding suggests that inhibitors of
angiotensin I signaling, commonly given for hypertension, are associated with fewer
PTSD symptoms in a cross-sectional sample of highly traumatized civilian popu-
lations (Khoury et al. 2012). Other common hypertension medications were not
associated with fewer symptoms, suggesting that the angiotensin pathway may play
a role in PTSD-related pathology. Thus, more research is clearly needed to further
elucidate pathways involved in elevated cardiovascular responses in PTSD.

Summary of Cardiovascular Markers of PTSD Symptom State: Cardiovascular
physiology is an active and important area of research in PTSD, especially given
reported links between PTSD and increased incidence of cardiovascular disease
(Wentworth et al. 2013). While there is strong evidence that resting-state cardio-
vascular activity, as well as HR response to standardized and ideographic trauma
cues, is altered in PTSD, this is still an active area of research that is not without
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controversy. Specifically, the degree to which the testing situation contributes to
findings of elevated HR in PTSD is unclear. The extent to which elevated HR is a
feature of core PTSD pathology versus simply a consequence of chronic stress is
also unknown. Some studies have suggested that HR soon after trauma may predict
development of PTSD, suggestive of HR being a proxy for biological risk factors
for PTSD (see below). However, a recent study suggests that HR is not altered in
relatively “recent” PTSD cases after combat (Minassian et al. 2014), arguing
against elevated HR as a risk factor. HR increases are also not specific to PTSD, but
are increased in other anxiety disorders more generally. Research investigating the
time course and neurobiological correlates of altered cardiovascular activity in
PTSD is needed to further clarify these issues.

Many questions still remain for the association of HRV with PTSD symptoms.
Although twin studies suggest that altered HRV is specific to PTSD symptom state,
prospective studies are needed to confirm HRV measures as symptom dependent or
markers of risk for PTSD (Baker et al. 2012). Similarly, although there is some
evidence from cross-sectional analysis in small samples for symptom remission to be
associated with normalization of HRV (Shah et al. 2013), longitudinal treatment
studies are required to best address this question. The biological mechanisms
responsible for HRV reductions in PTSD are also unclear. However, dysregulated
sympathetic output (e.g., via increased noradrenergic tone, Geracioti et al. 2001,
2008; Pietrzak et al. 2013) and abnormalities in stress and immune systems have
been identified as candidate mediators (Risbrough and Stein 2006; Eraly et al. 2014).

2.2 Exaggerated Startle Response

Baseline: The startle response is a sensitive, noninvasive measure of central nervous
system activity that is typically accessed via electromyographic (EMG) measure-
ment of strength of contraction of the orbicularis oculi muscle controlling eyeblink
in response to a sudden acoustic or tactile stimulus (Blumenthal et al. 2005).
Exaggerated startle is a symptom of PTSD according to the DSM 5 (APA 2014).
Thus, it follows that larger baseline startle responding should be detectable in
PTSD. However, evidence for increased startle reactivity under “baseline” condi-
tions in PTSD is mixed, with some studies finding evidence for increased startle in
PTSD relative to healthy controls and others finding equivalent startle responses
(see Zoladz and Diamond 2013 for a recent review of this literature). There are also
some suggestions that increases in baseline startle may only occur in chronic PTSD
patients or following certain forms of trauma, such as combat (Grillon and Baas
2003). A significant problem with assessments of “baseline” startle is that it is very
difficult to accurately assess this phenomenon. Startle reactivity is extremely plastic,
and it is sensitive to many rapid and dynamic modes of inhibition such as habituation
and sensorimotor gating, to emotional valence or experimental context, and of course
is extremely sensitive to stimulus parameters such as intensity and duration of
the startling stimulus, all of which will influence the detection of putative differences.
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For example, startle is higher in PTSD patients under low-intensity startle stimuli but
not high intensity (Butler et al. 1990), which may reflect a lowering of startle
thresholds rather than an exaggeration of startle responses elicited by supra-threshold
stimuli. Thus, more robust and reliable startle phenotypes in PTSD and other disor-
ders are measured when comparing startle across multiple stimulus conditions and
emotional contexts. Startle has also generally only been explored in terms of
magnitude of the response (muscle contraction) compared to controls. However, self-
reports of “increased startle” from patients may not simply reflect magnitude, but the
probability of a response under subthreshold conditions, which has yet to be explored.

In Response to Challenge: Given the inconsistency of baseline startle changes in
PTSD, it has been suggested that startle reactivity is higher in PTSD patients only
when under threat; thus, this phenomenon is indicative of mechanisms related to
increased stress responding rather than disruption of baseline arousal (Grillon and
Baas 2003). Grillon et al. (1998) reported normal baseline but increased startle
magnitude in Vietnam combat veterans with PTSD during anticipation of experi-
mental electrical shock relative to non-PTSD veterans, demonstrating a higher
response in situations of threat or stress in PTSD. Startle is also elevated in response
to trauma reminders (imagery, trauma scripts) in PTSD patients (e.g., Cuthbert et al.
2003; McTeague et al. 2010); however, these tasks are relatively unique to indi-
vidual laboratories and more difficult to generalize across studies. As a whole, these
studies suggest that exaggerated startle in PTSD is not indicative of increased
arousal at baseline, but is a physiological marker of heightened response to threat
and heightened fear responses in the presence of trauma cues. Thus, startle is
increasingly used as a quantitative measure of fear responding that complements
self-report data on anxiety and stress to identify biological mechanisms underlying
PTSD symptoms.

Studies have recently suggested that elevated startle to challenge in PTSD may
be subject to gender differences. Kamkwalala et al. (2012) showed that women with
PTSD had higher startle in a dark environment relative to a light environment than
men and women without PTSD. However, this elevated “dark-enhanced” startle
was not present in male subjects with PTSD. Further, dark-enhanced startle has
been shown to be associated with pituitary adenylate cyclase-activating polypeptide
receptor (PAC1) genotypes in females, a gene that interacts with estrogen and has
also been associated with PTSD in females (Ressler et al. 2011). These studies
represent a new avenue of PTSD research that is just coming to fruition in utilizing
physiological markers as intermediate phenotypes to identify biological pathways
related to PSTD risk.

Startle Habituation: Habituation is a non-associative learning process whereby
an organism displays a reduction in some innate orienting or defensive response
following repeated presentation of a stimulus (Halberstadt and Geyer 2009). Shalev
et al. (2000) examined habituation of the startle and electrodermal response to loud
acoustic stimulus in a sample of traumatized Israeli civilians tested at 1 week and 1
and 4 months following the traumatic event. Those who developed PTSD began to
show reduced habituation in both measures beginning 1 month post-trauma, sug-
gesting that reduced habituation may be an acquired sign of PTSD. The reduced
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startle habituation finding is confounded, however, as the methodology used to
detect startle was flawed, with sample rates that were much too slow (50 Hz) to
visualize the very fast on and off rate of a startle response which is typically
measured with 1,000 Hz sampling rates. The reduced electrodermal habituation,
however, supported earlier findings by this group (Shalev et al. 1992). Other studies
had failed to detect reduced startle habituation in PTSD but were compromised by
their use of inappropriately slow sampling rates (Pitman et al. 1987, 1993; Orr and
Pitman 1993). A more recent study in Croatian combat veterans found that PTSD
and control groups did not differ in startle habituation as assessed by quantitative
analysis of EMG reduction across trial; however, there was a reduction in PTSD
subjects compared to controls when using nonparametric comparisons of a number
of subjects who met criteria for habituation (lowest responding at the last trial)
(Jovanovic et al. 2009). This study also did not replicate habituation of the elec-
trodermal response, a physiological marker of sympathetic nervous system arousal
based on electrical conductivity across the skin due to sweat (see below). Thus,
taken together across studies, evidence for differences in startle habituation in PTSD
subjects is weak. PTSD subjects may exhibit reduced habituation of fear-potentiated
startle during fear association training (Ressler et al. 2011). However, it is unclear
whether this effect reflects reduced habituation to startling sounds or increased
reactivity to the aversive stimuli used during fear conditioning. Reductions in
habituation have been detected in other neuropsychiatric disorders (schizophrenia,
panic disorder); thus, it is possible that reductions in habituation of the response
may represent a pathology in a subset of patients across disorders, as such a
phenotype would have substantial consequences for multiple behavioral functions
(Geyer and Braff 1982; Ludewig et al. 2002a, b, 2003, 2005). Habituation is
another “intermediate phenotype” that is being used to identify potential gene
pathways disrupted in these disorders (Greenwood et al. 2012, 2013).

Prepulse Inhibition of the Startle Response: Prepulse inhibition (PPI), the
unlearned suppression of the startle reflex to an intense acoustic stimulus when
immediately preceded by a weaker acoustic prepulse, is an operational measure of
sensorimotor gating (Geyer et al. 1990; Geyer and Braff 1987). PPI has been shown
to be a robust but non-specific biomarker of psychiatric diagnosis. PPI performance
is reduced compared to healthy controls in a number of neuropsychiatric disorders
including panic disorder, obsessive compulsive disorder, schizophrenia, bipolar
disorder, Tourette’s disorder, and Huntington’s disorder (Braff et al. 2001;
Swerdlow et al. 2006; Castellanos et al. 1996; Perry et al. 2001; Ahmari et al. 2012;
Ludewig et al. 2002a, b). Many of these disorders are linked to cortico-limbic
circuit abnormalities (Kohl et al. 2013). Given the evidence for PTSD to have
disruptions in this circuit (Shin et al. 2006), PPI in PTSD subjects has also been
examined. However, PPI associations with PTSD are inconsistent, with some
studies showing significantly reduced PPI in PTSD patients (Ornitz and Pynoos
1989; Grillon et al. 1996, 1998), while others detected no differences or only
marginal differences (Butler et al. 1990; Morgan et al. 1997; Lipschitz et al. 2005;
Holstein et al. 2010; Vrana et al. 2013). Thus, additional research is needed to
clarify or refute the presence of PPI deficits in PTSD.
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Summary of altered startle plasticity in PTSD: Exaggerated startle responding in
PTSD patients is seen fairly consistently, most predominantly under conditions of
challenge or threat. Pole (2007) conducted a meta-analysis of 20 studies measuring
startle response via orbicularis oculi EMG both at baseline and after manipulation
of contextual threat. This analysis supported a significant increase in startle
responses in PTSD; however, this effect was not as robust as elevated cardiovas-
cular responses. Furthermore, increased startle response to threat is also not specific
to PTSD, but is also reported in other disorders that are characterized by high
physiological arousal and fear (e.g., panic disorder) but not generalized anxiety
disorder (Grillon et al. 2009; Grillon 2008). These findings suggest that disorders
characterized by exaggerated startle may share an overlapping biological pathway.
It is not clear, however, whether these effects are due to increased fear responses per
se (e.g., via increased amygdala and/or insula circuit activation), or reduced ability
to inhibit or modulate these responses appropriately (e.g., reduced modulation of
amygdala output by hippocampal and cortical circuits; see below; Acheson et al.
2012; Klumpers et al. 2007).

Habituation and PPI are both measures of fundamental aspects of information
processing that are disrupted in a number of psychiatric disorders and are to some
degree heritable (Greenwood et al. 2007). However, there is relatively weak evi-
dence at present for disruptions in PTSD. It is possible that disruption in these
processes may indicate one of potentially many biological risk traits for neuro-
psychiatric disorders. Hence, further understanding of the genetic and neurobio-
logical mechanisms underlying these phenotypes and their relationship to PTSD
risk is worth further investigation. Indeed, PTSD is thought to share polygenic risk
with other disorders that exhibit information processing deficits, such as bipolar
disorder and schizophrenia (Nievergelt et al. in review; Solovieff et al. 2014).

While exaggerated startle per se is not unique to PTSD, it nonetheless represents
a powerful method for exploring mechanisms underlying the development of PTSD
symptoms. In animals, exaggerated startle phenotypes have long been utilized to
test causal hypotheses of potential mechanisms underlying development of anxiety
and fear-related behaviors after severe stress, including corticotropin-releasing
factor and noradrenergic abnormalities (e.g., Risbrough and Stein 2006; Davis et al.
2010; Grillon et al. 2009). In humans, utilization of startle plasticity as an inter-
mediate phenotype is just now beginning to be exploited (Greenwood et al. 2012).
Further, questions of exaggerated startle magnitude versus reduced startle threshold
in PTSD remain to be answered (Butler et al. 1990). Finally, surprisingly few
pharmacological studies have thus far utilized startle to examine potential biological
mechanisms of increased physiological responses in PTSD. Using a pharmaco-
logical challenge with the alpha 2 antagonist yohimbine, Morgan et al. (1995)
showed that startle reactivity in PTSD patients may be via increased sensitivity to
noradrenergic signaling.
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2.3 Other Physiological Measures

Electrodermal Level/Response: In addition to HR and startle, researchers have
examined electrodermal levels in PTSD both at resting baseline and in response to
challenge. Electrodermal response, or the increase in electrical conductivity across
the skin due to sweat, is a physiological marker of sympathetic nervous system
arousal. A meta-analysis by Pole (2007) looked across 31 studies that measured
resting electrodermal levels in subjects with PTSD versus controls and found
support for significantly higher levels associated with PTSD, although the effect
size was small. Blechert et al. (2007) found that PTSD subjects had higher resting
baseline electrodermal level relative to both healthy controls and subjects with
panic disorder, suggesting some diagnostic specificity. Resting electrodermal level
has historically been reported to be reduced in subjects with depression versus
healthy controls (Argyle 1991), further suggesting that this measure may hold some
diagnostic specificity.

Electrodermal response to challenge by standardized and ideographic trauma
cues has also been examined in relation to PTSD. Pole (2007) looked across 22
studies and found medium effect sizes for elevated electrodermal response to both
standard and ideographic cues in PTSD versus controls. Interestingly, Blechert et al.
(2007) found blunted electrodermal response in PTSD when subjects were under
threat of electrical shock, suggesting that there may be a difference in effect between
challenge by reminder cue versus challenge by contextual threat (experimental
shock). Similarly, McTeague et al. (2010) found that PTSD subjects with multiple
traumas and more severe, chronic PTSD showed blunted defensive responses to
ideographic imagery. More recently, Glover et al. (2011) showed overall elevations
in fear-potentiated startle in a classical conditioning paradigm in PTSD subjects
relative to controls; however, no differences were found in electrodermal responses.
It is possible that startle reactivity measures may offer a wider measurable range to
detect increased reactivity than skin conductance measures because startle baseline
can be controlled by the experimenter (i.e., via adjustments of the intensity of
acoustic pulse). Thus, it is possible that startle may be more sensitive to detecting
differences in responses even under relatively high arousal states (e.g., under
threat). Skin conductance, however, offers other significant advantages over startle,
since it does not require a relatively invasive stimulus (e.g., acoustic pulse) for
measurement. The passive nature of this measurement has also supported its use as
a complementary tool in imaging studies in which subject movement must be
severely limited (i.e., startle response movement can disrupt image processing).

Facial EMG: Facial EMG has been used as a physiological measure of emotional
response and typically involves measurement of activity in the frontalis, corrugator,
and zygomaticus major muscles involved in emotional facial expressions such as
smiling and frowning. Pole (2007) found support for increased frontalis and cor-
rugator EMG activity while viewing ideographic trauma cues (12 and 5 studies,
respectively). Pole (2007) found no support for altered facial EMG activity at resting
baseline, or in response to standardized trauma cues (12 and 6 studies, respectively).
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Because these measures are (1) more sensitive to artifact (e.g., non-specific facial
and head movements, talking) and (2) are not easily controlled or evoked para-
metrically compared to reflexive responses such as changes in HR, skin conduc-
tance, and startle, they have not been utilized widely. They do not offer cross-species
translation nor have well-defined circuits; thus, they may have less utility in
understanding biological mechanisms of PTSD.

Summary of Other Physiological Measures Associated with PSTD: Elevated
resting-state electrodermal level may be a psychophysiological measure that is
relatively specific to PTSD. However, this measure is susceptible to the same
methodological difficulties as resting HR or baseline startle response, namely that it
is difficult to eliminate contextual factors that may influence stress and thus elec-
trodermal activity. Electrodermal response to challenge presents a complicated
picture with findings varying dependent upon both subject-specific and testing
protocol variables. There is support for an association between increased facial
EMG reactivity specifically in response to idiographic trauma cues; however, the
utility of this measure for further biological research is limited.

3 Psychophysiological Markers of PTSD-Relevant
Constructs: Fear and Sustained Anxiety

Safety Signal Learning: Safety signal learning is the process by which an individual
learns to inhibit a learned fear response in the presence of a cue signaling absence of
danger. This process is directly relevant to PTSD phenomenology insofar as PTSD is
in part characterized by altered reactivity to trauma-related cues even in “safe”
environments. Safety signal learning can be measured by assessing responses to a
CS− that is never associated with an aversive event versus a CS+ that is contiguous
with an aversive event, or via a specific CS that predicts absence of the aversive
event when given in conjunction with the CS+. Using the latter paradigm, Jovanovic
et al. (2010) recently tested this process in a sample of trauma-exposed civilians who
were healthy, had PTSD, had major depression, or had comorbid PTSD and major
depression with fear-potentiated startle as the primary outcome variable. Subjects
learned that a cue predicted a blast of air to the throat, but that when this cue was
presented along with another cue (the safety signal), the blast of air would not occur.
Subjects with PTSD and comorbid PTSD/major depression failed to show inhibition
of the potentiated startle response in the presence of the safety cue. Inability of
subjects with PTSD to inhibit responding to a safety signal was also confirmed in the
former paradigm, a simple CS+/CS− discrimination learning task (Jovanovic et al.
2013). Andero et al. (2013) found associations between the ability to learn to dis-
criminate between the CS+ (danger) and CS− (safety) are impaired in subjects with a
single nucleotide polymorphism (SNP) on the opioid receptor 1-like gene which
encodes for the amygdala nociception/orphanin FQ receptor involved in pain pro-
cessing. This SNP was also associated with greater PTSD symptoms, providing
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further evidence for impaired safety signal processing in PTSD as well as a putative
biological pathway for this effect. These results, though preliminary and in need of
replication, suggest that failure to learn to distinguish between environmental cues
signaling danger versus safety may be an important process that is impaired in
PTSD.

Fear Extinction: Fear extinction is the process by which an organism learns that a
cue that once signaled threat no longer does so, thus resulting in a progressive
reduction in defensive physiological responding in the presence of this cue.
Extinction of psychophysiological fear responding has long been considered a
putative model of PTSD process due to its similarity to naturalistic recovery from
trauma experience. Orr et al. (2000) and Peri et al. (2000) showed that PTSD patients
failed to extinguish a conditioned electrodermal response to a cue signaling electrical
shock or loud acoustic stimuli, respectively. Subsequent studies using electrodermal
responses as the dependent variable have largely supported these original findings
(e.g., Wessa and Flor 2007; Blechert et al. 2007). Norrholm et al. (2011) examined
fear extinction in PTSD using fear-potentiated startle to a cue signaling an aversive
air puff to the throat and found that PTSD patients showed greater potentiated startle
in the early and middle portions of extinction training. This finding suggests that
enhanced initial fear conditioning produced a greater “fear load” that the PTSD
patients had to extinguish. This increased fear responding is also associated with
specific symptom clusters of PTSD, re-experiencing (Glover et al. 2011), indicating
this paradigm likely probes neural mechanisms of trauma memory.

Not all studies have found evidence for delay of fear extinction learning in
PTSD. Milad et al. (2008) found equal levels of extinction performance, as mea-
sured by electrodermal response, in combat-related PTSD compared to combat-
exposed monozygotic twins without PTSD and controls. However, the PTSD twins
failed to recall this fear extinction learning when tested 24 h later. These results
suggest that PTSD is not associated with a fear extinction learning deficit, but rather
a fear extinction memory deficit. Further, this deficit appears to be an acquired sign
of PTSD rather than an inherited trait. This difference in within-session learning
results across these studies may be due to the physiological measures of fear used,
startle versus skin conductance. The higher magnitude of the startle response to the
conditioned cue in PTSD patients is providing a behavioral window to detect
reduced/delayed extinction within session, which is not detectable via skin con-
ductance responses (Glover et al. 2011). Taken together, these data suggest overall
that there is higher fear responding in PTSD patients, which subsequently takes
longer to extinguish fully and is less likely to be fully extinguished upon retesting.
Additional research will be needed to determine the time point at which extinction
deficits may occur, the most effective method for capturing such deficits, and the
specific role these deficits play in PTSD symptomatology.

Summary of Psychophysiological Markers of PTSD-relevant Constructs: Psy-
chophysiological markers have emerged as critical measures of unbiased fear
responding to understand fear and anxiety domains disrupted in PTSD. These
markers provide quantifiable assessments of autonomic processes that may not be
adequately probed by self-report. They have been critical behavioral measures that
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complement studies of the neural circuits underlying PTSD pathology, such as
cortico-hippocampal–amygdala circuit function (Quirk et al. 2006), that can be
translated across species for further study of causal factors for PTSD symptoms or
PTSD risk. The intriguing preliminary evidence for safety signal learning to be
disrupted specifically in PTSD versus depression patients may indicate this is a
potential “biomarker” of PTSD, but needs further research and replication. Extinc-
tion has shown to be impaired in a number of neuropsychiatric disorders as well as
PTSD, including obsessive–compulsive disorder and schizophrenia (Holt et al.
2009; Milad et al. 2013), suggesting that extinction learning may probe common
pathological circuits across these disorders. Impairment in these processes is further
supported by imaging research showing impaired function and structure of the
ventromedial prefrontal/orbitofrontal cortex in PTSD subjects, which are structures
known to be central to fear extinction learning and memory (Shin et al. 2006).
Recent research suggests involvement of these areas in safety signal learning as well
(Jovanovic et al. 2013). Finally, more recently, these paradigms have been utilized in
healthy controls or PTSD patients to serve as proof of concept tests for novel
treatments for fear-related disorders such as PTSD, with recent or ongoing tests of
cannabinoid agonists (Rabinak et al. 2013), oxytocin (Acheson et al. 2013), glu-
cocorticoids (de Quervain et al. 2011), and dopamine agonists (Haaker et al. 2013),
among others. It remains to be determined how predictive these paradigms will be
for treatment efficacy; however, this is an exciting avenue for PTSD drug discovery.

4 Psychophysiological Markers of Risk for Developing
PTSD Following Trauma

Trait Markers: Given that elevated physiological reactivity is a common finding in
those with current PTSD, researchers have explored the possibility that this elevated
reactivity might serve as a marker of risk prior to or immediately following the
traumatic experience. Several studies examined the relationship between HR shortly
following trauma and later development of PTSD and found that elevated HR
following trauma predicted development of PTSD symptoms (Bryant et al. 2000;
Kassam-Adams et al. 2005; Shalev et al. 1998; Zatzick et al. 2005; Kuhn et al.
2006; Gould et al. 2011). Though numerous exceptions have been reported
(Blanchard et al. 2002; Buckley et al. 2004; Ehring et al. 2008; Roitman et al. 2013;
Price et al. 2014). In a related study, Suendermann et al. (2010) found that HR
response to trauma-related images in motor vehicle accident survivors 1 month after
trauma predicted PTSD severity at 6 months after trauma. The inconsistency in
these findings may be due to the fact that cardiovascular activity assessed imme-
diately post-trauma in the ambulance or emergency department may be subject to
too many contextual variables, methodological inconsistencies, or ceiling effects
that may limit reproducibility of findings. Newer technology allowing for ambu-
latory monitoring in the days following trauma (see below) may prove more useful
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in determining at which time points and under what circumstances post-trauma HR
may be most predictive of future PTSD.

While these studies of peri-traumatic HR suggest potential clinical utility as a
marker of risk in traumatized individuals, they tell us little about who might be at risk
for trauma before the event happens. Toward answering this question, Pitman et al.
(2006) examined HR responses to a series of loud tones in Vietnam veterans with
PTSD and their non-combat-exposed monozygotic twins. Only the twin with PTSD
showed elevated HR response relative to combat-exposed veterans without PTSD
and their non-exposed twins, suggesting that elevated HR response is an acquired
sign of PTSD rather than a risk factor. However, further longitudinal studies where
HR response is measured prior to trauma will be necessary to definitively rule out
HR as a prospective marker of risk for PTSD. Pole et al. (2009) measured a number
of physiological indices (startle, electrodermal response, HR) in response to startling
tones under conditions of varying contextual threat (low, medium, and high threat of
electrical shock) in new police academy cadets. These cadets were then later
assessed for PTSD symptoms following one year of police work. They found that
elevated startle measured by eyeblink EMG (with appropriate sampling rate), ele-
vated electrodermal response, and slower habituation of the electrodermal response
predicted PTSD symptom severity, but that HR response did not. Further, the
associations between physiological reactivity and PTSD severity varied as a con-
dition of the contextual threat: Greater electrodermal response was associated with
PTSD symptom severity under low and high threat, and eyeblink EMG under
medium threat was associated with symptom severity. These findings support the
hypothesis that increased physiological reactivity to threat may be a useful marker
for understanding biological mechanisms of PTSD risk.

Markers of Fear and Anxiety Constructs: Little is known about how abnor-
malities in safety learning and fear extinction may function as preexisting markers
of risk for PTSD. A recent study found that impaired ability to inhibit fear-
potentiated startle responding in the presence of a safety cue was associated with
PTSD symptoms 2 and 9 months after combat-related trauma (Sijbrandij et al.
2013). These findings suggest that impaired safety signal learning may be important
in predicting the maintenance of PTSD symptoms over time. It is not clear, how-
ever, whether reductions in safety signal learning predict PTSD prospectively.
Investigators have also begun to look at impaired fear extinction processes as risk
factors for developing PTSD following trauma. A twin study of combat-related
PTSD by Milad et al. (2008) suggested that reduced recall of fear extinction
memory is an acquired sign of PTSD rather than a preexisting risk factor. Guthrie
and Bryant (2006) examined initial fear extinction learning of an aversively con-
ditioned corrugator EMG response in a sample of firefighter trainees. They found
that slower extinction while in training predicted PTSD severity after later exposure
to trauma. Lommen et al. (2013) showed similar effects in a sample of Dutch
combat veterans, though they only assessed explicit contingency awareness rather
than physiological response. Further prospective–longitudinal studies assessing
both habituation and extinction prior to trauma are needed to confirm whether or not
these are robust markers of PTSD risk.
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Summary of Risk Markers: While peri-traumatic physiological response may
provide some information regarding who is at risk for developing chronic PTSD,
more research is needed to solidify the extant findings and to link elevated phys-
iology following trauma to specific biological changes underlying chronic disorder.
Much less is known about using physiological markers to predict risk for PTSD
prior to traumatic experience, though the results of Pole et al. (2009) provide
promising avenues for future research in this area and suggest the possibility of
achieving superior prediction by the integration of multiple psychophysiological
domains into a single marker for risk. Knowing who is at risk for PTSD prior to
trauma may have utility for screening of soldiers and first responders such as
firefighters and police officers. Identification of pretrauma risk factors that are
modifiable can inform prevention efforts in these and other populations at high risk
for trauma exposure and may also point toward fruitful targets for novel treatment
efforts.

5 Future Areas of Application for Psychophysiological
Research

Psychophysiological Markers of Treatment Response: Beyond serving as markers
of PTSD state or risk for developing the disorder, psychophysiological outcomes
may have potential to provide objective markers of treatment response. This utility
is particularly relevant as the NIMH now requires treatment studies to include
biological and/or physiological markers along with standard symptom scales. To
date, however, relatively few studies have made use of physiological outcome
measures. To our knowledge, there are no reports of psychophysiological responses
in PTSD patients during standard pharmacotherapies, e.g., serotonin reuptake
inhibitors. Two recent studies using psychotherapy have included physiological
markers. Robinson-Andrew et al. (2014) assessed potentiated startle responding in
the presence of trauma-related visual cues in a small number of combat veterans
with PTSD before, during, and after either prolonged exposure or “present-centered
therapy” treatment. Treatment responders showed a dynamic pattern of increasing
and then decreasing startle potentiation across treatment, while non-responders did
not change. In another recent study, Rothbaum et al. (2014) compared the effects of
d-cycloserine, alprazolam, and placebo on response to 5 sessions of prolonged
exposure therapy for PTSD. Outcomes consisted of both self-reported diagnostic
assessments as well as potentiated startle response to trauma-related images. The
patients receiving d-cycloserine showed significantly lower startle potentiation
post-treatment, and magnitude of startle reduction was associated with self-reported
treatment response in this group only. However, groups did not differ on self-
reported response to the treatment overall. There is no research yet on treatment
effects on PTSD-related constructs of fear extinction or safety signal learning.
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One earlier area of study where psychophysiological outcomes appeared
promising was in predicting potential prophylactic efficacy of propranolol, a beta-
adrenergic receptor antagonist. Pitman et al. (2002) originally showed that
propranolol given immediately after trauma reduced physiological arousal (HR,
electrodermal response, facial EMG) to script-driven traumatic imagery 3 months
later, as well as showing a nonsignificant trend toward reduced PTSD symptom
severity 1 month following trauma. In a larger study, Hoge et al. (2012) showed
mixed results when propranolol or placebo was given to emergency department
patients for 19 days following trauma. In “high-medication adherence” subjects,
those who took the active drug showed reduced physiological reactivity to trauma
imagery across three domains (electrodermal response, HR, lateral frontalis EMG)
at 1 month following trauma relative to those who received placebo. However, this
difference was not found at 3 months post-trauma, nor was there an effect of
treatment on PTSD symptoms. Given the very mixed literature for treatment effi-
cacy of propranolol as a prophylactic treatment for PTSD (Vaiva et al. 2003; Stein
et al. 2007; McGhee et al. 2009), the predictive validity of psychophysiological
measures for propranolol prevention of PTSD symptoms is inconclusive. Current
studies have now shifted to examination of propranolol effects on memory recon-
solidation in PTSD patients (www.clinicaltrials.gov), based in part on recent
findings that propranolol given immediately after reactivation of the trauma
memory via script preparation reduces physiological responding to the same script
one week later (Brunet et al. 2009).

Psychophysiological outcomes have also seen limited use in studies investigating
potential novel treatments. Jovanovic et al. (2011) showed that dexamethasone
treatment reduces fear-potentiated startle in PTSD patients, suggesting that this
treatment could reduce physiological symptoms of fear in these patients. These
results provide preliminary support for the predictive validity of fear-potentiated
startle in PTSD, since glucocorticoid agonists may reduce PTSD symptoms (Aerni
et al. 2004; Steckler and Risbrough 2012). An ongoing study is also assessing the
efficacy of corticotropin-releasing factor receptor antagonist treatment on both PTSD
symptoms and fear-potentiated startle (Dunlop et al. 2014). We expect that more
studies will utilize this complementary approach of physiological and self-report
measures to assess treatment efficacy in the future.

Overall, psychophysiological outcomes have not been utilized in treatment
studies and thus remain largely untested for sensitivity to treatment effects for PTSD.
An important caveat is that some studies have shown a pattern of treatment-induced
reductions in psychophysiological arousal, but not in self-reported PTSD symptom
severity. This pattern of findings suggests several possibilities. First, psychophysi-
ological alterations may not be powerful enough to generalize into symptom change
per se (e.g., Hoge et al. 2012). Second, psychophysiological alterations may be one
of the several potential mechanisms of change occurring within the same treatment
protocol (e.g., Rothbaum et al. 2014). These conclusions suggest that psycho-
physiological assessment may be used as an objective marker of treatment response
and have utility in elucidating mechanism/process of change that may vary across
subjects being treated with the same protocol. Further, psychophysiological
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assessment may have utility for understanding which patients may benefit from
among several treatment modalities aimed at the same overt condition (Aikens et al.
2011). More research is required before this approach can be considered a realistic
possibility in the near term.

Consideration of Mild Traumatic Brain Injury (mTBI) in Psychophysiological
Investigations of Trauma-related Pathology: Many of the traumatic experiences that
might result in development of PTSD (motor vehicle accident, physical assault,
combat) also involve potential for physical harm. The large numbers of blast-related
injuries coming out of the wars in Iraq and Afghanistan (Hoge et al. 2008) have
brought into recent focus the potential relationship between mTBI and PTSD. A
prospective study of service members deployed in these conflicts suggests a strong
association between deployment-related mTBI and post-deployment PTSD symp-
toms (Yurgil et al. 2014). These findings suggest that mTBI may need to be con-
sidered as an important factor in assessing psychophysiological outcomes in PTSD,
similar to its potential effects on neurocognitive symptoms in PTSD (Vasterling et al.
2009, 2012). Little research has been conducted on how mTBI affects the physio-
logical markers discussed here, with the exception of HRV. HRV is reduced in some
TBI patients, with alterations related to time since injury and injury severity (Keren
et al. 2005; Baguley et al. 2006). One study in active duty marines with PTSD
suggests that HRV is reduced in PTSD subjects even when controlling for TBI
although TBI was also independently associated with reduced HRV (Minassian et al.
2014). Williamson et al. (2013) have suggested that in cases of mTBI-induced
damage to white matter tracts involved in emotional behavior (e.g., uncinate
fasciculus and the anterior limb of the internal capsule) may cause disruption of top-
down control of autonomic nervous system activity reflected in psychophysiological
measurements. These forms of disruption could also explain the higher risk for
development of PTSD in individuals exhibiting mTBI (Yurgil et al. 2014). Inter-
estingly, recent animal studies have also supported that mild TBI could result in
sensitization of fear learning processes (Heldt et al. 2014). Thus, mTBI should be
carefully considered in future assessments of PTSD-related physiology, particularly
in abnormalities of cortical-mediated inhibitory processes and fear learning con-
structs, to understand its modulating or mediating role in psychophysiological
abnormalities in PTSD.

Wearable Physiological Monitoring Technology: Although the specific physio-
logical abnormalities linked to trauma symptoms are becoming more clear as
reviewed above, one of the next steps for the field is to determine whether these
measures can translate to clinical applications, such as prediction of symptom
development, symptom class, and/or treatment response. Moving these measures to
clinical applications faces significant hurdles, one of which is the development of
more usable devices that are not dependent on narrow laboratory-specific parameters
or expensive and complicated hardware. One potential area for psychophysiology
variables in mental health in the future is use of “wearable” devices in subjects that
have experienced, or at risk for, trauma (Darwish and Hassanien 2011).
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There is a strong push both in private and academic medical sectors to imple-
ment wearable devices for a host of medical purposes including diabetes, cardio-
vascular disease management, cognitive therapy aids, and other lifestyle aids for
better wellness. Predictive psychophysiological variables relevant to PTSD phe-
notypes that may be conducive to wearable technology are measures of physical
activity via accelerometers (e.g., Fukukawa et al. 2004), sleep (Suzuki et al. 2014),
skin conductance (Rajan et al. 2012), HR and HRV (Billeci et al. 2014), EMG
(Grenier et al. 2012), and EEG (Zao et al. 2014). The development of these wea-
rables will enable assessment of dynamics of physiology in naturalist settings, at
rest (i.e., sleep) as well as during stress. These devices may help answer the
question of which physiological variable, or combination of variables, might be
able to predict development of PTSD symptoms after trauma exposure (e.g., after
discharge from the ER/hospital). Another question is if physiological markers are
sensitive to treatment, and when in the recovery process does this happen (i.e.,
could these markers serve as early predictors of treatment response?). Many of
these variables are not “static,” for example, longer-term assessment of sleep var-
iance across multiple nights will enable a much more comprehensive picture than
can feasibly be obtained in laboratory settings. Similarly, HRV over long time
periods will provide greater fidelity in the assessment of cardiovascular changes
after trauma. Some wearable devices may also be utilized in “at-risk” populations,
such as rescue service and military personnel, to develop algorithms of risk based
on physiological response and recovery after trauma exposure. This approach is
currently being examined in the military (Tharion et al. 2013). However, a number
of hurdles must be considered in terms of feasibility/practicality of the technology,
the data quality, storage capacity, and of course the ethical component of resulting
data being used or stored improperly.

One example of current status of technology is assessment of continuous HR.
HRV can now be obtained via sophisticated wearable devices (e.g., pulse oximeter
introduced into a wrist watch) over long periods of time with little burden to the
subject. However, technical challenges must be addressed, including the high
sampling rate needed for HRV assessments that can produce power and data storage
limitations for continuous monitoring. Data quality is also affected significantly by
movement artifact for many of these devices. Thus, despite significant promise,
many technical limitations must be addressed before these devices will produce
reliable physiological assessments for utility in prediction and intervention.

6 Conclusion

As discussed above, there are now a number of well-validated physiological phe-
notypes that are reliable across multiple studies/laboratories, including increased and
poorly inhibited physiological responses to threat (electrodermal and EMG), as well
as altered HRV. We are just now beginning to understand these measures in a larger
context of symptom domains, as well as comorbid symptoms (depression, TBI, etc.).
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Much more work is needed, however, to refine these phenotypes in terms of specific
associations with PTSD symptoms versus other anxiety disorders and comorbid
symptoms (depression, TBI). Importantly, many of these phenotypes are now well
mapped to circuitry that supports translational research across species for mecha-
nisms driving these phenotypes, which will support development of novel treatment
targets. To this end, psychophysiological measures are increasingly being used as
complementary measures for integration with both self-report and other biological
assessments (e.g., blood-based or genetic markers). We expect much more research
in the years to come with these tools for objective assessment of treatment outcome.
Finally, in the long term, wearable technology could accelerate the feasibility of
these markers as tools to identify risk and symptom development in clinical settings.
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Physiological Aberrations in Panic
Disorder

Wenzel Schicho and Oliver Pogarell

Abstract Panic disorder is a frequent and clinically relevant medical entity with a
high lifetime prevalence and significant impact on psychosocial stability and
function. Regarding the clinical presentation, there are obvious similarities in
paroxysmal neurological disorders such as seizures and focal epilepsies. In this
context, the detection of EEG abnormalities during the attacks or in asymptomatic
intervals, continuously or rhythmical, is of significant interest. Likewise, isolated
epileptic discharges (IEDs) are important components of epilepsy. On the other
hand, IEDs are also common in non-epileptic psychiatric patients. It is not known
exactly which role IEDs play in the genesis of behavioural aberrations. In this
chapter, attention is directed towards this issue and its relevance to managing
psychiatric patients suffering from panic disorder (PD), as well as understanding the
complex relationship between IEDs and the pathophysiology of PD. Two main
conclusions are being proposed. First, patients suffering from PD may show a
higher rate of unspecific EEG abnormalities and increased beta power, pointing to a
state of hyperarousal. Secondly, if first-line treatment of PD fails, the use of anti-
epileptic drugs (AEDs) should be considered. There is enough evidence to suggest
that IEDs play a significant role in the genesis of PD and that this relationship is far
from clear, warranting more research in this field. This article gives an overview of
the current literature on the pathophysiology of PD, including studies on altered
microstates, coherence imaging and alpha asymmetry.
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1 Introduction

With a lifetime prevalence of about 3–4 % (Jacobi et al. 2004), panic disorder
(PD) is a rather common medical entity (Hirschfeld 1996; Asnaani et al. 2010;
Skapinakis et al. 2011). Episodes of intense fear occurring more than once a week
for at least one month are the key feature of PD, but also feelings of derealisation
or depersonalisation and miscellaneous autonomic symptoms such as palpitations,
nausea, sweating or chest pain are associated with PD (Ham et al. 2005; Hurley
et al. 2006). Panic attacks (PA) can result in agoraphobia with severe psychosocial
and economic consequences (Boutros et al. 2013a, b). In the clinical routine, it can
be difficult to distinguish PA from anxiety attacks in the context of epileptic fits,
since there is a significant overlap of these two entities concerning their diagnostic
criteria according to DSM-V and ICD-10 (Mintzer and Lopez 2002; Beyenburg
et al. 2005). Especially, patients diagnosed with partial seizures originating from
temporal structures are likely to present symptoms resembling those of a PD
(Adamaszek et al. 2011). Because the limbic system comprises important neural
networks involved in the processing of fear and related emotions, it is likely that
abnormal synchronous activity induced by epileptic seizures in this area leads to
symptoms which are indicative of PA (Hurley et al. 2006; Ray et al. 2007).
Patients with seizures or epilepsy suffering solely from so-called ictal fear
accompanied by autonomic symptoms can easily be misdiagnosed with PD
(Wieser 1983; Young et al. 1995; Sazgar et al. 2003). Kanner (2011) provided a
detailed overview of how to clinically distinguish ictal panic, PA and postictal
panic. However, he states that apart from clinical observations, EEG, neuroim-
aging and the assessment of prolactin levels can be of additional help in the
diagnostic process (Kanner 2011).
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2 Electrophysiology Studies in Anxiety Disorders and Panic
Disorder: EEG

Regarding the differential diagnosis PD versus epilepsy, there have been reports on
several patients with a PD, showing characteristics of abnormal synchronous cerebral
activity or even epileptiform discharges in scalp EEG, but no other traces of an
underlying epileptic entity (Jabourian et al. 1992; Gallinat et al. 2003; Avoli et al.
2005). Up to now, clinicians tend to think in a dichotomous way whether a panic
attack is of psychiatric origin or a seizure disorder. But there are cases where even
extensive workup fails to resolve this dichotomy. It is being discussed that the
underlying pathology of PA could be abnormal hyperexcitability which fails to
generate potentials large enough to be detected on the scalp (Boutros et al. 2013a, b).
Given the relatively high false-negative rate of scalp EEG in detecting epileptic
discharges (Boutros 2010), it should be considered that what we see in the standard
scalp EEG is only the ‘tip of an iceberg’ (Boutros et al. 2013a, b).

Weilburg et al. (1993) reported on two patients with atypical PA while their
EEGs were being monitored. Focal paroxysms of sharp wave activity appeared in
the EEG coinciding with a spontaneous onset of panic attack symptoms in both
patients (Weilburg et al. 1993). Consciousness was maintained during these epi-
sodes. Later, the same group reported on 15 subjects with atypical PA who met
DSM-IIIR criteria for PD and who underwent a routine EEG followed by prolonged
ambulatory EEG monitoring using sphenoidal electrodes (Weilburg et al. 1995).
They found focal paroxysmal EEG changes consistent with partial seizure activity,
which had occurred during PA in 33 % (N = 5) of the subjects. It is important to
note that multiple attacks were recorded before panic-related EEG changes were
demonstrated. Moreover, two of the five subjects with demonstrated EEG abnor-
malities during PA had perfectly normal baseline EEGs. Weilburg et al. concluded
that it would be necessary to monitor the EEG during multiple attacks in order to
reveal an association between atypical PA and epileptiform EEG changes. This
conclusion is in agreement with a report from Jabourian et al. (1992). They per-
formed 24-h ambulatory EEGs in a population of 300 non-epileptic outpatients with
an anxious and depressive pathology and subjects with PA. The recordings revealed
a high prevalence of abnormalities in subjects diagnosed with PD. Two groups of
150 medication-free patients each had been selected on the base of DSM-IIIR, one
with PA and the other with depressive patients without paroxysmal anxiety (DS).
The results showed 62.3 % abnormal records in the PA group, while in the DS
group, 74.5 % of the records were normal. Epileptiform abnormalities were four
times more frequent in the PA group (80 %) than in the DS group (20 %). MRI
allowed the discovery of abnormal cerebral images in 3 patients of the PA group
(cyst of the insula, temporal and parietal cryptic angiomas, sequelae of a parietal
vasculo-cerebral stroke) (Jabourian et al. 1992). Gallinat and Hegerl (1999)
reported on a patient presenting with anxiety and clear PA who intermittently
showed bitemporal spikes and spike wave complexes in scalp EEG recordings. The
treatment with valproic acid led to a normalisation of the EEG and a remission of
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psychopathology. They reviewed similar cases in the literature and concluded that
at least in a subgroup of patients with PA and PD, their psychopathology could be
related to epileptiform activity within the limbic system, but that the confirmation of
this association was difficult, since discharges of the limbic system in the depth of
the brain often cannot be detected in scalp EEG recordings. Nevertheless, thera-
peutic trials with antiepileptic drugs (AEDs) such as valproate seemed to be a
reasonable approach (Gallinat and Hegerl 1999).

Vaaler et al. (2009) extended the research field from PD to a condition they
called acute unstable depressive syndrome (AUDS). They compared EEGs and
MRIs of 16 patients diagnosed with AUDS to 16 controls diagnosed with major
depressive episodes according to DSM-IV. They also found that short-lasting
atypical depressive symptoms seemed to be associated with a high frequency of
epileptic and pathologic EEG activity (Vaaler et al. 2009).

3 Resting State EEG: Microstates and Alpha Asymmetry

A normal stimulus processed in a pathological way can lead to PA in patients
suffering from PD. By analysing resting state EEGs from both PD patients and
healthy controls, it could be elucidated how pre-activated fear-associated networks
were involved in this aberrant processing of normal stimuli. Kikuchi et al. (2011)
analysed resting state EEGs of 18 drug-naive patients and 18 healthy controls using
features of transiently stable brain states, so-called microstates, which correlate
significantly with resting state networks assessed by fMRI (Britz et al. 2010; Van de
Ville et al. 2010; Kikuchi et al. 2011). It could be observed that some microstate
classes differ between healthy controls and PD patients, indicating that some brain
functions are already altered during resting state, which may lead to a dysfunctional
processing of phobic stimuli (Kikuchi et al. 2011).

Gordon et al. (2010) assessed resting brain laterality in six clinical disorders in
order to obtain a more fine-grained image of the utility of alpha asymmetry as a
diagnostic and treatment predictive marker. Their results showed that alpha
asymmetry may be of more clinical utility as a biomarker for schizophrenia and
depression but less so for PD, since the PD group did not show any significant
deviance in alpha asymmetry compared to the healthy control group (Gordon et al.
2010).

4 qEEG, MEG and Coherence Analysis

Clark et al. (2009) provided a systematic, evidence-based review of the field of
electrophysiology in anxiety disorders, characterising the clinical value of EEG and
quantitative EEG (qEEG) in the diagnostic process (Clark et al. 2009). It was
summarised that qEEG studies in PD indicate symptom-based abnormalities on
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basal levels of cortical arousal during waking. In patients not presenting with
symptoms of depersonalisation and/or derealisation resting cortical hyperarousal
with decreased power in lower frequencies and increased power in the beta range
could be detected, while in patients with the aforementioned symptoms, lower
frequency power was increased. This could point to a hyperarousal basal state
(Clark et al. 2009). Furthermore, it was stated that in patients with PD, habituation
seems to be altered, which had already been shown in studies analysing event-
related potentials (ERP). It was also mentioned that these alterations could be
associated with brainstem pathology and with subsequent early processing of
sensory stimuli (Clark et al. 2009).

Engelbregt et al. (2012) reported on a patient suffering from specific phobia
similar to agoraphobia with PD. Panic was specifically triggered by leaving the
patients domicile, so an EEG was obtained while the patient was provoking
the initiation of a panic attack by driving a car out of his hometown. Similar to the
aforementioned findings, the EEG showed an increase of frontal beta activity and
decrease in frontal–central theta activity during the panic attack (Engelbregt 2012).
It is hypothesised that panic could induce changes in functional connectivity pat-
terns in several brain areas including frontal brain, temporal and parietal cortex and
subcortical regions, referring to an earlier resting state fMRI study (Dieler et al.
2008; Engelbregt 2012).

Coburn et al. (2006) stated that the qEEG literature on anxiety disorders is small
and unimpressive regarding clinical utility, but they also suggested that qEEG may
become an important research tool and in the future an important clinical tool
(Coburn et al. 2006).

Boutros et al. (2013a, b) reported on a 33-year-old patient with PA and auto-
nomic symptoms such as stomach pain and fainting. The treatment with bupropion,
alprazolam, paroxetine and clonazepam did not decrease the PAs; on the contrary,
the two latter substances even worsened the patient’s complaints. No EEG corre-
lates could be found during the PA. Extensive workup, including qEEG utilising
low-resolution electromagnetic tomographie (LORETA), a PET-Scan and mag-
netencephalography (MEG), pointed to multiple loci of cerebral involvement
suggesting the presence of an epileptic process (Boutros et al. 2013a, b). MEG is
said to be more sensitive in detecting epileptic discharges in comparison with EEG
(Lewine et al. 1999; Lin et al. 2003) and allows the detection of extremely high
coherence values in various brain regions in close proximity to each other. Previous
studies demonstrated that focal epileptic activity is associated with increased
coherence between pathologically altered and other brain regions (Towle et al.
1999; Elisevich et al. 2011). Considering that these findings indicate that in this
case of PD there could be an underlying subclinical epileptic process, gabapentin
was added to the regimen and led to a decrease in the number of PA (Boutros et al.
2013a, b).

In another study, Boutros et al. (2013a, b) investigated the presence of increased
coherence in the limbic frontotemporal regions in patients suffering from PD and
was indeed able to show that coherence imaging values were significantly higher in
PD patients than in healthy controls (Boutros et al. 2013a, b). These findings could
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be of importance in choosing the right treatment for the population of patients with
PD and increased coherence values, assuming that they would favourably respond
to benzodiazepines or AEDs. This is of special importance considering the fact that
the treatment strategies available today for PD are only successful in approximately
half of the affected subjects (Doyle and Pollack 2004).

5 Panic Disorder and Epilepsy

Toni et al. (1996) compared symptoms of PA to those of temporal lobe complex
partial seizures showing a significant overlap (Toni et al. 1996). The study claims to
be the first to focus on psychosensorial and related phenomena in PD with ago-
raphobia and derealisation/depersonalisation (PDA-DD) in comparison with com-
plex partial epilepsy with depersonalisation/derealisation (CPE-DD). The findings
show that most features of DD are present in both groups with no significant
difference, with the exception for the feeling that one’s limbs are unreal (signifi-
cantly higher in the PDA-DD group) and space or temporal disorientation (sig-
nificantly higher in the CPE-DD group). It is also stated that hallucination was the
main feature to fully discriminate PDA from CPE patients, as hallucinations were
not traced in PDA patients (Toni et al. 1996). In conclusion, already in this article it
is said that the broad overlap of symptoms of CPE and PDA makes a common
neurophysiological substrate of both entities likely, but it has yet to be defined.

Deutsch et al. (2009) reported on a 34-year-old woman with a long history of
anxiety attacks together with depersonalisation, derealisation and internal deroga-
tory voices, frightening imagery and suicidal ideation. EEG and MRI results were
found to be normal, but temporal lobe epilepsy (TLE) was considered to be a
differential diagnosis because the patient did not respond to the first-line treatment
of PD. Similar to the aforementioned cases, the patient responded rapidly and
dramatically to carbamazepine (Deutsch et al. 2009).

Gerez et al. (2011) reported on two cases diagnosed with PD, who partially
responded to first-line treatment such as SSRIs and psychotherapy. After having a
panic attack with minimal EEG alterations, both cases developed a clear ictal EEG
pattern associated with strong fear content. LORETA analysis revealed increased
activity in the right amygdala during panic symptoms, demonstrating the major role
of amygdalar hyperactivity in both fear-related conditions (Gerez et al. 2011) and
underlining the long debated relationship of PD and TLE (Alvarez-Silva et al.
2006). Again, the most conclusive evidence came from treatment response as both
patients were panic-free under carbamazepine.

Two possible anatomical locations seem to be strongly involved in the gener-
ation of panic symptoms:

• The amygdala is an almond-sized (about 1-inch long) brain structure which has
long been linked to the experience of fear and emotional states in general.
Electrical stimulation of the medial temporal structures, and more specifically
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the amygdala, predictably induces experiential feelings and mainly fear (Gloor
et al. 1982). Amygdala source panic is likely to be characterised by a dominance
of fear, with other autonomic symptoms following either secondary to the
development of epileptic activity or as a psychological reaction to fear
(Kalynchuk 2000; Keele 2005). The two cases reported by Gerez et al. (2011)
demonstrated the close link between seizures originating from the mesial tem-
poral structures and panic symptoms, with amygdala hyperactivity underlying
both phenomena (Gerez et al. 2011). When the amygdala is electrically stim-
ulated in awake humans (usually during epilepsy workup or surgery), fear is the
most commonly generated experience (Meletti et al. 2006). The stimulation of
even close structures such as the hippocampus (with avoiding an amygdala
involvement) leads to far fewer fear reactions. This group also pointed to a
gender difference in the reaction to the electrical stimulation of the amygdala,
with women more likely to experience fear (Meletti et al. 2006). In addition, the
stimulation of both amygdalas (right and left) leads to different responses. The
electrical stimulation of the right amygdala induced negative symptoms, espe-
cially fear and sadness, while the stimulation of the left amygdala induced either
pleasant (e.g. happiness) or unpleasant (e.g. fear, anxiety, sadness) sensations
(Lanteaume et al. 2007).

• The insula is located deep within the Sylvian fissure beneath the frontal, parietal
and temporal opercula. The insula has been long associated with visceral
functions and is responsible for integrating autonomic information. The insula
has wide connections with the neocortex, basal ganglia, thalamus and the
amygdala among other limbic structures. This wide connectivity explains the
varied symptoms of seizures originating from this region (Nguyen et al. 2009).
It is important to highlight that epileptic activity emanating from this small and
deep region is unlikely to be detected by standard scalp EEG. Insular temporal
cortex source PA begin with autonomic symptoms and fear following either
secondary spread of epileptic activity or a conditioned response to the experi-
ence of sudden and usually unprovoked autonomic activation (Nguyen et al.
2009).

6 Theoretical Consideration

Whether IEDs can be associated with actual clinical manifestations such as fear or
autonomic responses is unknown, but it is a very important question for a number
of reasons. Firstly, an IED lasts only a fraction of a second, whereas a typical panic
attack can last several minutes. The current requirements to diagnose a panic attack
as an actual seizure are difficult to meet. The American Academy of Neurology
requires that for any behaviour to be labelled a seizure, evidence for ongoing ictal
activity during the behaviour must be documented on a simultaneous EEG/video
monitoring. If a single or a short run of IEDs can indeed induce or spark a panic
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attack, more research is needed to understand how a very short-duration event can
induce a (usually) much longer experience. In fact, the relationship between the
presence of epileptic discharges in the amygdala or insular regions and the emer-
gence of panic symptoms is likely to be much more complex than the simple notion
of an electric stimulus activating the function of a particular brain region. This is
exemplified by the reports of Mintzer and Lopez (2002) showing panic symptoms
getting worse after epileptic lesions were surgically removed (Mintzer and Lopez
2002). Some evidence is beginning to accumulate that abnormal discharges may be
causing disturbances in the workings of the fear neural circuitry (Bartolomei et al.
2005). The group provided evidence that during ictal activity associated with
intense emotional alterations, a significant decrease in synchrony between signals
recorded from the neural networks known to be involved in emotional processing
was present. In particular, loss of synchrony between the orbitofrontal cortex and
the amygdala was noted (Bartolomei et al. 2005). The authors suggested that the
disconnection releases the amygdala from the inhibitory control of the frontal lobe,
allowing usually suppressed fear to emerge. Furthermore, Kellett and Kokkinidis
(2004) suggested conditioning the epileptic discharges to fear experiences to be a
prerequisite for the development of panic symptoms. They showed that animals
failed to demonstrate fear-potentiated startle responses when electrical stimulation
of the amygdala was unconditioned (Kellett and Kokkinidis 2004). This would
explain why not all individuals with epileptic spikes in this location develop PA.

The proper neurochemical state for developing conditioned fear may also be a
prerequisite. The dopamine-containing ventral tegmental area (VTA) is known to
be activated by threatening environmental stimuli and has been shown to be an
important variable related to neural excitability of the amygdala (Gelowitz and
Kokkinidis 1999).

7 Conclusion

According to the EEG literature, patients with PD or PA present with a higher rate
of unspecific EEG abnormalities, including paroxysmal EEG changes or epileptic
discharges. QEEG studies showed differences between groups of PD patients and
healthy controls related to the fear-associated networks, and PD patients may show
increased beta power which could be in line with a state of hyperarousal. Regarding
the association of PD and epilepsy, there are reports that ictal EEG patterns and
epileptic discharges can be associated with symptoms of fear and panic. Thus, if
pharmacological treatment approaches with SSRI, TCA, MAO inhibitors and
psychotherapy do not lead to a clinical amelioration in patients suffering from PD,
the use of AEDs, especially carbamazepine and valproic acid, should be considered
(Adamaszek et al. 2011). Boutros et al. (2014) recently gave a comprehensive
review of the current literature on the predictive value of IEDs for a favourable
therapeutic response to AEDs in non-epileptic patients (Boutros et al. 2014). They
found that the number of controlled studies in this field was extremely small and the
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majority of citations found were single case reports or case series. Another problem
is that the clinical significance of IEDs is mainly discussed in neurology (Gorji and
Speckmann 2009), but often unrecognised and rarely studied in psychiatry (Boutros
2009). Therefore, clinicians caring for psychiatric patients need to develop the
necessary skills to be able to interpret results from advancing neurodiagnostic
technologies (Boutros et al. 2013a, b). Psychiatric clinicians need to be more
familiar with electroencephalography, its advantages as well as its limitations. More
research is needed in this field to better define indications, adequate EEG workups,
best AEDs to be used and optimal durations of treatment (Boutros et al. 2014).
Multimodal EEG approaches, including resting and long-term recordings, and
simultaneous video-EEG-recordings should be considered during the diagnostic
workup of PD patients (Adamaszek et al. 2011). With recent developments in the
investigation of altered synchronous neuronal activities (such as the combination of
EEG/fMRI or MEG and coherence or microstate analysis), there are a couple of
promising techniques emerging which may be helpful to better understand the
underlying neurophysiologic mechanisms of PD in the future (Ray et al. 2007;
Jacobs et al. 2009; Adamaszek et al. 2011).
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Physiological Correlates of Psychopathy,
Antisocial Personality Disorder, Habitual
Aggression, and Violence

Christopher J. Patrick

Abstract This chapter reviews the existing literature on physiological correlates
of psychopathy, antisocial personality disorder, and persistent violence/aggression.
Coverage is provided of findings from studies utilizing peripheral, electrocortical,
and neuroimaging measures. The review begins with a discussion of how psy-
chopathy and antisocial personality are defined, and how these conditions relate
to one another and to violent behavior. A case is made that the relationships
psychopathy and ASPD show with violent and aggressive behavior, and similari-
ties and differences in associations of each with physiological measures of various
types can be understood in terms of symptomatic features these conditions have
in common versus features that distinguish them. Following this, an overview is
provided of major lines of evidence emerging from psychophysiological and
neuroimaging studies conducted to date on these conditions. The final section of the
chapter summarizes what has been learned from these existing studies and discusses
implications and directions for future research.
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1 Introduction

This chapter reviews what is known about physiological correlates of psychopathy,
antisocial personality disorder (ASPD), and aggression/violence based on findings
from studies employing peripheral, electrocortical, and neuroimaging measures. A
key theme of the review is that the relationships psychopathy and ASPD show with
violence and aggression can be understood in terms of diagnostic features these
conditions share and those that distinguish them. In turn, divergences in observed
physiological correlates of psychopathy as compared to antisocial personality and
aggression can be understood in terms of common and distinctive features.

The chapter is organized into three sections. The first discusses conceptions of
psychopathy and antisocial personality and their relations with one another and with
violent behavior. The second section provides an overview of major lines of evi-
dence emerging from psychophysiological and neuroimaging investigations of
these conditions that have been published to date. The third section summarizes
existing findings and discusses implications and directions for future research.

2 Phenotype Descriptions and Interrelations

2.1 Psychopathy and ASPD: Conceptions, Measures,
and Distinguishable Facets

Historic conceptions of psychopathy have emphasized reckless, unrestrained
behavior in conjunction with distinct affective–interpersonal symptoms including
shallow affect, lack of close relationships, and an appearance of psychological
stability (“a convincing mask of sanity”; Cleckley 1941/1976; see also Hare 1980,
2003; Lykken 1957). By contrast, the diagnosis of antisocial personality disorder
(ASPD) in the third and fourth editions of the Diagnostic and Statistical Manual of
Mental Disorders (DSM-III and IV; American Psychiatric Association (APA) 1980,
2000) focused predominantly on impulsive–antisocial tendencies—beginning in
childhood, and continuing on into adulthood—with limited representation of
affective–interpersonal features aside from deceptiveness and lack of remorse. The
DSM-IV conception of ASPD was maintained without revision in the main diag-
nostic codes part (Section II) of the latest, fifth edition of the DSM (APA 2013).
However, DSM-5 also contains a new dimensional system for characterizing per-
sonality pathology (in Section III, “Emerging Measures and Models”) that includes
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alternative trait-based definitions of certain personality disorders, including ASPD.
This trait-based definition provides more balanced coverage of affective–interper-
sonal and impulsive–antisocial features (Strickland et al. 2013; Anderson et al. in
press), and includes a trait-based specifier for designating a classically low-anxious,
socially efficacious (i.e., “primary psychopathic”; Karpman 1941; Skeem et al.
2007) variant of ASPD.

Alternative conceptions of psychopathy are embodied in differing contemporary
assessment instruments. The dominant inventory used with adults in clinical and
forensic settings is the interview-based Psychopathy Checklist-Revised (PCL-R;
Hare 2003). Adaptations have been developed for children and adolescents,
including an interview-based youth version (PCL-YV; Forth et al. 2003) and the
child-oriented Antisocial Process Screening Device (APSD; Frick and Hare 2001)
and Child Psychopathy Scale (CPS; Lynam 1997), which rely on informant ratings.
Various self-report instruments also exist for assessing psychopathy. Some are
patterned after the PCL-R, including Hare’s Self-Report Psychopathy Scale (SRP;
Williams et al. 2007), the Levenson Self-Report Psychopathy Scale (LSRP;
Levenson et al. 1995), and the Youth Psychopathic Traits Inventory (YPI;
Andershed et al. 2002). Others have been developed separately from the PCL-R. The
most widely used of these in recent years has been the Psychopathic Personality
Inventory (PPInv; Lilienfeld and Andrews 1996; Lilienfeld and Widows 2005).1

Subdimensions of psychopathy: A shift has occurred over the past several years
from the idea of psychopathy as a unitary entity to a view of psychopathy as
multifaceted—that is, as composed of distinguishable symptomatic subdimensions,
or factors. The PCL-R, for example, contains distinct affective–interpersonal and
impulsive–antisocial factors (labeled “1” and “2”, respectively) even though its
items were selected to index psychopathy as a unitary construct (Hare 1980). While
intercorrelated, these factors show differing relationships with various criterion
variables (Hare 2003; Patrick and Bernat 2009). PCL-R Factor 1 shows selective
associations with narcissism, instrumental aggression, and adaptive qualities such
as lack of anxiety or depression, whereas Factor 2 shows preferential positive
relations with reactive aggression, substance use problems, and suicidal behavior.
Factor 2 also accounts for the moderate-level relationship between the PCL-R and
ASPD diagnoses or symptoms; controlling for overlap with Factor 1, scores on
PCL-R Factor 2 are unrelated to ASPD (Verona et al. 2001).

Factor analyses of the PCL-R’s main childhood counterpart, the APSD, have
also revealed distinct callous–unemotional (CU) and impulsive/conduct problems
(I/CP) subdimensions. Children who score high on both appear average or above
average in intellect and show reduced reactivity to stressors, failure to learn from
punishment, and high levels of both reactive and proactive aggression, whereas
those high on the I/CP factor alone tend to be below average in intellect and show
heightened stress reactivity and emotional liability along with increased reactive

1 PPInv is used here in place of the more standard abbreviation PPI to avoid confusion with the
psychophysiological phenomenon of prepulse inhibition, also abbreviated PPI.
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(but not instrumental) aggression (Frick and Marsee 2006; Frick and White 2008).
These findings served as the impetus for inclusion of a “low prosocial emotions”
specifier for the diagnosis of conduct disorder in DSM-5—allowing for designation
of a callous–unemotional (i.e., “psychopathic”) variant of this child behavior
disorder.

Distinct subdimensions are also evident in all contemporary self-report inven-
tories for psychopathy. Like the PCL-R itself, inventories patterned after it have
correlated factors (e.g., Andershed et al. 2002; Levenson et al. 1995; Williams et al.
2007). By contrast, the PPInv—which was developed to index basic trait disposi-
tions associated with psychopathy without specific requirements for convergence—
has two higher-order factors that are largely uncorrelated. These factors, labeled
fearless dominance and impulsive antisociality by Benning (2005a), show differ-
ential relations with criterion variables in domains of self-report, interview based
assessment, and physiology (for a review, see Patrick and Bernat 2009). Notably,
the PPInv contains one subscale, Coldheartedness, which fails to load appreciably
on either of these factors—instead emerging as a separate subdimension in struc-
tural analyses (Benning et al. 2003). As discussed further below, this subscale
appears to index callous–unemotionality or meanness more exclusively than the
other subscales of the PPInv.

Subdimensions of ASPD: The childhood criteria for ASPD in Section II of DSM-
5 mirror those for conduct disorder (CD) and include aggressive and destructive
behaviors along with theft/deceptiveness and non-aggressive rule-breaking acts.
Factor analyses of the CD diagnostic criteria (e.g., Frick et al., 1991; Tackett et al.
2003) have shown that the aggressive and rule-breaking symptoms define separate,
albeit correlated factors. Follow-up twin studies have demonstrated differing
sources of genetic and environmental influence for these factors (Tackett et al.
2005; Kendler et al. (2013), with the proportion of symptom variance attributable to
genes higher for the aggressive than the rule-breaking factor (see review by Burt
2009). Evidence for two distinct factors underlying the adult symptoms of ASPD—
a disinhibition factor encompassing tendencies toward impulsivity, irresponsibility,
and deceitfulness and an aggressive-disregard factor reflecting irritability/aggres-
siveness, reckless behavior, and lack of concern for self or others—has also been
reported Kendler et al. (2012). Paralleling findings for the subdimensions of CD,
these adult ASPD factors appear to reflect differing sources of genetic influence.

Clarifying relations among differing psychopathy measures and ASPD: The
Triarchic model. The Triarchic model of psychopathy (Patrick et al. 2009) was
advanced as a framework for integrating alternative conceptions, organizing find-
ings pertaining to psychopathy subdimensions, and guiding research on neuro-
biological correlates and etiologic influences. The model characterizes psychopathy
as encompassing three distinct but intersecting symptomatic (phenotypic) con-
structs: disinhibition, boldness, and meanness. Disinhibition entails impulsiveness,
weak restraint, hostility and mistrust, and difficulties in regulating emotion;
meanness entails deficient empathy, lack of affiliative capacity, contempt toward
others, predatory exploitativeness, and empowerment through cruelty or destruc-
tiveness; and boldness encompasses tendencies toward confidence and social
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assertiveness, emotional resiliency, and venturesomeness. The Triarchic model
provides a frame of reference for relating subdimensions of psychopathy to those of
ASPD. In addition, the constructs of the model have biobehavioral referents and
show replicable associations with physiological variables and thus can be helpful
for relating psychopathy and ASPD to neurobiology (cf. Patrick et al. 2012).

The Triarchic Psychopathy Measure (TriPM; Patrick 2010) was developed to
index the three constructs of this model. Its disinhibition and meanness subscales
index disinhibitory externalizing and callous aggression factors of the externalizing
psychopathology spectrum (Krueger et al. 2007); the TriPM’s Boldness scale
indexes fearless–dominant tendencies associated with the common factor among
scale measures of fear and fearlessness (Kramer et al. 2012). The TriPM has been
used as a referent to evaluate coverage of the Triarchic model facets in differing
psychopathy inventories. The PPInv provides balanced coverage of boldness,
meanness, and disinhibition as indexed by the TriPM (Drislane et al. 2014a;
Sellbom and Phillips 2013). Subscales that demarcate the PPInv’s fearless domi-
nance factor relate very strongly to TriPM Boldness, scales demarcating PPInv
impulsive antisociality relate very strongly to TriPM Disinhibition (particularly
carefree non-planfulness and blame externalization/alienation), and moderately to
meanness (mainly due to Machiavellianism Egocentricity), and the PPInv Cold-
heartedness scale relates specifically to TriPM Meanness. By contrast, other psy-
chopathy inventories index meanness and disinhibition either more so than boldness
(e.g., SRP, YPI) or to the exclusion of boldness (e.g., LSRP; Drislane et al. 2014a;
Sellbom and Phillips 2013; Hall et al. 2014).

The TriPM has also been used to clarify similarities and differences between
PCL-R psychopathy and ASPD in terms of the Triarchic model (Venables et al.
2014; Wall et al. in press). This work shows that (a) overall scores on the PCL-R
contain variance associated with all three Triarchic model constructs, whereas
ASPD indexes the meanness and disinhibition constructs only; (b) PCL-R Factor 1
is associated with boldness and meanness but not disinhibition; and (c) Factor 2 is
associated with disinhibition and meanness but not boldness. These findings serve
to clarify the relationship between PCL-R psychopathy and ASPD: The two overlap
in terms of Factor 2, which includes common elements of disinhibition and
meanness, but differ in elements of boldness and meanness that are represented
exclusively in PCL-R Factor 1 (cf. Patrick et al. 2007).

2.2 ASPD and Psychopathy: Associations with Aggression
and Violence

Disorders such as ASPD and substance abuse/dependence co-occur at high rates
(Krueger 1999) and show relationships in common with disinhibitory personality
traits (i.e., impulsivity, sensation seeking, nonconformity; Krueger et al. 2002). The
variance in common among disorders within this externalizing spectrum has been
shown to reflect a highly heritable liability factor (Krueger et al. 2002; Young et al.
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2000), labeled externalizing proneness (Krueger et al. 2002, 2007), or disinhibition
(Patrick et al. 2009, 2013a). By contrast, the variance specific to each disorder
appears to be attributable more to non-shared environmental influences. From this
perspective, aggressive behavior associated with ASPD in part reflects high levels
of externalizing liability, shaped toward violent criminal expression by adverse
physical and social experiences encountered by individuals across time.

However, research directed at modeling externalizing problems and traits more
comprehensively (Krueger et al. 2007) demonstrates factors distinct from the
general disinhibitory-externalizing factor, reflecting callous–aggressive tendencies
and proneness to abuse various substances. The finding of distinct disinhibitory and
callous–aggression factors coincides with aforementioned evidence for distinct
etiologic influences contributing to aggressive versus rule-breaking subdimensions
of CD and adult ASPD, and with evidence for separable callous–unemotional and
impulsive–disruptive subdimensions to child psychopathy (Frick and Marsee
2006). Other above-noted work that has directly evaluated relations between PCL-R
psychopathy and ASPD from the perspective of the Triarchic model (Venables et al.
2014; Wall et al. in press; see also Patrick et al. 2005, 2007; Venables and Patrick
2012) shows that PCL-R Factor 2 reflects externalizing proneness (disinhibition)
and elements of callous–aggression (meanness) in common with ASPD, whereas
PCL-R Factor 1 reflects boldness and other elements of callous–aggression separate
from ASPD.

Considering these findings, a key question is whether documented predictive
relations for PCL-R psychopathy with violent offending and criminal recidivism are
accounted for by the features it shares in common with ASPD, or by tendencies that
distinguish it from ASPD. As reviewed by Kennealy et al. (2010), the answer
appears to be that PCL-R psychopathy is predictive of violent behavior largely as a
function of features encompassed by Factor 2 (i.e., disinhibition and affiliated
aspects of meanness). Using a meta-analytic, regression-based approach in which
scores on the two PCL-R factors were evaluated as concurrent predictors, these
authors found that the antisocial deviance features associated with PCL-R Factor 2
were substantially predictive of violence (effect size d = 0.40), whereas the affec-
tive–interpersonal features associated with Factor 1 were only mildly predictive
(d = 0.11). Further analyses were undertaken to examine whether affective–
interpersonal (Factor 1) features might interact with impulsive–antisocial (Factor 2)
features to predict elevated risk for violence in a non-additive fashion (cf. Hare and
Neumann 2009). Results indicated that these two components of PCL-R psy-
chopathy did not contribute interactively to violence prediction.

Similarities and distinctions between psychopathy and ASPD, and relations of
each with violent behavior, are important to consider in reviewing the literature on
physiological correlates of these conditions. In particular, it can be expected that
physiological correlates will be more similar among impulsive violence, ASPD, and
Factor 2 of psychopathy than between impulsive violence or ASPD and Factor 1 of
psychopathy or psychopathy as a whole.
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3 Physiological Correlates of Psychopathy, Antisocial
Personality, and Aggression

3.1 Peripheral Measures: Cardiovascular, Electrodermal,
and Startle Blink Responses

Studies of children and adolescents exhibiting antisocial behavior have yielded
consistent evidence of lower resting levels of autonomic activity—most notably
heart rate (HR), but also to some extent skin conductance (SC)—in comparison
with control youth (Lorber 2004; Ortiz and Raine 2004). The finding of low resting
HR in particular is especially robust among children with aggressive behavioral
tendencies (Scarpa and Raine 1997). Findings for autonomic reactivity to noxious
or threatening stimuli have been more mixed, but as a whole the available evidence
points to enhanced HR and SC response to stressors in children exhibiting
aggressive conduct problems specifically (Lorber 2004). This is particularly the
case for children exhibiting reactive aggression; proactively aggressive children if
anything tend to show attenuated reactivity to stressors compared with control
children (Hubbard et al. 2002).

Other studies focusing on parasympathetic versus sympathetic mediation of
cardiovascular activity have yielded evidence of weaker vagal–parasympathetic
regulation in children and adolescents with aggressive conduct problems—reflected
in enhanced HR variability under circumstances involving stressors or challenges
(Beauchaine et al. 2001; Mezzacappa et al. 1997). It has been hypothesized that this
lack of vagal control combines with chronic underarousal and weak inhibitory
capacity (reflected in lower resting HR and reduced spontaneous SC responses,
respectively) to lower the threshold for impulsive aggressive behavior (Beauchaine
et al. 2001). Other research has identified weak vagal control as a variable asso-
ciated with the development of both internalizing (emotional dysregulation) and
externalizing problems in at-risk children (e.g., El-Sheikh et al. 2001). Taken
together, these findings are consistent with the idea that aggression in children
entails difficulties regulating anger and other emotional reactions—with consequent
enhancement of defensive reactivity under conditions of threat.

In studies of adults, one prominent focus has been on autonomic (particularly
cardiac) reactivity differences in individuals high on aggression-related traits such
as hostility, anger expression, and Type A personality. A meta-analysis of relations
between trait hostility and cardiovascular reactivity by Suls and Wan (1993)
reported that although effects in studies of this kind were generally small, positive
results were especially evident in studies that examined relations between dispo-
sitional hostility (particularly when defined by overt expressions of anger such as
verbal and physical aggression) and cardiac (particularly blood pressure) reactivity
in situations involving interpersonal stress or provocation as opposed to physical
stressors. Studies published since this meta-analysis have not yielded positive
findings in all cases (see, e.g., Gallo et al. 2000), but significant effects when
obtained have generally been in the direction of heightened autonomic reactivity for
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high trait-aggressive individuals during interpersonal stress (e.g., Smith and Gallo
1999; Peters et al. 2003).

Studies comparing autonomic reactivity in adults with and without a history of
violent behavior have yielded less consistent results. For example, physiological
studies of men who have assaulted their romantic partners have not revealed
consistent differences in relation to non-assaultive men. Gottman et al. (1995)
suggested a possible explanation for this in terms of two distinct subgroups of male
batterers: one exhibiting decreases in HR activity during a marital interaction (Type
1) and the other exhibiting increases in HR (Type 2). Type 1 batterers scored higher
on antisocial traits and were more hostile and contemptuous toward their spouses
and more assaultive toward other people in general, whereas Type 2 batterers
scored higher in social dependency. However, this pattern of results has not been
replicated in subsequent studies (Babcock et al. 2004; Meehan et al. 2001).

Most published studies examining autonomic response have focused on
detecting simple reactivity differences between aggressive and non-aggressive
individuals. Only a few studies have sought to assess underlying psychological
processes contributing to such differences. One of these was a study by Verona
et al. (2002) that examined the mediating role of negative emotional activation in
enhancing punitive behavior among aggression-prone individuals. These investi-
gators used increased magnitude of reflexive startle responding to index unpleasant
activation associated with threat versus absence of threat in a laboratory aggression
paradigm. Individuals high on traits of anxiousness, alienation, and aggressiveness
showed enhanced unpleasant activation during shock-threat periods (as evidenced
by heightened startle reactivity to unwarned noise probes), and in conjunction with
this, enhanced aggressive behavior (i.e., delivery of stronger shocks to a putative
co-participant). This was interpreted as supporting the perspective that negative
emotional activation operates to prime aggressive behavior (Berkowitz’s 1990).
Subsequent work (e.g., Verona and Curtin 2006) has shown this facilitative effect of
negative emotion on aggression to be stronger in men than women, in line with
prior research findings (cf. Hokanson 1970).

In sum, research to date has generally revealed lower baseline levels of auto-
nomic arousal, but increased autonomic reactivity to stressful events, in aggressive
children and adolescents. Findings for adults have been less consistent, but in
general have indicated enhanced autonomic reactivity to stressors (interpersonal
stressors in particular) in hostile–aggressive individuals. Notably, the general
finding that aggression-prone individuals show enhanced autonomic reactivity to
stressful events fits with the hypothesis that violent behavior entails a breakdown in
normal affective regulatory capacity (Davidson et al. 2000).

In contrast, markedly different results are evident in the psychophysiological
literature on adult psychopathy. Most of these studies have relied on diagnoses
based on Cleckley’s criteria or Hare’s PCL-R. Adult psychopathic offenders, rel-
ative to non-psychopathic offenders, show reduced electrodermal response to
aversive cues and during anticipation of stressful events (Arnett 1997; Hare 1978;
Lorber 2004). However, psychopathy is not consistently associated with differential
HR reactivity to aversive or stressful stimuli (Lorber 2004), or with differential
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baseline levels of either HR or electrodermal arousal (Arnett 1997; Hare 1978; but
see Hansen et al. 2007). These contrasting results are noteworthy because higher
levels of PCL-R psychopathy in offender samples are reliably associated with
increased violence and violent recidivism (Porter and Woodworth 2006). However,
as discussed earlier, it is the impulsive–antisocial (Factor 2) component of the PCL-
R that is most predictive of violent offending. This factor reflects disinhibitory–
externalizing tendencies along with elements of callous aggression (meanness), and
a subset of offenders who score very high on the PCL-R exhibit personality profiles
and behavioral tendencies characteristic of extreme externalizing individuals (i.e.,
high negative affectivity along with low behavioral restraint; Hicks et al. 2004). The
other, affective–interpersonal factor of the PCL-R reflects boldness along with
elements of meanness that cohere more with boldness than with disinhibition
(Patrick et al. 2009; Venables et al. 2014; Wall et al. in press), and another subset of
individuals who score as psychopathic on the PCL-R shows personality profiles
characteristic of high fearless dominance or boldness (i.e., low anxiety, high social
potency, low harm avoidance; Hicks et al. 2004). This factor of the PCL-R tends to
be associated more with instrumental/proactive aggression than impulsive/reactive
aggression, both in adult offenders (Porter and Woodworth 2006) and clinic-
referred youth (Frick and Marsee 2006).

While at odds with results for impulsive–aggressive individuals, the finding of
reduced autonomic (in particular electrodermal) reactivity to stressors in psycho-
pathic individuals is consistent with theories that have emphasized insensitivity to
punishment or diminished fear capacity in psychopathy (e.g., Lykken 1995)—
especially in relation to its affective–interpersonal features (Patrick 1994; Patrick
and Bernat 2009). Direct evidence for reduced electrodermal reactivity to stress in
relation to affective–interpersonal features in offenders was provided by Patrick
(1995), who reported opposing correlations (positive and negative, respectively) for
scores on PCL-R Factors 1 and 2 with amplitude of skin conductance response
during anticipation of aversive noise. In more recent work with non-offenders,
Dindo and Fowles (2011) reported reduced electrodermal activation during stressor
anticipation as a function of high scores on PPInv fearless dominance (akin to
boldness), but not PPInv impulsive antisociality, which reflects disinhibition to a
substantial degree along with lesser representation of meanness. Additionally,
evidence for a selective association of PPInv fearless dominance with electrodermal
reactivity to aversive picture stimuli was reported by Benning et al. (2005b).

Complementing these findings for electrodermal reactivity deficits is another
body of literature demonstrating a lack of startle reflex potentiation during viewing
of aversive picture stimuli in offenders rated high on PCL-R Factor 1 (Patrick et al.
1993; Vaidyanathan et al. 2011; Vanman et al. 2003; see also Patrick 1994) or
community participants scoring high on PPInv fearless dominance (Benning et al.
2005b). This deficit in startle potentiation is not seen for individuals scoring high on
PCL-R Factor 2 or PPInv impulsive antisociality alone. The absence of startle
potentiation during aversive cuing provides strong evidence for deficient fear
because startle potentiation is directly indicative of defensive motivational priming
(Lang et al. 1990) and as such covaries with individual differences in dispositional
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fear (Kramer et al. 2012; Vaidyanathan et al. 2009). Extending this literature on
startle modulation during picture viewing, Newman and colleagues have tested for
psychopathy-related differences in startle reactivity to noise probes during exposure
to shock threat versus safety cues, under conditions of concurrent distraction or no
distraction (Baskin-Sommers et al. 2011; Dvorak-Bertsch et al. 2009; Newman
et al. 2010). Findings from these shock threat studies indicate that deficits in startle
potentiation for offenders high on the PCL-R or non-offenders high on PPInv
fearless dominance occur mainly under conditions of concurrent distraction. This
result has been interpreted as indicating that reduced reactivity to fear cues in
individuals with affective–interpersonal features of psychopathy reflects “idiosyn-
crasies in attention that limit their processing of peripheral information” (Newman
et al. 2010, p. 66). However, the finding can be also interpreted as evidence for
deficient fear reactivity, insofar as threat cues normally exert an automatic “pull” on
attentional resources (Bradley 2009; LeDoux 1995).

Regardless of interpretation, these findings for electrodermal reactivity and
startle modulation indicate that individuals exhibiting core-affective features of
psychopathy need to be considered separately from other types of violent offenders
in attempting to understand physiological processes in aggressive behavior. A
similar conclusion has emerged in the literature on antisocial behavior in youth,
where it has been shown that children or adolescents who exhibit callous–-
unemotional tendencies in conjunction with conduct problems show distinctly
different behavioral responses to laboratory stressors and (as discussed further
below) differential brain reactivity to fear-relevant cues.

3.2 Electrocortical Measures: EEG and ERP

Early investigations of brain differences in violent criminal offenders focused on
abnormalities in electroencephalographic (EEG) activity. A relatively consistent
finding in these early studies was enhanced cortical slow-wave activity, particularly
in the delta (<4 Hz) frequency range (cf. Volavka 1990). While much of this early
literature suffered from notable methodological weaknesses, subsequent research
using improved designs and procedures has successfully replicated this finding,
with some work demonstrating prediction of antisocial behavior later in life (i.e.,
official criminal convictions) from increased slow-wave EEG activity in adoles-
cence (Raine et al. 1990). Theoretical interpretations of the association between
slow-wave EEG and violent offending have focused on cortical immaturity
resulting in impaired inhibitory control (Volavka 1990), and cortical underarousal
that predisposes toward compensatory stimulation seeking (Raine et al. 1990).

Associations with aggression have also been reported for various components of
the cortical event-related potential (ERP)—reflecting average changes in voltage at
scalp recording sites across time following the presentation of a stimulus or the
emission of a response. The most consistent finding has been reduced amplitude of
the P300 response component in oddball tasks where participants respond to
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intermittent target stimuli interspersed with more frequently occurring nontargets.
Diminished P300 has been reported especially among individuals exhibiting
aggression of the impulsive variety (e.g., Barratt et al. 1997; Branchey et al. 1988;
Gerstle et al. 1998). In view of theoretic models that interpret P300 response as
reflecting brain activity associated with post-perceptual processing of salient stimuli
within a task (Donchin and Coles 1988; Polich 2007), reduced P300 amplitude in
impulsively aggressive individuals implies some impairment in higher cogni-
tive–elaborative processing of stimulus events.

Reduced P300 response has also been reported in individuals with ASPD (Bauer
et al. 1994) and other impulse control disorders—most notably alcohol dependence
(cf. Polich et al. 1994), but also drug dependence, nicotine dependence, child
conduct disorder, and attention-deficit hyperactivity disorder (Iacono et al. 2002).
Given aforementioned evidence for a common liability factor underlying these
various conditions (Krueger et al. 2002), Patrick et al. (2006) tested the hypothesis
that reduced P300 amplitude reflects this shared liability factor and found clear
supportive evidence. Subsequent research has corroborated this finding and dem-
onstrated that the association between externalizing proneness (disinhibition) and
reduced P300 reflects common genetic influences (Hicks et al. 2007; Yancey et al.
2013).

In contrast with findings from studies of impulsive aggressive individuals, Stan-
ford et al. (2003) reported no difference in P300 amplitude to auditory target stimuli
in psychiatric outpatients characterized as “premeditated aggressors” compared with
controls. Similarly, Barratt et al. (1997) found no evidence of a relationship between
premeditated aggression and P300. Results from these studies indicate that the
association between reduced P300 and aggression may be specific to individuals who
manifest aggression of an impulsive nature. Studies examining the relationship
between psychopathy and P300 amplitude have yielded mixed results, with some
showing a negative association, others a positive association, and still others no
association (Gao and Raine 2009). As noted earlier, these inconsistent findings could
reflect the fact that a diagnosis of psychopathy includes affective–interpersonal
features in addition to impulsive–antisocial symptoms; the affective–interpersonal
features, which tend to be associated more with proactive rather than impulsive
aggression (Porter and Woodworth 2006), may moderate the relationship between
psychopathy and P300 response in some samples. In support of this, Venables and
Patrick (2014) examined effects for the two PCL-R factors separately and found the
relationship with P300 amplitude to be specific to PCL-R Factor 2. Parallel results
were reported by Carlson et al. (2009) for the two factors of the PPInv: Reduced P300
amplitude was associated significantly with scores on the Impulsive Antisocial
factor, whereas no relationship was evident for the Fearless Dominance factor.

Although P300 response amplitude is the most widely studied ERP correlate of
antisocial–externalizing conditions, some other brain potential correlates have been
reported in the literature. One is the error-related negativity (ERN), a negative-
polarity response occurring approximately 50 ms after the commission of errors in
speeded performance tasks, believed to reflect early “endogenous” error processing
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associated with the neural signaling function of the anterior cingulate cortex.
Reduced ERN has been reported for individuals high in impulsive–antisocial ten-
dencies (Dikman and Allen 2000; Pailing and Segalowitz 2004) and in relation to
externalizing proneness or disinhibition (Hall et al. 2007; Patrick et al. 2013b).

However, as with P300, findings for ERN and psychopathy have been mixed.
Munro et al. (2007) examined relations between psychopathy as indexed by overall
scores on the SRP (Williams et al. 2007) in two variants of a “flanker” task (Eriksen
and Eriksen 1974): one involving discrimination of letter strings and the other
discrimination of fearful versus angry faces. Task performance and ERN amplitude
in the letter discrimination version of the task were comparable between high and
low psychopathic participants, but high-psychopathy participants were less accurate
and exhibited reduced ERN amplitude in the emotional face flanker task. In a
subsequent study, Brazil et al. (2009) reported relatively intact amplitude of the
ERN within a letter discrimination flanker task in high-PCL-R psychopathy
forensic patients as compared to controls. However, a reduction in the psychopathic
group was evident for amplitude of the post-error positivity (Pe), an ERP compo-
nent considered similar to P3 and thought to reflect later evaluative stages of
performance monitoring. The psychopathic group also evidenced decreased
behavioral recognition of errors (i.e., reduced ability to signal via a button press
when they noticed an error had occurred). A subsequent study by von Borries et al.
(2010) reported reduced amplitude of ERN response along with increased error
rates and impaired learning of task contingencies in psychopathic forensic patients
during a probabilistic learning task that included feedback (either a monetary gain
or loss) regarding performance accuracy on each trial.

Notably, studies of ERN response in psychopathy have not systematically
evaluated effects for distinguishable factors or facets known to exhibit differential
relations with measures of various types—including physiological response mea-
sures (e.g., aversive startle potentiation, P300). The more consistent finding of
reduced ERN as well as P300 in relation to impulsive–externalizing tendencies,
together with evidence for a selective association of P300 with Factor 2 of psy-
chopathy (whether assessed via the PCL-R or the PPInv), suggests that more
consistent evidence of reduced ERN is likely to be found in relation to this
symptomatic component of psychopathy. To the extent this component of psy-
chopathy is more related to impulsive–aggressive tendencies, it would be expected
that reductions in ERN (indicative of impairments in online monitoring of behavior
and recognition of incorrect or inappropriate responses) would also be associated
with proclivities toward angry/reactive aggression. A study by Kramer et al. (2011)
found no difference in ERN between groups scoring high versus low (upper/low
quartile) on an aggression questionnaire, but the participants were college students
rather than offenders or clinic patients, and the questionnaire measure focused on
aggression of various types rather than angry/reactive aggression specifically.
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3.3 Neuroimaging Studies of Psychopathy, ASPD,
and Aggressive Behavior

Different neuroimaging methods have been used in studies of psychopathy, ASPD,
and aggression. Many recent studies have used magnetic resonance imaging (MRI),
which quantifies variations in the alignment of endogenous subatomic particles
within a magnetic field to index anatomic details of the brain (structural MRI) or
variations in blood flow and blood oxygenation (i.e., hemodynamic, or blood-
oxygen-level-dependent [BOLD] response) associated with neuronal activity in
specific brain regions (functional MRI, or fMRI). Computerized tomography (CT),
a structural imaging method that measures regional density of neural tissue using
X-ray beams passed through the brain, was used in some older studies of indi-
viduals identified as violent or antisocial. Other functional imaging techniques that
have been used in studies of psychopathic and antisocial–aggressive individuals are
single-photon emission computerized tomography (SPECT) and positron emission
tomography (PET). Both rely on the injection of radioactive tracer isotopes into the
blood in small amounts, with particles emitted by the isotope from brain regions of
interest (photons in the case of SPECT, positrons in the case of PET) used to index
either neuronal activity or neurotransmitter function in those regions.

Structural imaging studies: Two older studies by Tonkonogy (1991) and Wong
et al. (1994) that tested for brain anatomic differences in psychiatric patients with
violent behavior using CT reported evidence for abnormalities in temporal lobe
regions. A third study by Blake et al. (1995) found evidence of abnormalities in
frontal as well as temporal brain regions in a sample of 31 homicide offenders.
More recent studies have used structural MRI to investigate neuroanatomic dif-
ferences associated with impulsive–aggressive behavior and ASPD. Tiihonen et al.
(2008) reported gray matter volume reductions in bilateral regions of frontal cortex
(frontopolar, orbitofrontal) in persistently violent offenders. Two other studies—
one involving temporal lobe epilepsy patients with aggressive–assaultive behavior
(Woermann et al. 2000) and the other female patients diagnosed with borderline
personality disorder (van Elst et al. 2003)—reported evidence of reduced gray
matter volume in regions of prefrontal cortex, and the latter of these also reported
volume reductions in anterior cingulate cortex (ACC), hippocampus, and amygdala.
However, another study by Dolan et al. (2002) that compared impulsive–aggressive
patients with controls reported a significant reduction in temporal but not frontal
lobe volume, and two other studies that examined subcortical structures (Laakso
et al. 2000; van Elst et al. 2000) found no difference between violent and nonviolent
patient groups in hippocampal or amygdala volume. Studies reporting reduced gray
matter volume in prefrontal regions in individuals diagnosed with ASPD include
Raine et al. (2000), Laakso et al. (2002), and Narayan et al. (2007). The latter two
of these studies focused on ASPD individuals exhibiting salient violent behavior.

Evidence for neuroanatomic abnormalities in individuals scoring high in psy-
chopathy as defined by the PCL-R has emerged from more recent studies utilizing
structural MRI. Reported findings include reduced volume of gray matter in frontal

Physiological Correlates of Psychopathy, Antisocial Personality Disorder … 209



and temporal regions of cortex (Müller et al. 2008a; Yang et al. 2005), reduced
volume bilaterally of the amygdala (Yang et al. 2009) and posterior hippocampus
(particularly in relation to scores on PCL-R Factor 1; Laakso et al. 2001), other
hippocampal abnormalities in the form of left/right volume asymmetry (Raine et al.
2004) or deviations in shape (Boccardi et al. 2010), increased volume of white
matter in the corpus callosum (Raine et al. 2003), and increased volume of the
striatum—with enhanced size of the lenticular nucleus in particular predicted by
overall PCL-R scores, and increases in caudate body and caudate head volumes
associated, respectively, with scores on PCL-R Factors 1 and 2 (Glenn et al. 2010a).
In addition, a study by Craig et al. (2009) that used the MRI-based method of
diffusion tensor imaging reported evidence for reduced structural integrity of the
uncinate fasciculus, a neural pathway connecting the ortbitofrontal cortex and the
amygdala, in a sample of nine forensic patients scoring high (>25) on the PCL-R
compared with a non-forensic control group. Notably, the one study to date that
tested specifically for differences in the ACC and its dorsal and ventral subregions
(Glenn et al. 2010b) found no associations with PCL-R psychopathy, either in
comparisons of high- versus low-PCL-R total score groups or in correlational
analyses utilizing continuous PCL-R total and factor scores.

In sum, the foregoing structural MRI studies of psychopathic individuals have
yielded evidence for reduced volume of limbic structures (hippocampus, amygdala)
and impaired structural connectivity between amygdala and orbitofrontal cortex,
along with isolated indications of increased volume of corpus callosum and striatal
structures and mixed evidence for volume reductions in prefrontal and temporal
brain regions. Thus, some overlap is evident in findings for psychopathic and
violent/antisocial samples (i.e., volume reductions in frontal and temporal regions),
along with some divergence (i.e., subcortical–limbic volume reductions mainly in
psychopathic samples). The question of how psychopathic participants compare
neuroanatomically with violent–antisocial individuals was directly addressed in a
recent structural MRI study by Gregory et al. (2012), who tested for gray matter
volume differences in predefined brain regions across the following groups: (1)
violent offenders meeting diagnostic criteria for both ASPD and PCL-R psychop-
athy (n = 17), (2) violent offenders meeting criteria for ASPD but not PCL-R
psychopathy (n = 27), and (3) healthy non-offenders from the community at large
(n = 22). The psychopathic/ASPD offender group showed significant gray matter
reductions bilaterally in anterior rostral prefrontal cortex and temporal poles relative
to both violent offenders with ASPD (group 2) and healthy controls, along with
reductions in bilateral insula compared to violent/ASPD-only offenders.

These findings help to clarify the nature of brain structural anomalies in psy-
chopathic offenders, while also raising questions about the pervasiveness of brain
differences in individuals exhibiting violent behavior or ASPD per se. For psy-
chopathic offenders, reduced volumes were evident in brain structures important for
emotional processing as related to aversive learning, moral reasoning, and social
interchange. While consistent with the notion of psychopathy as entailing deficits in
affective sensitivity and social relatedness that give rise to behavioral deviance, this
study did not report group comparisons for anterior brain regions involved more in
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cognitive control than affective processing (e.g., dorsal–lateral regions of prefrontal
cortex), and thus, it remains unclear whether frontal anomalies in this psychopathic
offender group were limited to affective processing regions. The fact that no dif-
ferences were found between violent/ASPD-only offenders and healthy controls
could also reflect the choice of brain regions for analyses. It may be the case that
regions important for cognitive control and performance monitoring would have
shown up as anomalous in this offender subgroup. However, it is important to bear
in mind that cognitive and affective impairments can reflect deviations in brain
function not necessarily reflected in structural–anatomic anomalies.

Functional imaging studies: Three SPECT imaging studies that assessed neu-
ronal activity at rest in aggressive psychiatric patients (Amen et al. 1996; Hirono
et al. 2000) and impulsive violent offenders (Soderstrom et al. 2000) found evi-
dence of reduced blood flow in both the prefrontal cortex and the temporal lobes
(the left temporal lobe, specifically, in two of the three studies). In conjunction with
reductions in these brain regions, Amen et al. (1996) reported evidence of increased
activity in basal ganglia and subcortical (limbic) regions in their aggressive patient
sample. One other SPECT study (Kuruoglu et al. 1996) reported reduced blood
flow in frontal brain regions in alcoholic individuals with comorbid ASPD relative
to non-alcoholic controls. SPECT was also used in some earlier studies to examine
differences in neurotransmitter function in impulsively violent offenders. Studies of
this kind revealed evidence of abnormal dopaminergic neurotransmission in the
striatum and diminished serotonin transporter density in the midbrain (Tiihonen
et al. 1995, 1997).

A number of studies have used PET imaging to test for functional brain
abnormalities in violent individuals compared with controls. The majority have
reported evidence of prefrontal dysfunction. Some of these studies focused on brain
activity at rest (e.g., Volkow and Tancredi 1987), others on activity during tasks
designed to activate the prefrontal cortex (e.g., Raine et al. 1994, 1997). Raine et al.
(1998) subdivided violent participants from the Raine et al. (1997) study, consisting
of 41 convicted murderers, into predatory (proactive) and affective (impulsive)
subgroups based on the nature of their crimes, and found that prefrontal dysfunction
was specific to the affective subgroup. Other studies have used PET imaging to
investigate brain reactivity to drugs that activate the serotonergic system in
aggressive and non-aggressive individuals (e.g., New et al. 2002; Siever et al.
1999). These studies have reported blunted reactivity to serotonin agonists (as
evidenced by lower levels of glucose metabolism) among impulsive–aggressive
patients compared with controls in regions of prefrontal cortex, particularly
orbitofrontal and ventromedial regions. Other brain regions implicated with some
consistency in these and other PET imaging studies include temporal cortex, ACC,
and, to a lesser degree, hippocampus and amygdala.

Findings of abnormal ACC activity in conjunction with prefrontal anomalies are
of interest in view of earlier described work demonstrating reduced ERN in
impulsive–aggressive individuals and a recent study by Aharoni et al. (2013)
reporting significant prediction of post-release recidivism among criminal offenders
from degree of ACC activation in a laboratory inhibitory control task. With regard
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to the amygdala and hippocampus, Raine et al. (1997) found evidence of abnormal
asymmetry (i.e., decreased functioning on the left side and increased functioning on
the right) in both these structures in murderers compared to controls. In a PET study
of serotonin binding potential, Parsey et al. (2002) reported a significant negative
relationship between reported lifetime aggression and binding in brain regions
including the amygdala (but not hippocampus). George et al. (2004), in a study of
domestic abusers with comorbid alcoholism, reported decreased correlations
between glucose activity in the amygdala and glucose activity in various cortical
structures compared with nonviolent controls. The authors postulated that these
decreased associations reflected a lack of cortical input to the amygdala associated
with increased sensitivity to environmental stressors among impulsively violent
individuals.

Some studies of violent individuals have been also conducted using functional
MRI. Raine et al. (2001) examined brain activation during a working memory task
in small groups of community participants with histories of serious violent behavior
and/or early abuse (ns = 4–5) relative to a healthy control group (n = 9). Compared
to controls, violent individuals who had been abused as children showed reduced
right hemisphere activation (particularly in right temporal regions), whereas abused
individuals without violence showed lower left, but higher right activation of the
superior temporal gyrus. In addition, both of these groups showed generally
reduced cortical activation during task processing, particularly in the left hemi-
sphere. The authors interpreted these findings as indicating a unique role of right
hemisphere dysfunction, when combined with exposure to early abuse, in violent
behavior. However, the findings of this study were quite tentative given the small
sample sizes.

Several studies have used SPECT or fMRI to examine brain activation differ-
ences in individuals diagnosed as psychopathic using Hare’s (2003) PCL-R, with a
smaller number focusing on psychopathy as defined by self-report in adult samples
or the informant-rated APSD in younger samples. Of studies that have focused on
PCL-R psychopathy, most have examined brain reactivity in emotional processing
paradigms entailing viewing of affective and neutral visual stimuli, aversive con-
ditioning, anticipation of punishment to oneself or another person, processing of
moral dilemmas entailing more or less emotion provocation, or performance of a
cognitive task following manipulation of mood. Although no two of these PCL-R
studies have used the same experimental task, some have used similar procedures.
Both Intrator et al. (1997) and Kiehl et al. (2001) examined reactivity to emotional
versus neutral words, within discrimination (word vs. nonword) and memory
(encoding, rehearsal, recall) contexts, respectively. Using SPECT, Intrator et al.
found increased bilateral activation for emotional versus neutral words in high-
PCL-R participants within frontal–temporal cortex and adjacent subcortical regions.
Kiehl et al. (2001) reported decreased activation in multiple a priori-defined lim-
bic–subcortical regions, along with (in post hoc analyses) increased activation in
right and left inferior lateral–frontal regions of cortex. Both Schneider et al. (2000)
and Birbaumer et al. (2005) examined brain reactivity to CS+ and CS− stimuli in a
differential aversive condition procedure, using foul odor and painful tactile
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pressure stimuli as USs, respectively. The first of these studies reported increased
activation in amygdala and dorsolateral prefrontal cortex regions to the CS+ versus
the CS− for psychopathic participants during the latter part of acquisition, whereas
the second reported decreased differential activation for high-PCL-R participants in
left amygdala and ventromedial prefrontal cortex regions, as well as in right insula,
rostral anterior cingulate, and secondary somatosensory cortex.

Two other studies by Müller et al. (2003, 2008b) used emotional and neutral
picture stimuli, but in quite different ways. Müller et al. (2003) examined reactivity
to pictures as primary stimuli and reported a complex pattern of differences for
psychopathic as compared to non-psychopathic participants (i.e., decreased acti-
vation in some cortical and subcortical brain regions, but increased activation in
others, for both pleasant and unpleasant pictures relative to neutral—with specific
regions of decrease and increase for unpleasant pictures overlapping only partly
with regions of decrease/increase for pleasant pictures). Müller et al. (2008b) used
unpleasant picture viewing as a mood induction and found that high-PCL-R
offenders, in contrast to low-PCL-R controls, exhibited no impact of this induction
on responding in a subsequent “cognitive” reaction-time task, either behaviorally or
in terms of activity in distinct brain regions (R medial and L inferior frontal gyri,
R superior temporal gyrus) during this task.

Converging results across these differing emotion-processing studies include
increased activation in regions of frontal/prefrontal cortex (Intrator et al. 1997;
Schneider et al. 2000; Kiehl et al. 2001; Müller et al. 2003), increased activation in
temporal–subcortical regions including the amygdala in some studies (Intrator et al.
1997; Müller et al. 2003; Schneider et al. 2000) along with decreased amygdala
activation in others (Kiehl et al. 2001; Birbaumer et al. 2005), decreased activation
in anterior cingulate (Kiehl et al. 2001; Müller et al. 2003; Birbaumer et al. 2005)
and posterior cingulate, hippocampal, and frontal gyrus regions (Kiehl et al. 2001;
Müller et al. 2003), and decreased activation in inferior frontal and superior tem-
poral gyri (Kiehl et al. 2001; Müller et al. 2008b). An additional four fMRI studies
of high-PCL participants used emotional processing tasks of other types. Findings
from these studies that converge with results from the six above-mentioned studies
include the following: (1) increased activation in regions of prefrontal cortex
(dorsolateral, evaluated post hoc (Glenn et al. 2009b); dorsal and ventral medial,
selectively in relation to higher PCL-R Factor 2 (Veit et al. 2010), and (2) decreased
activation in anterior cingulate (Veit et al. 2010), posterior cingulate (Glenn et al.
2009a), amygdala (Glenn et al. 2009a; Veit et al. 2010), and right fusiform gyrus
(Deeley et al. 2006; also reported by Müller et al. 2003). The two studies from
among this overall group that included conditions entailing receipt of physical
punishment (Birbaumer et al. 2005; Veit et al. 2010) also converged in finding
decreased activation of the insula—a region implicated in pain perception.

However, some clear opposing findings are also evident across these different
emotion-processing studies, including the following: (1) decreased activation of
frontal/prefrontal cortex in some studies (i.e., ventromedial orbitofrontal cortex in
Birbaumer et al. 2005; post-central gyrus in Deeley et al. (2005); right medial and
left inferior frontal gyri in Müller et al. (2008b); medial frontal cortex, selectively in
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relation to higher PCL-R Factor 1, in Glenn et al. (2009a) versus increased frontal/
prefrontal activation in others (i.e., bilateral frontal/temporal cortex in Intrator et al.
1997; bilateral inferior lateral frontal cortex in Kiehl et al. 2001; bilateral precentral,
bilateral inferior frontal, and right medial frontal gyri in Müller et al. 2003; right
dorsolateral prefrontal cortex in Glenn et al. 2009b; dorsal and ventral medial
prefrontal cortex, selectively in relation to PCL-R Factor 2, in Veit et al. 2010); and
(2) decreased activation of the amygdala specifically in some studies (Kiehl et al.
2001; Birbaumer et al. 2005; Glenn et al. 2009a; Veit et al. 2010) versus increased
amygdala activation in others (Müller et al. 2003; Schneider et al. 2000).

Other fMRI studies have investigated college or community adults varying in
levels of psychopathy as assessed by self-report inventories (PPInv, four studies;
TriPM, one study). All of the PPInv studies examined reactivity in affective pro-
cessing or provocation tasks (i.e., affective picture viewing; affective face dis-
crimination; anticipation of monetary reward; Prisoner’s Dilemma). One study by
Harenski et al. (2009) examined brain reactivity to unpleasant pictures, including
depictions of moral dilemmas, under conditions of simple viewing and instructed
emotion suppression in relation to scores on the PPInv as a whole and its Cold-
heartedness subscale. During simple viewing of moral-violation scenes, participants
with high overall PPInv scores showed decreased activation in medial prefrontal
cortex (Birbaumer et al. 2005; Müller et al. 2008b; Glenn et al. 2009a), and those
specifically high in PPInv Coldheartedness showed decreased activation of the
amygdala. Additionally, in the instructed suppression condition, high overall PPInv
scorers showed increased activation in specific subdivisions of prefrontal cortex
reported to be hypoactive in a number of PCL-R/emotion-processing studies (In-
trator et al. 1997; Glenn et al. 2009b; Kiehl et al. 2001; Müller et al. 2003; Veit
et al. 2010).

The other three PPInv studies evaluated effects for the inventory’s distinctive
fearless dominance and impulsive antisociality factors. Two of these studies
(Gordon et al. 2004; Rilling et al. 2007) found higher scores on PPInv fearless
dominance to be associated with differential activation in certain brain regions.
However, no overlap was evident between effects observed by Gordon et al. (i.e.,
decreased activation in right amygdala, medial prefrontal cortex, right inferior
temporal cortex, and increased activation in visual cortex and right dorsolateral
prefrontal cortex) and the single effect reported by Rilling et al. (i.e., decreased
activation in rostral anterior cingulate cortex). Additionally, Gordon et al. (but not
Rilling et al.) reported evidence of increased activation in the right amygdala for
participants classified as high versus low on PPInv impulsive antisociality. The
other study that presented results separately for the two PPInv factors (Buckholtz
et al. 2010) focused primarily on reactivity in the nucleus accumbens and found
effects exclusively for PPInv impulsive antisociality—with higher scorers showing
increased dopamine release in the accumbens both during anticipation of monetary
reward and following administration of a dopamine agonist (amphetamine).

One other fMRI study tested for brain reactivity differences in an economic
decision-making task as a function of overall scores on the TriPM (Vieira et al. in
press). The major finding was that high TriPM scorers exhibited a different pattern
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of brain response when rejecting unfair offers, entailing enhanced activation of
ventromedial prefrontal cortex relative to dorsolateral prefrontal cortex, compared
to low TriPM scorers. The authors’ interpretation was that economic decision
making may be more strongly driven by frustration than perceived fairness in high
psychopathic individuals. These findings are interesting in light of other recent
work by Drislane et al. (2014b) demonstrating distinct subgroups among high
overall scorers on the TriPM—namely, a classically low-neurotic, high-bold
(“primary”) subtype and a high-neurotic, high-disinhibited (“secondary”) subtype.
This work raises intriguing questions about the representation of these distinct
variants in the Vieira et al. study and the contribution of one versus the other to
reported differences in brain activation.

A further set of fMRI studies has focused on psychopathy in children or ado-
lescents as indexed by the APSD (Frick and Hare 2001). Two of these studies used
affective face processing procedures, and two examined brain reactivity in reward/
punishment learning paradigms. The first of the two face processing studies (Marsh
et al. 2008) compared young adolescent participants meeting criteria for psy-
chopathy on both the APSD and the youth version of the PCL-R with two other
age-matched groups: (1) participants who met criteria for attention-deficit hyper-
activity disorder (ADHD) but scored low on APSD callous–unemotional features
and (2) a non-disorder (“healthy comparison”) group. Relative to these comparison
groups, psychopathic participants showed decreased right amygdala activation for
fearful versus neutral faces, along with decreased covariation of activity between
the right amygdala and interconnected structures including ventromedial prefrontal
cortex, anterior and posterior cingulate gyrus, insula, and inferior temporal/fusiform
gyrus. Using a very similar task with younger participants, and employing some-
what different selection criteria for psychopathy (i.e., ASPD ratings in conjunction
with ratings on a separate measure of conduct problems) and a single non-clinical
control group, Jones et al. (2009) replicated Marsh et al.’s finding of decreased
amygdala activation during processing of fearful versus neutral faces and also
reported a concomitant reduction in activity of the anterior cingulate cortex. The
latter of these findings coincides with results from a number of PCL-R/imaging
studies (Kiehl et al. 2001; Müller et al. 2003; Birbaumer et al. 2005; Veit et al.
2010) and one of four PPInv/imaging studies (Rilling et al. 2007).

The other two studies that focused on psychopathy in young participants used
the same dual-diagnostic criterion (ASPD + PCL:YV) employed by Marsh et al.
(2008), but examined brain reactivity in reward/punishment learning tasks. Finger
et al. (2008) used a probabilistic reversal-learning task and reported increased
activation in relation to punished reversal errors in bilateral medial frontal gyrus and
right caudate regions in high-psychopathy participants as compared to ADHD and
healthy comparison groups. Within the high-psychopathy group, scores on the
callous–unemotional factor of the APSD selectively predicted degree of enhanced
activation for punished errors. Finger et al. (2011) compared brain reactivity during
a passive avoidance learning task in psychopathic (APSD + PCL:YV) youth and
health controls (no ADHD comparison group was included). Relative to controls,
psychopathic youth showed decreased reactivity in right orbitofrontal cortex and
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caudate regions to earlier (as compared to later) occurrences of reinforced outcomes
in the task, along with decreased reactivity in orbitofrontal cortex for correct
rewarded response trials overall. A main effect of group was also evident for
particular brain regions across the task as a whole, reflecting generally decreased
activation for the psychopathic group in regions including the amygdala, caudate,
and insula, and regions characterized by the authors as components of an “attention
network” (i.e., prefrontal and parietal cortex).

4 Summary, Implications, and Future Directions

A number of consistent findings have emerged from psychophysiological studies of
aggression and aggressive individuals. One is the finding of low resting HR, which
has been interpreted as reflecting low dispositional arousal associated with ten-
dencies toward impulsive stimulation seeking (Raine 1993, 2002; Ortiz and Raine
2004). However, this interpretation remains speculative, as no research to date has
directly assessed the functional role of low cardiac arousal in the disinhibited
behavior of antisocial–aggressive individuals. Two findings of related interest are
enhanced EEG slow-wave activity in antisocial–aggressive individuals and reduced
P300 brain response in individuals with externalizing problems more broadly.
Reduced P300 response has also been reported specifically in relation to Factor 2 of
psychopathy, whether indexed by the PCL-R (Venables and Patrick 2014) or the
PPInv (Carlson et al. 2009). Enhanced EEG slow wave, like low resting HR, has
been theorized to reflect low dispositional arousal that motivates stimulation
seeking (Eysenck 1967; Zuckerman 1979). Differing explanations have been pro-
posed for the finding of reduced P300 response. One that fits with findings of low
resting HR and enhanced EEG slow wave is that anticipatory and preparatory
activities are reduced in such individuals, resulting in a more stimulus-driven
processing style (Malone et al. 2002; Taylor et al. 1999).

In contrast with these findings, other research has demonstrated enhanced phasic
reactivity to stressful or aversive stimuli in hostile, aggressive, and abusive indi-
viduals—including enhanced cardiac and skin conductance reactivity to stressors,
poor regulation of autonomic activity during anticipation of aversive events, and
reduced cardiac vagal tone. Furthermore, some evidence exists to indicate that this
pattern of heightened reactivity to aversive cues or events, like reduced P300 brain
response, may be generally characteristic of individuals with impulse control
problems, rather than specific to impulsive aggressive individuals (Taylor et al.
1999). Although the finding of enhanced reactivity to phasic stressors might seem
inconsistent with data indicating low resting activation levels, the hypothesis that
externalizing proneness (including proclivities toward impulsive aggression) entails
a reactive, stimulus-driven processing style provides a framework for interpreting
this overall configuration of results. From this perspective, high externalizing
individuals are more reactive to immediate stressors or challenges because they
anticipate and prepare for them less effectively (cf. Davidson et al. 2000).
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These findings for impulsive aggression, and externalizing conditions more
broadly, are clearly at odds with findings for psychopathy as defined by differing
inventories. Adult psychopathic offenders do not show reliable differences in
resting autonomic activity levels or P300 brain response (Raine 1993), but do show
consistent reductions in phasic reactivity to aversive cues, including diminished SC
response (cf. Hare 1978; Arnett 1997) and startle reflex potentiation (cf. Patrick
1994, 2007). The explanation for this divergence in findings almost certainly lies in
the distinction between the affective–interpersonal versus the antisocial deviance
features of psychopathy: It is the latter features that reflect heightened externalizing
tendencies, including aggression and impulsiveness (Patrick 2007; Patrick et al.
2005). However, EEG/ERP and brain imaging studies have only recently begun to
investigate effects for these two components of psychopathy separately. This is a
key issue that should continue to be systematically addressed in future research.

However, it is important to keep in mind when considering findings from studies
of these types that differing instruments for psychopathy index affective–interper-
sonal and impulsive–antisocial components of psychopathy differently. For exam-
ple, whereas the two factors of the PCL-R are correlated and overlap in coverage of
callous–aggressive tendencies (Patrick et al. 2009; Venables and Patrick 2012), the
PPInv’s two factors are uncorrelated, with PPInv fearless dominance indexing
bold–fearless tendencies and PPInv impulsive–antisociality indexing disinhibition
and to a secondary degree callous aggressiveness or meanness—and the PPInv’s
Coldheartedness scale indexing elements of meanness not captured by PPInv
impulsive antisociality (Drislane et al. 2014a; Hall et al. 2014; Sellbom and Phillips
2013). Additionally, child and adult symptoms of ASPD reflect separable aggres-
sive and non-normative/rule-breaking factors (Kendler et al. 2012, 2013; Tackett
et al. 2003, 2005) that differentially reflect meanness versus disinhibition (Venables
and Patrick 2012)—consistent with evidence from research demonstrating separa-
ble callous–unemotional and impulsive/conduct problem factors to child psy-
chopathy. In light of this growing body of evidence, it seems likely that greater
precision can be obtained in identifying reliable physiological correlates of psy-
chopathy and related diagnostic conditions by routinely assessing distinct boldness,
meanness, and disinhibition facets of these conditions in research studies. As an
example of this, considerable progress has been made in indexing robust, replicable
brain correlates of the disinhibition facet of psychopathy that exhibit correlations
with one another, and thus can be combined to form composite brain-based indices
of disinhibition or externalizing proneness (Nelson et al. 2011; Patrick et al. 2012).
Through work of this kind, it will be possible in future brain electrophysiology and
neuroimaging studies to characterize individuals along distinct dimensions of
psychopathy or antisociality through combined use of physiological and clinical or
psychometric measures (Patrick et al. 2013b). Phenotypes operationalized in this
way would be more likely to exhibit consistent, meaningful biological correlates
than phenotypes operationalized exclusively through diagnostic ratings or self-
report (Patrick et al. 2012, 2013b).
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Related to this, it will be important in future research to systematically examine
alternative forms of aggression associated with differing underlying motives (e.g.,
proactive–instrumental versus reactive–impulsive) in relation to these two psy-
chopathy factors in order to clarify relations with neurobiological measures. In
particular, it is the impulsive–reactive subtype that appears to be most related to
externalizing proneness and to impairments in brain systems that govern emotion
regulation. It will also be valuable in future studies to include multiple measures of
physiological response (peripheral–autonomic along with electrocortical; EEG
together with structural or functional neuroimaging) so that findings for different
measures can be directly compared within the same task procedures (cf. Nelson
et al. 2011; Patrick et al. 2012, 2013b).

As a final point, it is important to note that most published psychophysiological
studies of aggressive individuals to date (including neuroimaging studies) have
focused either on differences in brain structure or differences in physiological
activity at rest or in simple stimulus tasks. A pressing need exists for studies aimed
at elucidating differences in online cognitive and affective processing with func-
tional relevance to aggression—including cortical psychophysiology studies that
capitalize on the fine-grained temporal and frequency information afforded by EEG/
ERP, and functional neuroimaging studies that capitalize on the fine-grained spatial
information provided by MRI. Along these lines, key questions for future research
include the following: (1) What are the distinctive functional roles of brain regions
that have been implicated in electrocortical and neuroimaging studies of aggression
and how do these regions interact to achieve regulatory control over emotional
states? Basic cognitive and affective neuroscience research is needed to elucidate
this issue. (2) What specific impairments in the functioning of these brain systems
predispose individuals toward aggressive behavior? To address this question, more
EEG/ERP and functional neuroimaging studies are needed that examine online
processing and brain reactivity within aggression-relevant task procedures, such as
interpersonal provocation paradigms. (3) Do different types of brain dysfunction
underlie impulsive–reactive and callous–proactive manifestations of aggressive
behavior? The work of Raine et al. (1997), Marsh et al. (2008), and others suggests
that these manifestations of aggression may reflect separate neuropathologies. Thus,
an important challenge for future research will be to delineate the nature of pro-
cessing impairments or deviations that underlie impulsive aggression associated
with externalizing conditions compared with more callous–instrumental forms of
aggression associated with psychopathic personality.
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Physiological Correlates of Premenstrual
Dysphoric Disorder (PMDD)

Inger Sundström Poromaa

Abstract Premenstrual dysphoric disorder (PMDD) is a mood disorder with onset
of functionally impairing or distressing mood symptoms in the late luteal phase of
the menstrual cycle. Psychophysiologic findings in PMDD broadly fall into two
categories: vulnerability trait findings, thus categorized because they are present in
the asymptomatic phases of the menstrual cycle, and state findings, which are only
present in the symptomatic late luteal phase and which are potentially represen-
tative of the hormonal events and biological mechanisms that lead to PMDD. Trait
vulnerability markers in PMDD include diminished cardiovascular stress respon-
ses, lower heart rate variability (reflecting increased vagal tone), and lower P300
amplitude, eventually suggesting that women with PMDD share a number of
physiological correlates with related anxiety and mood disorders. State findings in
PMDD include lower luteal phase prepulse inhibition and altered luteal phase
emotion processing. Lower prepulse inhibition in the late luteal phase may be an
important ovarian steroid-influenced indicative of altered serotonergic neuro-
transmission, of relevance for women with PMDD. Attempts to determine the
neural correlates of emotion processing in the late luteal phase are thus far
inconsistent, but promising.

Keywords Premenstrual dysphoric disorder � Estradiol � Progesterone � Prepulse
inhibition � Emotion processing � Functional magnetic resonance imaging
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1 Introduction

Premenstrual dysphoric disorder (PMDD) is categorized as a mood disorder with
onset of functionally impairing or distressing mood and physical symptoms in the
late luteal phase of the menstrual cycle, a decline in symptom severity after onset
of menstruation, and an absence of symptoms in the postmenstrual week (O’Brien
et al. 2011). Hallmark mood symptoms include mood lability, irritability, anxiety,
tension, and depression (O’Brien et al. 2011). The disorder affects roughly 5 % of
women of reproductive age (Wittchen et al. 2002), and has a moderate heritability
(Kendler et al. 1998).

PMDD is defined by the relation to the late luteal phase of the menstrual cycle.
As progesterone is only present in the luteal phase, PMDD is commonly regarded
as a disorder caused by the variation in (or mere presence) of progesterone levels.
Research in support of this include findings of symptom relief during anovulatory
cycles (Wyatt et al. 2004), the reinstatement of symptoms when add-back hormone
therapy is administered together with gonadotropin-releasing hormone (GnRH)
agonists (Segebladh et al. 2009), and findings of progestagen-induced mood
symptoms in postmenopausal women (Andreen et al. 2003, 2005, 2006). Notably,
no consistent hormonal differences between women with PMDD and healthy
controls have been reported (Backstrom et al. 2003). Hence, the exact mechanism
by which progesterone precipitates the symptoms of PMDD is unknown, although
interactions with the serotonin (Jovanovic et al. 2006; Brown et al. 2009) and
the GABAergic systems (Epperson et al. 2002; Sundstrom Poromaa et al. 2003)
are plausible.

Estradiol and progesterone are both highly lipophilic and easily pass through
the blood–brain barrier. In fact, animal studies and post-mortem studies in
reproductive and postmenopausal women indicate that estradiol and progesterone
are accumulated in the brain (Bixo et al. 1986, 1995, 1997), with the highest
concentration of progesterone found in the amygdala (Bixo et al. 1997). The
estradiol receptors (ERa and ERb) and the progesterone receptors (PRA and PRB)
are highly expressed in brain areas associated with reproductive function, such as
the hypothalamus and the limbic system (for review, see (Gruber et al. 2002;
Brinton et al. 2008). For example, the expression of the estradiol receptors
has been demonstrated in the human amygdala, hippocampus, claustrum,
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hypothalamus, and the cerebral cortex. Within the cerebral cortex, the most dis-
tinct expression of estradiol receptors is found in the temporal cortex (Osterlund
et al. 2000a, b). The progesterone receptors are also distributed throughout the
amygdala, hippocampus, hypothalamus, thalamus, and the frontal cortex (Kato
et al. 1994; Bixo et al. 1997; Guerra-Araiza et al. 2000, 2002, 2003). The receptor
distribution suggests that the ovarian hormones have the capability to modulate
emotional processing, cognitive function, sensory input, attention, decision mak-
ing, and motor function. Progesterone can also be metabolized into neuroactive
steroids, among which allopregnanolone and pregnanolone are the two neuros-
teroids most studied in PMDD. Neurosteroids potentiate the GABAA receptor,
where they increase hyperpolarization and act in a similar manner to barbiturates
and benzodiazepines (Melcangi et al. 2011). As GABA is the major inhibitory
transmitter in the central nervous system, acute administration of allopregnanolone
has sedative, anxiolytic, and anticonvulsant properties (Melcangi et al. 2011). A
functionally relevant amount of allopregnanolone is synthesized in the brain, but
the main source of brain and serum allopregnanolone in nonpregnant women is the
corpus luteum (Ottander et al. 2005).

Over the past years menstrual cycle studies have greatly improved in quality by
use of counterbalanced, longitudinal designs, and by correct classification of
menstrual cycle stage by use of hormonal levels and assessment of the luteinizing
hormone surge rather than just the onset of menses. For this review, only studies
where these design standards have been met have been included. The most rele-
vant menstrual cycle contrast in PMDD women is obviously the late follicular
phase (when patients are symptom-free) and the late luteal phase (when symptoms
culminate). In addition, this review has only considered studies where PMDD
diagnosis is based on criteria devised by the Diagnostic and Statistical Manual of
Mental Disorders (DSM). Besides the typical symptom profile and a clear-cut
impact on daily life, the diagnosis must also be confirmed by use of prospective
daily symptom ratings. Unfortunately, many PMDD studies typically include
relatively small sample sizes. While this is a problem in terms of statistical power
or high probability of chance findings, it is also understandable as diagnostic
procedures are time consuming and a large number of women need to be screened
before the target population is reached.

2 Trait Vulnerability Markers

Life-time comorbidity with depressive and anxiety disorders is common in women
with PMDD (Wittchen et al. 2002, 2003), and many PMDD women display typical
vulnerability markers for psychiatric morbidity such as neurotic personality traits
(Freeman et al. 1995; Gingnell et al. 2010) and history of violence or abuse
(Girdler et al. 2003). Furthermore, several biochemical and neurophysiological
abnormalities encountered in depressed or anxious patients are also found in
women with PMDD. If such findings are present in the asymptomatic phases of the
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menstrual cycle, they are commonly regarded as vulnerability traits for PMDD, or
alternatively, vulnerability traits for the depressive and anxiety disorders that are
commonly associated with PMDD.

2.1 Cardiovascular Stress Reactivity

Many women with PMDD state that their symptoms worsen during time periods of
intense workload and stress (Sadler et al. 2010), and hypothetically, women with
PMDD could have an altered stress response in comparison with healthy women
(Perkonigg et al. 2004; Sadler et al. 2010). In a series of studies, Girdler and
colleagues have reported on cardiovascular stress responses in healthy women and
PMDD women across the menstrual cycle. Besides a lack of menstrual cycle
influence on stress-induced hemodynamic responses such as cardiac output and
peripheral resistance, women with PMDD also showed diminished diastolic blood
pressure and heart rate responses and a tendency to blunted cardiac output to the
stress tests, irrespective of cycle phase (Girdler et al. 1993). These findings were
later partly replicated in a study where women with PMDD in both cycle phases
had lower cardiac output and stroke volume and higher peripheral resistance
during mental stress than healthy controls (Girdler et al. 1998). Further attempts to
replicate these findings have either failed (van den Akker and Steptoe 1989;
Girdler et al. 2003), or only been confirmed in women with PMDD who also had a
history of abuse (Girdler et al. 2007). Although the positive physiological findings
that have been reported are suggestive of trait vulnerability markers, it should also
be noted that endocrine measures of stress, such as allopregnanolone levels, are
elevated in PMDD women in the luteal phase (Girdler et al. 2001).

Heart rate variability (HRV) measures provide a sensitive noninvasive measure
of cardiac autonomic regulation via the parasympathetic (vagal) and sympathetic
nervous systems. Time domain variables of beat-to-beat variability of the heart
rhythm are assumed to reflect mainly vagal tone while frequency domain vari-
ables, derived from power spectral analysis, can be used to distinguish between
sympathetic and vagal predominance. While two studies have failed to demon-
strate any difference between PMDD patients and controls (although within group
differences in responsiveness to the menstrual cycle changes were reported) (Baker
et al. 2008; de Zambotti et al. 2013), two studies have suggested lower heart rate
variability, reflecting increased vagal tone, in PMDD women (Landen et al. 2004;
Matsumoto et al. 2007). Again, these findings were not confined to the symp-
tomatic late luteal phase. Instead, women with PMDD appear to have lower HRV
indices across both cycle phases (Matsumoto et al. 2007) or only in the follicular
phase (Landen et al. 2004). These findings support the notion that reduced HRV is
a feature shared by a number of related psychiatric disorders that are characterized
by symptoms such as depressed mood and anxiety, including PMDD. In addition,
these findings imply that women with lower autonomic function regardless of the
menstrual cycle are vulnerable to more severe premenstrual disorders.
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2.2 Attention and Alertness

Event-related potentials (ERPs) are electroencephalogram (EEG) changes that are
time locked to a stimulus event. One of the most prominent components of the
ERP is the positive P300 waveform that occurs between 300 and 500 ms after
stimulus onset. The P300 is thought to reflect higher processing of the psycho-
logical meaning of stimuli and the P300 amplitude is affected by numerous factors,
including task or stimulus complexity, expectancy, vigilance, and attention. Two
studies have investigated the P300 in women with PMDD, one reporting lower
P300 amplitude to both auditory and visual stimuli in both menstrual cycle phases
(Baker et al. 2010), and the other reporting longer P300 latency to auditory stimuli
across both cycle phases in PMDD women (Ehlers et al. 1996). As PMDD women
in the study by Baker and colleagues also performed poorly on a psychomotor
vigilance task in the luteal phase, the authors suggested that women with PMDD
allocated less attentional resources to the tasks than did controls at both symp-
tomatic and symptom-free menstrual cycle phases, although response output
processing (reaction times on the PVT) was only affected in the symptomatic
phase (Ehlers et al. 1996).

Despite common reports of fatigue during the luteal phase, no difference in
waking EEG power density in the theta/alpha range, as possible indicators of
alertness (Cajochen et al. 1997; Baker et al. 2010), has been noted in PMDD
women. Women with PMDD, however, are reported to have a lower saccadic eye
velocity across both cycle phases (Sundstrom and Backstrom 1998).

2.3 Startle Response

The acoustic startle reflex is a withdrawal reflex to sudden or noxious auditory
stimuli which can be measured as an eyeblink in humans or as a whole-body
response in laboratory animals. This paradigm is a useful bridge between pre-
clinical and human data, since it has a similar circuitry and pharmacology in
humans as it does in animals. While healthy female controls do not show cyclic
changes in this measure of physiologic arousal (Epperson et al. 2007), PMDD is
associated with an increase in baseline startle magnitude, although it is unclear if
this present in both cycle phases (Kask et al. 2008) or confined to the symptomatic
late luteal phase (Epperson et al. 2007). Again, increased startle response is a
feature shared by a range of anxiety disorders, but the relevance in PMDD is
strengthened by the influence of ovarian steroids on the acoustic startle reflex
(Toufexis et al 1999; Van den Buuse and Eikelis 2001; Vaillancourt et al. 2002;
Byrnes et al. 2007) and by the fact that the startle response is increased in an animal
model of PMDD (the progesterone withdrawal model) (Gulinello et al. 2003;
Gulinello and Smith 2003). In addition, the acoustic startle response is also regu-
lated by the agents thought to be critical to the etiology PMDD symptoms, notably
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progesterone fluctuations and underlying alterations in inhibitory neurotransmis-
sion via the GABAA receptor (Gulinello et al. 2003; Gulinello and Smith 2003;
Toufexis et al. 2004).

3 State Findings

As understood by the previous section, relatively few psychophysiology findings
in PMDD women have been confined to the symptomatic late luteal phase. While
trait findings are important for the overall understanding of PMDD, psychophys-
iology findings during the symptomatic phase would aid in our understanding of
the biological mechanisms that lead to the symptom surfacing in the premenstrual
phase.

3.1 Prepulse Inhibition

Prepulse inhibition of the startle magnitude is a sexually dimorphic measure which
also varies across the menstrual cycle. In fact, it is one of the most reliable and
consistent menstrual cycle findings that PPI is lower at times when estradiol and
progesterone levels are high, such as during the mid-luteal phase of the menstrual
cycle and in pregnancy (reviewed in (Kumari 2011)). In addition, women of
childbearing ages have lower PPI than postmenopausal women (Bannbers et al.
2011), and the sex difference also disappears following menopause (Kumari et al.
2008).

Women with PMDD patients exhibit lower levels of PPI compared to control
subjects in the luteal but not in the follicular phase (Kask et al. 2008). Furthermore,
PMDD patients with pronounced anxiety and depression symptoms during the
cycle in which they were tested had even more impaired PPI than less symp-
tomatic patients (Kask et al. 2008). As variable hormone levels from menstrual
cycle to menstrual cycle within individual subjects may result in variable symptom
expressions (Wang et al. 1996), this finding underlies the assumption that the
hormonal events that trigger PMDD symptoms in a specific menstrual cycle could
also affect the circuits modulating PPI. The relevance of this measure for PMDD
symptom expression is further strengthened by similar findings of low PPI in
women suffering from depression and irritability while using combined oral
contraceptives (Borgstrom et al. 2008).

While progesterone appears to be the most relevant hormone for PMDD,
estradiol has been of greater interest in the field of PPI, presumably due to its role
in schizophrenia (Gogos and Van den Buuse 2004; Gogos et al. 2006a, b, 2009;
Guille et al. 2011; Hill et al. 2013; Thwaites et al. 2014; Wu et al. 2013). Men-
strual phase-related variability in PPI has been suggested to be mediated by
fluctuating estrogen level, based on the observations of more PPI in women during
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the follicular, relative to the luteal, phase. Both estrogen receptors are found in the
nucleus accumbens and amygdala (Gruber et al. 2002; Brinton et al. 2008) and
other areas of the PPI circuit (Charitidi et al. 2012), and ERa has been suggested to
play a key role (Charitidi et al. 2012). Estrogen induces a dose-dependent increase
in PPI in ovariectomized rats (Van den Buuse and Eikelis 2001; Charitidi et al.
2012) and estrogen (or combined estrogen-progestagen) treatment in ovariecto-
mized female rats may also prevent 5-HT1A-, dopamine-, and NMDA receptor-
induced disruptions of PPI (Gogos and Van den Buuse 2004; Gogos et al. 2010,
2012; Thwaites et al. 2014). Similar findings have also been obtained in females
where estrogen treatment prevented buspirone-induced PPI deficits (Gogos et al.
2006a). However, treatment with 2 mg estradiol during the early follicular phase
did not affect PPI in healthy women (Gogos et al. 2006b), and no direct correla-
tions between estradiol levels and PPI have been reported (Kask et al. 2008b;
Kumari et al. 2008,2010; Talledo et al. 2009; Bannbers et al. 2011). Hence, an
alternative explanation to the menstrual cycle effects and the PMDD findings be
equally well be that of progesterone-induced inhibition of estradiol effects in the
luteal phase. Recently, a role for progesterone in PPI was also suggested (Kumari
et al. 2010) as a larger increase in progesterone was associated with a smaller
decrease in PPI from the follicular to the luteal phase, which could be of relevance
for PMDD women. This effect is presumably mediated by the progesterone
receptors, as GABA-active progesterone metabolites have no influence on PPI
(Kask et al. 2009).

In terms of PMDD pathophysiology, the finding of reduced PPI in the symp-
tomatic late luteal phase may suggest altered serotonergic or dopaminergic neu-
rotransmission. Of these two, the serotonin system is by far the most researched in
PMDD. A role for serotonin in PMDD is predominantly suggested by the fact that
serotonin reuptake inhibitors (SSRI) can be used for treatment (Marjoribanks et al.
2013). Not only so, the SSRIs appear to have a distinctly different route of action
in PMDD, as opposed to when it is used for depressive or anxiety disorders. For
instance, it is equally effective when used intermittently, i.e., only during the luteal
phase, or continuously, and the onset of action is reportedly as short as 14 hours
after first drug intake (Landen et al. 2009). These temporal relationships suggest
that SSRIs may facilitate serotonin transmission shortly after the onset of treatment
in anger-modulating pathways, by increasing synaptic levels of serotonin (Landen
et al. 2009). Further pharmacological challenges in PMDD women are, however,
needed to establish the role of the serotonin system for the impaired late luteal
phase PPI in PMDD women.

3.2 Emotion Processing: Startle Reactivity

Startle reactivity may also be used as an measure of emotional processing (Lang
et al. 2000). Animal studies as well as human studies show the acoustic startle
response to be enhanced during arousal and fearful situations, such as during threat
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of shock, noxious noise, or aversive pictures, while it is reduced when presented
with rewarding stimuli such as pictures of food or erotica (Lang and Davis 2006).
Emotion-induced modulation of the startle response, as far as it has been studied,
appears not to be different in women with PMDD, either in comparison with
healthy controls or across menstrual cycle phases (Epperson et al. 2007; Bannbers
et al. 2011). However, PMDD patients display an increased startle modulation by
positive and negative anticipation stimuli in the late luteal phase. Possibly one
reason why anticipation, as opposed to image viewing, results in an increased
startle response in women with PMDD, could be that startle reactivity in this case
is not dependent upon the image itself; thus differences in how subjects respond to
a particular image based on different life experiences do not confound the inter-
pretation of startle effects. The latter may be of specific relevance in PMDD
women, as women with a history of trauma, or PTSD, are more likely to expe-
rience PMDD (Wittchen et al. 2003; Pilver et al. 2011), and as PMDD women with
a history of trauma have an abnormal neuroendocrine stress response (Girdler et al.
1998, 2003, 2007; Segebladh et al. 2011). Anticipation of negative events may be
adaptive and promote behavior that increases the possibility for survival in
response to threat, but could also be dysfunctional and initiate anxious responses
also to nonthreatening stimuli (Grupe and Nitschke 2013). In the context of
PMDD, the anticipation of the luteal phase symptoms has been shown to influence
the severity of symptoms (Segebladh et al. 2009). Further, the increased startle
modulation by positive and negative anticipation stimuli have later been validated
by functional magnetic resonance imaging (fMRI), where women with PMDD had
higher luteal phase reactivity in the anterior medial prefrontal cortex and dorso-
lateral prefrontal cortex during negative anticipation than healthy controls, while
they did not differ from healthy controls in their response to the emotional images
(Gingnell et al. 2013).

3.3 Emotion Processing: Functional Magnetic Resonance
Imaging

A growing number of studies have attempted to pinpoint the neural correlates of
the late luteal phase emotion processing in PMDD women. Most attention has
been given to the hypothesized corticolimbic emotion processing network
(reviewed by (Shin and Liberzon 2010)), where the amygdala and insula are
activated by bottom-up emotional processes and the anterior cingulate cortex
involved in top-down regulation. While increased amygdala reactivity character-
izes negative affective states like anxiety and depression (Etkin and Wager 2007;
Shin and Liberzon 2010), studies on amygdala reactivity in PMDD have thus far
been inconsistent (Protopopescu et al. 2008; Gingnell et al. 2012, 2013), possibly
because none of the paradigms used have tapped into the PMDD-specific symp-
tomatology. Protopopescu et al. (2008) reported increased late luteal amygdala
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reactivity in response to emotional words, but the results appeared to reflect
alterations in reactivity over the menstrual cycle in healthy controls rather than in
women with PMDD. Gingnell et al. (2012) reported a follicular phase increase in
amygdala reactivity to emotional faces, whereas the expected luteal phase increase
was only noted in a subgroup of PMDD patients who also had high trait anxiety.
Furthermore, no differences in the amygdala and insula or ACC reactivity between
patients and controls and no menstrual phase modulation were observed to neg-
ative emotional stimuli (Gingnell et al. 2013). Although these findings appear
inconsistent and not specific to the late luteal phase, some details may be of
importance for the understanding of PMDD. First, the increased bilateral amygdala
reactivity in PMDD women during the follicular phase noted by Gingnell and
colleagues was highly and positively correlated with progesterone levels, which
was not the case in the healthy controls. While progesterone levels at this point of
the menstrual cycle are low, and also not associated with mood worsening, women
with PMDD are in general more sensitive to progesterone than controls (Schmidt
et al. 1998). Hence, this finding may suggest that the amygdalae in PMDD women
respond already at very low levels of progesterone. Indeed, the progesterone levels
needed to induce amygdala reactivity in healthy women are approximately 20-fold
higher (van Wingen et al. 2008). As progesterone receptors are present throughout
the limbic system (Kato et al. 1994; Bixo et al. 1997; Guerra-Araiza et al. 2000,
2002, 2003) and progesterone concentrations are high in the amygdala (Bixo et al.
1997), the follicular phase increase in amygdala reactivity might reflect a trait-like
sensitivity in the amygdala to low levels of progesterone, which is abolished in the
luteal phase when ovarian steroid levels are increased. It has been suggested that
tolerance to progesterone may develop during the luteal phase and that women
with PMDD have an aberrant tolerance development (Backstrom et al. 2014).
Although this hypothesis mainly relies on findings of GABAergic progesterone
metabolites [GABA plays a major role in amygdala functioning (Roberto et al.
2012)], it is equally possible that progesterone receptors in the CNS may be
saturated during the luteal phase and direct associative couplings between
amygdala reactivity and small stress-induced changes in progesterone may not be
detectable.

Yet another important issue is that the emotional stimuli used in startle and
fMRI experiments may not have been specific enough to discriminate the PMDD
women from healthy controls in the luteal phase, especially since amygdala
reactivity is increased in the luteal phase already in healthy women (Andreano and
Cahill 2010; Goldstein et al. 2010; Gingnell et al. 2012). Using a paradigm that
contrasted brain reactivity in response to social as opposed to nonsocial aversive
stimuli, women with PMDD displayed increased amygdala and insular cortex
reactivity during the luteal phase which was paralleled by a reduced reactivity in
areas previously reported to be involved in emotion regulation, i.e., the anterior
cingulate cortex (Gingnell in press). Among women with PMDD reactivity in the
amygdala increased between the follicular and luteal phase and was positively
correlated to the progesterone increase across cycle phases (Gingnell in manu-
script). Reactivity alterations in PMDD to social stimuli might thus be similar to
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anxiety disorders with increased reactivity in the amygdala and insula but
decreased reactivity in the regulatory parts of ACC which is restricted to symptom
provoking situations (Shin and Liberzon 2010).

Attempts to use cognitive paradigms have thus far yielded trait-like findings
across both cycle phases. For instance, Baller and colleagues (Baller et al. 2013)
reported increased activity in the prefrontal cortex of women with PMDD as
compared to healthy controls during a short-term memory task, but this effect was
unrelated to hormonal levels. Using a nonemotional Go/NoGo-task, women with
PMDD have also been reported to have lower parietal reactivity than healthy
controls regardless of menstrual cycle phase (Bannbers et al. 2012).

4 Conclusion

Although PMDD is common, and although it is an important model for our
understanding of how ovarian steroids influence mood and anxiety in women, the
number of studies attempting to elucidate its pathophysiology is strikingly low.
Most physiologic findings in PMDD women, such as altered cardiovascular
responses to stress or decreased heart rate variability, have been reported in both
cycle phases, suggesting that they represent vulnerability traits for PMDD, or
alternatively, vulnerability traits for the depressive and anxiety disorders that are
commonly associated with PMDD. Relatively few, and yet for the most part,
unconfirmed findings have pinpointed the late luteal phase as the crucial deter-
minant for differences between women with PMDD and healthy controls. Among
these, lower prepulse inhibition in the late luteal phase may be an important
ovarian steroid-influenced indicative of altered serotonergic neurotransmission, of
relevance not only for women with PMDD but also for women suffering from
mood and anxiety disorders. Attempts to determine the neural correlates of
emotion processing in the late luteal phase are thus far inconsistent, but promising.
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Postmenopausal Physiological Changes

Robert R. Freedman

Abstract The hallmark of menopause is the marked reduction of estradiol levels
due to ovarian failure. This, among other factors result in hot flashes, the most
common menopausal symptom. Hot flashes (HFs) can be measured objectively,
both inside and outside the laboratory, using sternal skin conductance, an electrical
measure of sweating. We have found that HFs are triggered by small elevations in
core body temperature (TC), acting within a greatly reduced thermoneutral zone.
This reduction is caused by elevated central sympathetic activation, among other
factors. There is a circadian rhythm of HFs peaking at 1825 h. Imaging studies
have shown that hot flash activation begins in the brainstem, followed by the insula
and by the prefrontal cortex. HFs in the first, but not the second half of the night
can produce awakenings and arousals. This is because rapid eye movement (REM)
sleep suppresses thermoregulatory effector responses, which include hot flashes.
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1 Introduction

Menopause, defined as the final menstrual period, represents the permanent
cessation of menses due to loss of ovarian follicular function, generally caused by
aging. In practice, 1 year after the final menstrual period is usually employed to
mark the onset of menopause. In Western societies, menopause occurs at an
average of 51.4 ± 5 years, ranging from approximately 40–60 years (North
American Menopause Society 2007).

Physiologically, the hallmark of menopause is the marked reduction of estradiol
levels to 10 % or less of those found during reproductive years (North American
Menopause Society 2007). Additionally, levels of FSH (follicular stimulating
hormone) and LH (luteinizing hormone) increase following menopause. The most
common symptom of menopause is the hot flash (HF) which forms the basis of the
present chapter.

Hot flashes (HFs) are reported as feelings of intense warmth along with sweating,
flushing, and chills. Sweating is generally reported in the face, neck, and chest. HFs
usually last for 1–5 min, with some lasting as long as an hour (Kronenberg 1990).
The median duration of symptoms is about 4 years, with some lasting as long as
20 years (Feldman et al. 1985). In one U.S. study, 87 % of the women reported daily
HFs and about a third of those reported more than 10 per day (Kronenberg 1990).
There is some racial and ethnic variation of HFs with Caucasian women reporting
the highest prevalence and Japanese and Chinese women reporting the lowest (Gold
et al. 2006).

2 Physiologic Events of the Hot Flash

Peripheral vasodilation, demonstrated by elevated skin temperature and blood flow,
occurs during HFs in all areas that have been studied (Fig. 1). Skin temperature
increases in the digits, face, arms, chest, abdomen, back, and legs (Freedman 1998;
Molnar 1975; Kronenberg et al. 1984; Tataryn et al. 1980; Ginsburg et al. 1981) and
blood flow in these areas is elevated, as well (Kronenberg et al. 1984; Tataryn et al.
1980; Ginsburg et al. 1981).

Sweating and skin conductance, an electrical measure of this, also increases
during HFs (Fig. 1). Molnar (1975) determined the whole body sweat rate to be
about 1.3 g/min in one subject. We measured sweating and skin conductance from
the sternum at the same time in 14 women (Freedman 1998). We found a close
temporal correspondence between both measures, which were significantly ele-
vated. Measurable sweating occurred in 90 % of the HFs.

Core body temperature (TC) also increases prior to HFs. We measured TC and
sternal skin conductance during 77 HFs in 10 menopausal women who reported
frequent symptoms (Freedman et al. 1995). We found small but significant TC

elevations before the majority of HFs and replicated these findings in two sub-
sequent studies (Freedman 1998; Freedman and Woodward 1996).
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Fig. 1 a Core body
temperature (means) during
menopausal hot flashes.
b Respiratory exchange ratio
(means) during hot flashes.
c Mean skin temperature
(means) during hot flashes.
d Sternal skin conductance
(means) during hot flashes.
Time 0 is the beginning of the
sternal skin conductance
response. Intervals between
arrows are significantly
different from each other at
P \ 0.05, Duncan’s test
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The TC elevations could be caused by increased metabolic rate (heat produc-
tion) and/or peripheral vasoconstriction (decreased heat loss). We did find sig-
nificant increases in metabolic rate (Fig. 1), but they occurred at the same time as
the peripheral vasodilation and sweating; peripheral vasoconstriction did not occur
(Freedman 1998). Therefore, the TC elevations are not caused by metabolic rate
elevations. Small increases in heart rate, about 7–15 beats/min do occur along with
the metabolic rate increases (Molnar 1975; Kronenberg et al. 1984) and palpita-
tions are sometimes reported.

3 Objective Measurement of Hot Flashes

Typically, diaries are used to assess treatment outcome in HF studies. However,
there are several problems with these measures. Errors in compliance are major
sources of bias (Takarangi et al. 2006). Also, HFs occurring during sleep are not
accurately reported because recall of these events is usually poor and many HFs
do not produce awakenings (Freedman 2010). Finally, placebo effects as large
as 40–50 %, occur with self-reports (Stone et al. 2003). Therefore, objective
measures of HFs have been developed.

Increased skin conductance recorded from the sternum is presently the best
objective marker of HFs. An increase in this measure C 2 lmho (electrical unit of
conductance) within 30 s corresponded with 95 (Freedman 1989), 90 (Freedman
et al. 1992), and 80 % of reported HFs (de Bakker and Everaerd 1996). These
results have been independently replicated (de Bakker and Everaerd 1996).
Moreover, these results have been extended to men with HFs due to androgen
therapy for prostate cancer (Hanisch et al. 2007).

The skin conductance measure is also useful because it can be recorded outside
the laboratory in daily life. Using the same recording methods with ambulatory
monitors, we found an agreement of 85 % between the skin conductance criterion
and patient event marks (Freedman 1989). A second study found an agreement of
77 % (Freedman et al. 1992).

However, the major drawback of skin conductance recording is that it requires
the use of electrodes and gel, which must be changed every 24 h. Therefore, the
author has invented a miniature, hygrometric HF recorder which requires neither
electrodes nor gel (Freedman and Wasson 2007). This device will record all HFs
for 1 month using a single hearing aid battery. It attaches to the skin with a double-
sided sticky collar. A simple computer scoring program has been developed which
will score 1 week of 24 h data in \5 min.

In a recent study of patient satisfaction with the recorder, the author obtained
positive responses from patients regarding the ease of use and appearance of the
recorder (Freedman and Wasson 2007; Freedman 2009).
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4 Endocrinology of Hot Flashes

Since HFs occur in the vast majority of women having natural or surgical men-
opause, estrogens are clearly involved in their etiology. This is consistent with the
fact that estrogen therapy virtually eliminates HFs. However, estrogen reduction
alone does not explain the occurrence of HFs because there are no relationships
between these symptoms and plasma, urinary, or vaginal (Askel et al. 1976) levels
of estrogens, nor are there differences in plasma levels between women with and
without HFs (Freedman et al. 1995; Askel et al. 1976). Additionally, clonidine
reduces HF frequency but does not change estrogen levels (Schindler et al. 1979),
and prepubertal girls have low estrogen levels but no HFs. Therefore, estrogen
withdrawal is necessary but not sufficient to explain the occurrence of HFs.

A temporal relationship was observed between HFs and LH pulses (Casper
et al. 1979; Tataryn et al. 1979). However, further work demonstrated that women
with isolated gonadotropin deficiency had HFs but no LH pulses (Gambone et al.
1984), and those with hypothalamic amenorrhea had LH pulses but no HFs. Also,
HFs occurs in women with LH suppression from GnRH compounds (Casper and
Yen 1981; DeFazio et al. 1983), in women with pituitary insufficiency and hyp-
oestrogenism (Meldrum et al. 1981), and in hypophysectomized women, who have
no LH pulses (Mulley et al. 1977).

Subsequently, an opiate system was hypothesized in the etiology of HFs.
Jeffcoate (1981) showed that an opiate antagonist reduced HF and LH pulse fre-
quencies, although other research failed to replicate these results (DeFazio et al.
1984). Thus, the evidence for opiate involvement in HFs is inconsistent.

Norepinephrine (NE) plays an important role in thermoregulation acting, in
part, through a2-adrenergic receptors. Injected into the preoptic hypothalamus,
NE causes heat dissipation responses followed by a decline in TC (Brück and
Zeisberger 1990). Additionally, gonadal steroids modulate central NE activity
(Insel and Motulsky 1987). Although plasma NE levels do not change during HFs
(Kronenberg et al. 1984; Casper et al. 1979), these do not represent levels in the
brain (Kopin et al. 1984).

We addressed these issues using pharmacologic probes. In a controlled,
laboratory investigation (Freedman et al. 1990), we showed that yohimbine, a
a2-adrenergic antagonist that elevates brain NE (Goldberg and Robertson 1983),
triggered HFs in symptomatic but not asymptomatic menopausal women, while
clonidine, a a2 agonist, ameliorated them. Postmortem studies have shown that
most a2 receptors in the human brain are inhibitory (Sastre and Garcia-Sevilla
1994). Blockade of these receptors with yohimbine would increase NE release,
whereas clonidine would reduce it (Starke et al. 1989; Charney et al. 1982).

Furthermore, estrogens modulate brain adrenergic receptors (Etgen et al. 2001;
Ansonoff and Etgen 2001). Taken together, these data formed the basis of our
theory that elevated brain NE, in conjunction with estrogen withdrawal, are part of
the etiology of HFs.
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5 Thermoregulation and Hot Flashes

TC in homeotherms is regulated between an upper threshold for sweating and a
lower threshold for shivering. Between these thresholds is a neutral zone within
which major thermoregulatory responses (sweating, shivering) do not occur
(Savage and Brengelmann 1996). Small adjustments within the neutral zone are
performed by changes in peripheral blood flow.

According to this theory, the heat dissipation responses of the hot flash
(sweating, peripheral vasodilation) would be provoked if TC crossed the upper
threshold. We had already demonstrated TC increases before most HFs (Freedman
1998; Freedman et al. 1995; Freedman and Woodward 1996). We therefore chose
to study the width of the thermoneutral zone in women with and without HFs.

Previous research showed that warm, ambient temperatures and peripheral body
heating could provoke HFs (Freedman 1989; Freedman et al. 1992) suggesting that
the upper threshold is lowered in women with HFs. We then demonstrated that the
lower threshold is elevated in these women by inducing shivering while measuring
TC (Freedman and Woodward 1995). We then measured the upper and lower
thresholds using ambient heating and cooling in women with and without HFs. We
measured the thermoneutral zone to be 0.0 �C in the symptomatic women and
0.4 �C in the asymptomatic women (Freedman and Krell 1999). We then repli-
cated the TC sweating threshold findings using exercise. When sweating thresholds
were reached, all symptomatic but no asymptomatic women demonstrated
objective and subjective HFs. Sweat rates in the former group were twice those of
the later group.

Thus, we believe that HFs are triggered by TC elevations acting within a greatly
narrowed thermoneutral zone in postmenopausal women with HFs. A HF, con-
sisting of sweating and peripheral vasodilation, is provoked when TC reaches the
upper threshold. TC then declines, and when the lower threshold is crossed,
shivering occurs. What biochemical mechanisms account for this?

Basic science investigations have found that increased brain NE narrows the
width of the thermoneutral zone (Brück and Zeisberger 1990). Conversely, clo-
nidine lowers NE release, raises the sweating threshold, and reduces the shivering
threshold. We therefore hypothesize that increased brain NE narrows the ther-
moneutral zone in menopausal women with HFs.

We determined the TC sweating threshold in women with and without HFs
during I.V. clonidine and placebo (Freedman and Dinsay 2000). We showed that
clonidine significantly elevated the sweating threshold compared to placebo in the
women with HFs, whereas the opposite occurred in the women without HFs. We
therefore believe that clonidine reduces HFs by raising the TC sweating threshold.

We then conducted a similar study to examine the mechanism through which
estrogen ameliorates HFs (Freedman and Blacker 2002). Symptomatic menopausal
women were randomly assigned to receive 1 mg/day 17 b-estradiol P.O. or pla-
cebo for 90 days. We found that the TC sweating threshold was significantly
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elevated and HF frequency significantly ameliorated in the E2 but not the placebo
group. Thus, estrogen ameliorates HFs by raising the TC sweating threshold, but
we do not know the precise mechanisms of this.

6 Circadian Rhythm of Hot Flashes

Given this mechanism, we sought to determine if HF occurrence was related to the
TC circadian rhythm. Using 24 h ambulatory monitoring, we recorded sternal SCL to
detect HFs, ambient temperature, skin temperature, and TC (ingested radio telemetry
pill) (Freedman et al. 1995). Cosinor analysis revealed an HF circadian rhythm with
a peak at 1825 h (Fig. 2). The majority of HFs were preceded by TC elevations
(P \ 0.05). HFs began at significantly higher TC levels (36.82 ± 0.04 �C) com-
pared with all nonflash periods (36.70 ± 0.005 �C). We then replicated these
findings in symptomatic women with breast cancer using a whole-room calorimeter
(Carpenter et al. 2004).

7 Imaging Studies

We were interested to determine the brain areas associated with the physiologic
and phenomenological aspects of the HF and employed functional magnetic
resonance imaging (fMRI) to do this. In the first study, we used symptomatic
menopausal women and asymptomatic amenorrheic women and induced HFs and
sweating (measured with sternal SCL) in the scanner (Freedman et al. 2006).
Significant areas of activation in the symptomatic women included the insular and
the anterior cingulate cortex. Sweating in the amenorrheic women was associated
with activation in the anterior cingulate and superior frontal gyrus. We believe the
insular activation is associated with the ‘‘rush of heat’’ described during meno-
pausal HFs.

In a second investigation (Diwadkar et al. 2013), we sought to determine the
temporal sequencing of the neuronal events underlying the HF. Methods were
similar to those described above. We performed fMRI in a group of postmeno-
pausal women to measure neuronal activity in the brainstem, insula, and prefrontal
cortex around the onset of an HF (detected using synchronously acquired skin
conductance responses). Rise in brainstem activity occurred before the detectable
onset of an HF. Insula and prefrontal activity trailed activity in the brainstem,
appearing following HF onset (Fig. 3). Pre-HF brainstem responses may reflect the
functional origins of internal thermoregulatory events such as HFs. By compari-
son, insula, and prefrontal activity may be associated with the phenomenological
correlates of HFs.
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8 Hot Flashes (HFs) and Sleep

Although most epidemiologic studies have found increased reports of sleep dis-
turbance at menopause (Kravitz et al. 2003), this has not been found in most
laboratory studies (Young et al. 2003). A study in our laboratory (Freedman and
Roehrs 2004) found no differences among age-matched premenopausal women,
postmenopausal symptomatic women, and postmenopausal asymptomatic women
on any sleep measure, performance test, or questionnaire measure. Additionally,
HFs did not appear to trigger awakenings or arousals based on analysis of whole-
night data.

A subsequent study analyzed this last issue in greater depth by analyzing data
by halves of the night (Freedman and Roehrs 2006). This was done because there
is more rapid eye movement (REM) sleep in the second half of the night. It has
been shown that REM sleep suppresses thermoregulatory effector responses, such
as sweating and peripheral vasodilation, which constitute HFs. Indeed, it was
found that HFs in the second half of the night occurred after the awakenings and
arousals, whereas those in the first half of the night preceded them and could
therefore trigger them.

This temporal relationship was replicated in a recent laboratory study of 102
women, 44–56 years of age, who complained of poor sleep (Freedman and Roehrs
2007). Fifty-three percent (53 %) of the women had apnea, restless legs, or both.
The best predictors of objective sleep quality (laboratory sleep efficiency) were

Fig. 2 Hot flash frequency and TC during 24 h. Hot flash frequency in 10 symptomatic women
(bars); best-fit cosine curve for hot flash frequency (dashed line); 24 h TC data for 10
symptomatic women (O) with best-fit cosine curve (solid line); 24 h TC data in 6 asymptomatic
women (h) with best-fit cosine curve (dotted line)
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apneas, periodic limb movements, and arousals (R2 = 0.44, P \ 0.0001). The best
predictors of subjective sleep quality (Pittsburgh Sleep Quality Index global score)
were the Hamilton anxiety score and the number of HFs in the first half of the
night (R2 = 0.19, P \ 0.001). It is, therefore, possible that anxiety mediates some
reports of poor sleep.

These results may explain the difference between our first laboratory study
which did not analyze data by halves of the night (Young et al. 2003), and self-
report studies of increased sleep disturbance at menopause (Kravitz et al. 2003).
Our findings also emphasize the importance of detecting primary sleep disorders,
such as apnea and periodic limb movements which are highly disruptive of sleep
and can have serious medical consequences.

As described throughout this chapter, we have been interested in the role of
sympathetic activation in HFs, many of which occur during sleep. It has been shown
that measures of heart rate variability (HRV) in the frequency domain reflect the
different components of sympathetic and parasympathetic activation. Components
computed using the spectral analysis, power in HRV frequencies greater than
0.15 Hz reflects parasympathetic activation, whereas power in frequencies below
0.15 Hz reflects, in part, sympathetic activation. We performed these measurements

Fig. 3 Averaged activity in the pre-flash and flash windows across the three regions of interest.
Images depict volume-rendered activations in the brainstem, the insula, and the dorsal prefrontal
cortex successively. Data are shown collapsed across image within the pre-flash and flash windows
for each subject. Relative to the pre-flash window, significantly increased activity in the flash
window is seen in the insula and prefrontal cortex, but not in the brainstem. Error bars are ± SEM
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during laboratory sleep in 16 postmenopausal women demonstrating at least four
HFs per night (Freedman et al. 2011). For the frequency bin of 0–0.15 Hz, we found
that, during stage 1 sleep, power was greater during HFs compared with preceding
and subsequent periods. For waking HFs, power in this band was higher before HFs
than during or after them. These data are consistent with our theory of elevated
sympathetic activation as a trigger for menopausal HFs.
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ASD: Psychopharmacologic Treatments
and Neurophysiologic Underpinnings

Ian Kodish, Carol M. Rockhill and Sara J. Webb

Abstract Autism Spectrum Disorder encompasses a range of neurodevelopmental
disorders characterized by early deficits in social communication in addition to
restricted and repetitive behaviors. Symptoms are increasingly understood to be
associated with abnormalities in the coordination of neuronal assemblies respon-
sible for processing information essential for early adaptive behaviors. Pharma-
cologic treatments carry evidence for clinically significant benefit of multiple
impairing symptoms of ASD, yet these benefits are limited and range across a
broad spectrum of medication classes, making it difficult to characterize associated
neurochemical impairments. Increasing prevalence of both ASD and its pharma-
cologic management calls for greater understanding of the neurophysiologic basis
of the disorder. This paper reviews underlying alterations in local brain regions
and coordination of brain activation patterns during both resting state and task-
related processes. We propose that new pharmacologic treatments may focus on
realigning trajectories of network specialization across development by working in
combination with behavioral treatments to enhance social and emotional learning
by bolstering the impact of experience-induced plasticity on neuronal network
connectivity.
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1 Introduction

Children with ASD exhibit characteristic behavioral and functional abnormalities,
including core deficits in interpersonal functioning (e.g., social-emotional reci-
procity, nonverbal communication, adjustment of behavior to suit context) and
stereotypic repetitive behaviors (e.g., abnormal repetitive movements, inflexible
adherence to routine, abnormal sensory reactivity)(APA 2013). Impairments man-
ifest early in development, by age 3, yet can range significantly across the lifespan
within the individual and across individuals, highlighting the multifaceted nature of
the disorder. ASD is also associated with several comorbid conditions including
sleep disorders, seizure disorders, inflammatory disorders, anxiety disorders, and
attention-deficit hyperactivity disorder (ADHD). Prevalence rates of autism spec-
trum disorder are estimated at 1/88, with a male prevalence reaching 1/54
(CDC 2012).

ASD is now widely accepted as a disorder of brain development. Recent utili-
zation of neurophysiological and neuroimaging methods have begun to elucidate
the neural mechanisms that may underlie the course and presentation of autism
behaviors. Electroencephalography (EEG) measures characteristic brain waveform
patterns, and analyses of event-related potentials (ERP) reveal changes in EEG wave
patterns as a function of cognitive or motor operations, or states of alertness. These
neurophysiological methods provide information about neural pathways at multiple
levels of the neuroaxis and within selected aspects of sensory, motor, cognitive, and
social function. Neural oscillations reflect the synchronous firing of large popula-
tions of neurons mediated by excitatory and inhibitory interactions. Fluctuations in
various EEG frequency bands are thought to represent abnormalities in network
organization, and can further characterize the timing of processing abnormalities.
Neuroimaging techniques, including single-photon emission computed tomography
(SPECT), diffusion tensor imaging (DTI), magnetic resonance imaging (MRI), and
functional MRI (fMRI) further enable detection of anatomical changes and altera-
tions in the functional utilization of brain regions during resting states and under task
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demands. Recent efforts and advanced statistical methods have fostered cross-uti-
lization of these techniques to detect patterns of regional synchrony and coactiva-
tion, allowing further characterization of functional connectivity of brain networks.

This paper aims to review both the medication treatments for ASD and the
emerging patterns of neurophysiologic and neuroanatomic alterations in networks
associated with ASD. The goal is to integrate these disparate literatures, high-
lighting important new targets of treatment that can be derived from and assessed
by neurophysiological measures.

2 Pharmacologic Treatment

The clinical impairments associated with ASD are often difficult to alleviate, and
are increasingly managed using pharmacologic interventions. While core symp-
toms of communication deficits and circumscribed interests are difficult to address
with medication, other clinical impairments are often targets of treatment, including
comorbid anxiety, difficulty with sustained attention, aggressive behaviors, sleep
disturbances, and stereotypic movements.

Despite the lack of extensive evidence base, examination of prescribing patterns
for youth with ASD reveals that pharmacotherapy is very common (e.g., Hsia et al.
2013; Mire et al. 2013; Schubart et al. 2013). The Mire et al. study examined over
1,600 North American youth with Autism, and found that 41.7 % of parents
reported that their child or adolescent had used psychotropic medications, with
ADHD medications most commonly used. Correlational analyses indicated that
the likelihood for medication use in this sample was higher for children who had
social impairment and for those with low cognitive function. Similarly, a large
longitudinal study of U.S. Medicaid claims for patients with ASD showed that
over a 4-year period, 65 % were prescribed psychiatric medication. In contrast to
the primary use of stimulants in the Mire study, antipsychotics were the most
frequently prescribed in this sample, and the use of more than one medication was
very common (Schubart et al. 2013). An international study of prescribing prac-
tices showed that North American youth with ASD received the highest percentage
of prescriptions for psychotropic medication compared to European, South
American, and Asian countries. Risperidone was the most commonly prescribed
medication in North America for ASD, in contrast to methylphenidate being most
commonly prescribed in the UK, and haloperidol being most commonly prescribed
in Japan (Hsia et al. 2013).

2.1 Antipsychotic Medications

Risperidone and aripiprazole are now approved by the United States Food and
Drug Administration (USDA) to address irritability associated with autism. Their
effectiveness is supported by seven randomized controlled trials (RCTs) showing
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significant differences between risperidone and placebo (Hellings et al. 2006;
Nagaraj 2006; Pandina et al. 2007; McCracken et al. 2002; Aman et al. 2005; Troost
et al. 2005; Shea et al. 2004) and two for aripiprazole (Owen et al. 2009; Marcus et al.
2009), with most studies measuring improvement on the irritability subscale of the
Aberrant Behavior Checklist. Although two trials of risperidone did not achieve
statistical significance in comparison with placebo (Luby et al. 2006; Miral et al.
2008), several articles reviewing this literature all conclude that the data supporting
effectiveness is strong, while cautioning that behavioral intervention should be tried
first and that side effects including metabolic abnormalities, weight gain, and
potential for extrapyramidal side effects warrant caution in their use (Elbe and Lalani
2012; Parikh et al. 2008; Pringsheim and Gorman 2012; Sharma and Shaw 2012).

2.2 Stimulants

A review of relevant studies concluded that 41–78 % of youth with autism meet
criteria for attention deficit hyperactivity disorder (ADHD) (Murray 2010).
A recent review of randomized and nonrandomized trials concluded that, after
careful symptom assessment, treatment of comorbid ADHD symptoms with
stimulant medication is indicated for youth with ASD (Mahajan et al. 2012). In
addition, there is some evidence for effectiveness of non-stimulant ADHD
medications in youth with ASD, with one randomized controlled trial each for
atomoxetine and guanfacine having shown superiority over placebo (Arnold et al.
2006; Handen et al. 2008), and further studies underway.

2.3 SSRIs

Providers also often consider the use of selective serotonin reuptake inhibitors
(SSRIs), targeting impairing symptoms of anxiety, including obsessive thoughts,
and compulsive behaviors frequently associated with ASD. However, data to
support their effectiveness in ASD populations is mixed, and reviews highlight a
positive publication bias, making the literature difficult to accurately interpret
(Williams et al. 2013; Carrasco et al. 2012; Kolevzon et al. 2006). RCTs exam-
ining the impact of SSRIs on compulsive behaviors failed to show improvements
beyond placebo, although several open-label studies have demonstrated effec-
tiveness of SSRIs for anxiety. A subsequent Cochrane Review concluded that there
was no systematic evidence in support of the use of SSRIs to treat ASD (Williams
et al. 2013). Despite this, prescribing practices in populations of youth with ASD
indicates that the use of SSRIs is relatively common (e.g., Lopata et al. 2013).
Older medication classes such as tricyclic antidepressants are not recommended
due to the lack of evidence supporting their use, as well as significant side effects
(Hurwitz et al. 2012).

260 I. Kodish et al.



2.4 Other Agents

Because of its relevance to social behaviors, oxytocin has also received attention
as a potential treatment for ASD. Although no RCTs have been completed, an
open label study of oxytocin treatment showed improved performance on tasks of
emotion recognition compared to placebo (Guastella et al. 2010). Furthermore,
initial findings from oxytocin treatment in ASD reveal enhanced regional activa-
tion during social tasks in several distributed brain areas relevant to social pro-
cessing (Gordon et al. 2013). Despite these positive preliminary findings, a recent
editorial cautioned against premature clinical use as treatment modality until
research focused on long-term implications and potential side effects or problems
can be completed (Harris and Carter 2013).

Disrupted sleep is also a frequent problem for youth with autism, and often
impacts sleep quality of the entire family. A meta-analysis (Rossignol and Frye
2013) and a controlled trial (Wright et al. 2011) of melatonin in autism found
consistent positive effects. In addition, one open-label study supported the use of
clonidine to address insomnia in youth with autism (Ming et al. 2008). However,
given the limited data available, a recent review suggested that the most prudent
initial course is to formally evaluate patients for sleep disorders, without clear
support for any one particular sleep medication (Malow et al. 2012).

Other novel agents have also been used in the treatment of ASD symptoms, with
some evidence for positive effectiveness. Amantadine, which impacts the
N-methyl-D-aspartate (NMDA) receptor, may act by limiting excitotoxicity of the
glutamatergic neurotransimitter system. This receptor class is thought to be
essential for modulating synaptic plasticity and represents a new class of phar-
macologic targets with the potential to impact neurophysiologic and cognitive
functioning. One RCT of amantadine treatment in youth with ASD found improved
control of irritability and hyperactivity (King et al. 2001), and another reported
beneficial effects for ADHD (Aman and Langworthy 2000). Although amantadine
is not commonly used, it may be considered when other treatments do not provide
adequate symptom control, particularly for distractibility, and hyperactivity.

3 Neuroanatomic Alterations Through Development

Macrocephaly is common in infants with ASD, and neuroanatomic studies have
demonstrated larger brain sizes in children with ASD during early development
(e.g., Aylward et al. 2002; Sparks et al. 2002). MRI studies indicate that brain
enlargement is partially due to an increase in gray matter. For example, toddlers
subsequently diagnosed with autism exhibit significant early increases in overall
gray matter, distributed across frontal and temporal regions (Schumann et al. 2010),
with evidence for the greatest enlargement in the frontal cortex (Carper and
Courchesne 2005). Postmortem studies further suggest that these changes represent
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significant increases in neuronal number (Courchesne et al. 2011) and dendritic
spine density (Hutsler and Zhang 2010).

Increased synaptic connectivity in ASD is also paralleled by an increase in the
number of cortical minicolumns (Casanova et al. 2006), vertical clusters of inter-
connected neurons thought to represent fundamental processing units of cortical
architecture (Silberberg et al. 2002). These units are each devoted to processing a
specific type of information, such as a specific orientation of lines in visual space,or
in animals a specific input from an individual whisker. Each is composed of a core
excitatory assembly wrapped by an inhibitory network to provide intercolumnar
dampening and heightened specificity of response. More synapses, neurons,
and minicolumn assemblies suggest an overelaboration of sensory units in ASD,
creating greater processing demands. As brain regions coordinate information at
progressive levels of integration, particularly in prefrontal regions,these heightened
processing demands become even more magnified.

The normative trajectory of gray matter development involves dramatic syn-
aptic overproduction during prenatal and early neurodevelopment, with subsequent
elimination of less adaptive neuronal circuits and their connections through syn-
aptic pruning (Huttenlocher and Dabholkar 1997). While autism is associated with
excessive early over proliferation of synaptic connectivity and gray matter in
multiple brain regions, this overgrowth trajectory isthen thought to reverse during
later childhood, with more advanced synaptic atrophy and neuronal loss leading to
total brain volumes similar to typical development (Redcay and Courchesne 2005).
Consistent with this notion of abnormal pruning trajectories, youth 8–12-years old
with ASD exhibited faster rates of gray matter loss in several cortical regions over
a 30-month interval compared to age-matched typically developing youth (Hardan
et al. 2009), suggesting more dramatic rates of both synaptic overproduction and
their subsequent elimination across development in ASD.

Functional connectivity further relies on the anatomical integrity of axonal
tracts within neural networks, and several lines of evidence point to white matter
(WM) abnormalities in ASD. While typical WM development linearly increases
over time, MRI studies of individuals with ASD reveal accelerated early over-
growth of frontal WM followed by reductions in adolescence and adulthood
(Herbert et al. 2004; Courchesne et al. 2001, 2004).Compromised interhemispheric
WM connectivity is also revealed by modest reductions in overall corpus callosum
size (e.g., Vidal et al. 2006), a finding also associated with underconnectivity in the
prefrontal cortex(Lo et al. 2011). Callosal fiber reductions may further contribute
to laterality differences seen in fMRI studies, which show that individuals with
ASD tend to excessively utilize networks within the right hemisphere, including
those underlying executive functioning (Cardinale et al. 2013; Gilbert et al. 2008).
Even during sleep, rightward asymmetry is exhibited in 1-year-old infants affected
by ASD, indicating abnormal lateralization is an early feature of neurodevelop-
ment that predates language acquisition (Eyler et al. 2012).

Differences in axonal patterning are also seen early in development, high-
lighting altered early connectivity driven by both white and gray matter changes.
In studies of WM development, high-risk infants who were eventually diagnosed
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with ASD exhibited greater fractional anisotropy, a measure of unidirectional
patterning of axonal tracts, in comparison with high risk infants who did not
develop ASD. This advanced spatial organization was suggestive of precocious
development and heightened early network patterning (Wolff et al. 2012). Despite
this heightened early specialization of WM tracts in ASD, infants subsequently
exhibited slower changes in WM patterning, so that by 24 months of age, infants
with ASD exhibited lower FA values than unaffected infants.

Local trajectories of synaptic overelaboration and subsequent pruning vary in
step with developmental expectancies and regional specialization (Greenough
et al. 1987). While primary sensory regions exhibit pruning refinements in early
childhood, more highly integrative areas have a more protracted course (Gogtay
and Thompson 2010). Synaptic pruning serves to drive specialization of circuitry,
with a developmental sequence toward increasingly integrative regions culmi-
nating with those involved in complex thought, self-awareness, and cognitive
flexibility. In contrast, ASD has been described by some authors as a disorder of
mistimed critical periods driven by early imbalances in excitatory and inhibitory
inputs, resulting in abnormal unfolding of developmental processes (Leblanc and
Fagiolini 2011). Each iteration of regional specialization may therefore be
increasingly affected at successive levels of cortical elaboration and network
complexity. Aberrant early development may also contribute to downstream
effects, impairing connectivity normally supported by coactivation of distributed
neuronal assemblies, thus preventing the formation of stable networks, leading to
further alterations in functional specialization and integration.

Similar to neocortical regions, amygdala sizes are also abnormally large in ASD
during early development (Nordahl et al. 2012), yet are thought to gradually
normalize into adolescence, with variable findings in older subjects (Ecker et al.
2012). Perceptual and attention networks that coordinate with amygdala nuclei
may therefore receive heightened input during early periods of network patterning,
and result in emotional networks more highly tuned to features of lower order
sensory input that become specialized early in development. However, these
highly connected early systems may restrict subsequent integration with higher
order networks that typically foster specialized attunement to social and emotional
functions.

4 Neurophysiology of Resting State and Social Processing

ASD is associated with neurophysiological differences in regional activation, such
that examination of patterns of fMRI or EEG activation reveals different responses
to task-related cognitive demands and differences during resting state compared to
control subjects. Atypicalities in the ‘‘default mode network,’’ neuronal circuits
engaged during resting state conditions, have been found in studies of ASD. This
resting state network is thought to involve distributed regions, including those also
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involved in complex tasks, suggesting a baseline level of impaired executive
functioning even during rest (Uddin et al. 2013).

Resting state EEG and magnetoencephalography (MEG), a technique for
detecting magnetic fields produced by electrical brain activity, have been used to
quantify the (absolute or relative) amount of power at a given oscillatory fre-
quency. A number of studies suggest an overall pattern of differential power
profiles in ASD, with excess power at low frequency (delta, theta) and high fre-
quency (beta, gamma) bands, but reduced power in middle frequency (alpha)bands
(for review, see Webb et al. 2009).This pattern appears to be relatively consistent
through development and is exhibited across multiple brain regions during resting
state conditions. ASD has also been associated with reduced long-range coherence
patterns during the resting condition, most commonly with reductions between
frontal regions and more posterior primary sensory regions (Barttfeld et al. 2011;
Ghanbari et al. 2013; Murias et al. 2007; Duffy and Als 2012).

Some resting state fMRI studies of adolescents and adults with ASD also reveal
decreased functional connectivity(Kennedy and Courchesne 2008; Monk et al.
2009; Weng et al. 2011), with some findings of disconnect specific to integrative
regions of prefrontal cortex (Assaf et al. 2010). However, in contrast to distributed
underconnectivity, Keown et al. (2013) found increased local connectivity in teens
with ASD during resting state conditions. This overconnectivity was primarily
found in visual and extrastriate cortex, as well as temporal lobe; and functional
hyperconnectivity was more marked in those with higher symptom severity.
Interestingly, underconnectivity was seen in anterior regions, which tend to exhibit
specialized pruning refinements later in development. This pattern of hypercon-
nectivity in posterior regions and hypoconnectivity in anterior may reflect
impaired anterior progression of regional synaptic refinements that typically drives
functional specialization seen across normative development(Gogtay and
Thompson 2010). Moreover, in a younger sample of children with ASD (aged
7–13 years), hyperconnectivity was found at both long and short ranges (Supekar
et al. 2013), with increased overconnectivity associated with increased social
deficits. The authors suggest that hyperconnectivity may be a feature of early
neurodevelopment in ASD which limits flexibility in the allocation of coordinated
activity required to enable functioning of adaptive distributed networks. Neuro-
developmental shifts from early overelaboration of synaptic connectivity to later
under elaboration may be responsible for developmental shifts in network acti-
vation and specialization (Uddin et al. 2013).

Neurophysiological alterations associated with ASD are also revealed during
tasks designed to activate networks thought to support social functioning. The
superior temporal region specifically recruited during attention tasks involving face
processing is known as the Face Fusiform Area (FFA). Social processing requires
attention to facial expressions and identification of subtle contextual visual cues to
appreciate others’ intentions and emotions. Highlighting the relationship between
social and emotional processing, the FFA is further regulated by inputs from
emotional networks, including amygdala nuclei (e.g., Geschwind et al. 2012).
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When assessing basic face perception and identification, a number of studies
show FFA hypoactivation in high functioning teens and adults with ASD com-
parison to controls (e.g., for review see Schultz 2005), although other studies have
found no differences (e.g., Hadjikhani et al. 2004; Kleinhans et al. 2008). Varia-
tions in FFA activation may be due to individual differences in attention to eye
regions (Dalton et al. 2005) or to additional task requirements (Koshino et al.
2008). It has also been suggested that attention modulation in face specific regions
in ASD is impaired for social but not nonsocial information, which could account
for task-related difference in performance (Bird et al. 2006; also see Dichter and
Belger 2007). Perception and identification of emotional facial expressions is also
altered in ASD, with decreased amygdala responses in some studies (e.g., Ashwin
et al. 2007; see Baron-Cohen et al. 2000). Consistent with impaired attunement to
emotional cues, highly emotional expressions failed to modulate FFA activation
among subjects with ASD (Lauvin et al. 2012). During emotion processing tasks,
SPECT imaging also revealed hypoactivity in frontal regions extending to the
amygdala bodies, and the degree of hypoactvity correlated with symptom severity
(Ohnishi et al. 2000). These findings together suggest that ASD is associated with
a deficit in FFA activation and connectivity between frontal networks, evident
in situations requiring social processing.

EEG and ERP studies also reveal an association between ASD and alterations
in activation patterns triggered by aspects of face processing. Children with ASD
show larger ERP responses to direct eye gaze, perhaps accounting for behaviors
that modulate sensory input through eye contact aversion instead of more typical
modulation by prefrontal dampening (Grice et al. 2005; Kyllianinen et al. 2006).
Atypical or delayed temporal processing of social compared to nonsocial infor-
mation has been found early in the development of autism (e.g., Webb et al. 2006,
2011) and this pattern extends through childhood and into adulthood (see Webb
et al. 2009 for review). Emotional cues of face stimuli also elicit altered lower
order cortical processing during early development (Dawson et al. 2004), but this
pattern may normalize in late childhood (e.g., Wong et al. 2008).

EEG studies also show alterations in neuronal responses during observation of
manual motor actions in ASD, with less desynchronization of neuronal assemblies
(i.e., attenuation of the mu rhythm) during conditions of observation compared to
imitation or execution. Unlike typically developing subjects, who exhibited
attenuation of the mu rhythm during observation, imitation, and execution con-
ditions, ASD subject only demonstrated attenuation during conditions when they
executed or immediately imitated a manual motor action (Bernier et al. 2007;
Oberman et al. 2005); and the degree of attenuation was correlated with imitative
behaviors (Bernier et al. 2007). Because ‘‘decreased’’ power in the mu band
(attenuation) reflects increased neural activity, the failure to increase neural
resources during observation may reflect compromised integrative neurophysio-
logical processes.

Deficits in the ability to imitate other people’s actions are also commonly seen
in studies of ASD, revealing another bias toward object-oriented tasks and away
from direct action imitation (Williams et al. 2004). A number of neuroimaging
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studies have suggested that alterations inregional activation during observation and
imitation of manual motor movements in individuals with ASD are indicative of
impairments in mirror neuron systems (Williams et al. 2006; Marsh and Hamilton
2011); however, the extent to which patterns of hypoactivation are directly related
to alterations in inferior frontal gyrus and the mirror neuron system is debated (for
review, Hamilton 2013). Instead, like face processing, the pattern of responses is
more complicated, and results include features of hyperactivity (Martineau et al.
2010), hypoactivity (Dapretto et al. 2005), and equivalent activity (Grezes et al.
2009; Schulte-Rüther et al. 2007).

Overall, these neurophysiologic findings indicate that alterations in cortical
organization in ASD contribute to alterations inactivation responses to diverse
processing demands. Findings also highlight early changes in connectivity, con-
tributing to developmental shifts in activation patterns both at rest and within
regions typically associated with specialized tasks essential for social learning.
These connectivity differences are also observed within both local and distributed
networks in ASD, and are likely impacted by alterations in developmental tra-
jectories of synaptic refinements which affect regional specialization.

5 Alterations in Neuronal Network Specialization

Clinically, children with autism demonstrate an extremely high rate of idiosyncratic
sensory responsivity. Heightened reactivity to aversive sensory stimuli in ASD is
thought to be driven by hyperconnectivity of local sensory networks in conjunction
with decreased modulation from integrative frontal networks. This systems con-
nectivity deficit provides an alternate perspective on local sensory hyperactivity,
which has been proposed as a model accounting for alternate sensory processing
strategies in individuals with autism. Specifically, quicker neuronal responsivity
based on EEG is seen in some visual paradigms, highlighting earlier activation
patterns in ASD (Boeschoten et al. 2007). However, the P1 response, an event-
related EEG component thought to be generated by extrastriate activity, was
smaller in a study of PDD subjects compared to controls; as well, inferior medial
sources were also found to be weaker. Increased activity was instead observed in
the superior lateral visual area, suggesting alterations in anatomic separation and
specialization, specifically in early visual processing networks.

Alterations in the specialization of visual networks in ASD is also demonstrated
in heightened maintenance of sensitivity in peripheral visual fields with less
enhancement of foveal regions. Clinical signs of aberrant eye contact and lateral
glance behavior may therefore be related to behavioral modulation of sensory
input due to differential activation patterns at early sensory levels, which may
otherwise overwhelm processing capabilities (e.g., Mottron et al. 2007). Perceptual
modulation is normally afforded by neurodevelopmental dampening of less rele-
vant sensory input. Reduced developmental refinement of peripheral visual field
sensitivity further highlights impaired perceptual modulation in ASD.
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ASD is also marked by stereotypic behaviors, which are hypothesized to rep-
resent an effort to enhance proprioceptive processing by conveying greater con-
textual proprioceptive and visual cues. This stereotypic behavior may serve to
strengthen proprioceptive circuits, resulting in greater allocation of attention
resources to seeking and maintaining high levels of sensory stimulation, particu-
larly those related to visual and proprioceptive cues. Heightened reliance on local
sensory cortical regions is also demonstrated in behavioral enhancements,
including improved processing of elemental visual features and better auditory
tone discrimination (see Mottron et al. 2006; Dakin and Frith 2005). However, as
perceptual processing tasks begin to involve more complex visual features or noise
with high variability, performance on these tasks may start to show impairments
(Simmons et al. 2009).

Clinically, ASD is also associated with rigid behavioral routines and difficulties
adapting to shifting environmental demands. Anterior cingulate cortex (ACC), a
region involved in monitoring and set-shifting to adapt to new conditions and
demands, is thought to assist in cognitive flexibility. Subjects with ASD exhibited
deficits in performance of tasks requiring cognitive flexibility, and the tasks
elicited less activation than controls in ACC and other frontal regions (Shafritz
et al. 2008). Hypoactivity was also seen in basal ganglia and parietal regions, but
decreased activation in ACC was specifically associated with clinical severity of
repetitive behavior.

Further, ASD has been associated with impairments in top-down regulation,
affecting how cognitions and expectancies influence even basic perceptions. Top-
down modulation is also required for shaping perceptual processes to accord with
beliefs and appreciation of contextual cues. Consistent with impaired top-down
modulation, individuals with ASD exhibit differences in illusory perceptions and
their impact on modulating behavior. For example, the rubber-hand illusion, when
individuals are exposed to visual information of a rubber hand being touched while
their true hand is also touched simultaneously, typically elicits a sense that touch is
indeed felt on the rubber hand, and a heightened sense of ownership of the rubber
hand. This requires cross modal integration of visual, tactile, and proprioceptive
information, which can be influenced by perceptual beliefs relevant to the context.
Even when individuals with ASD cognitively appreciate the illusory effect, they
subsequently maintain more accurate proprioception than individuals without ASD
traits, as their motor responses are less impacted by these higher order perceptual
shifts (Palmer et al. 2013). This increased reliance on lower level sensory estimates
may serve to strengthen these local systems over time and may further perpetuate
deficits in higher order contextual processing (Mottron et al. 2006; Dakin and Frith
2005; Simmons et al. 2009).

Other perceptual tasks that require more abstract social and emotional
reasoning have also highlighted a lack of higher order integration in ASD. For
example, among individuals with ASD, regional fMRI activation was not appro-
priately affected by modulating videos to depict good versus bad intentions of
actors (Pinkham et al. 2008), nor by ironic content (Wang et al. 2007). Appreci-
ation of these more nuanced aspects of others’ behavior requires integration of
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diverse networks, including those thought to underlie empathy and one’s sense of
self. Altered utilization of these networks may thus contribute to the conceptual-
ization of ASD as a deficiency in Theory of Mind and contribute to idiosyncratic
alterations in social repertoires.

6 Conclusions and Treatment Implications

Studies examining the neurophysiology of ASD describe distributed alterations in
activation patterns of regional networks, highlighting impacts on perceptual pro-
cessing in basic sensory tasks as well as modulation from higher order regions
typically involved in complex social and emotional processing. Despite evidence
for underutilization and hypoconnectivity of regions important for social pro-
cessing in ASD, earlier in neurodevelopment ASD appears to be associated with
heightened anatomic and functional connectivity. This developmental trajectory
may place greater demands on primary sensory systems, enhancing hypercon-
nectivity of localized networks and shifting developmental specialization away
from more integrative networks. This shift in network specialization may con-
tribute to alterations in processing strategies, behaviorally expressed as idiosyn-
cratic patterns that favor proprioceptive and other lower order sensory cues.
Behavioral stereotypies manipulating sounds, smells or movement often seen in
children with ASD likely serve to enrich and bind this sensory input, similar to
how slight head movement allows visual perception to become richer and more
seamless, even when looking through a mesh screen. Emotional networks may also
shift to become integrated into sensory experiences apart from interpersonal
relatedness, contributing to alterations in communication, and social reactivity.

This conceptualization suggests that treatments should be focused on reestab-
lishing specialization of networks underlying higher order contextual and social
processing. This type of behavioral intervention often initially requires increasing
environmental structure to provide a more restricted context for learning, thereby
allowing more attentional resources to be paid to other cognitive demands, such as
social interactions or academic performance. Evidence also points to enhanced
neurophysiologic functioning when attention is restricted to cues that are highly
relevant for social perception, such as by improving eye contact and actively
attending to the perspective of others. These experiences may enable temporal
coordination of networks to become increasingly specialized and attuned to
effectively process relevant information and enhance behavioral functioning.

The refinement of networks underlying clinical benefit in ASD may further be
fostered by pharmacologic approaches, particularly those that can drive adaptive
specialization. Some EEG studies of pharmacotherapy for ADHD suggest enhanced
coherence of distributed cortical regions following treatment (Dupuy et al. 2010),
suggesting medication-mediated changes in neurophysiologic patterns may cause
or contribute to clinical improvement. Increasing evidence for plasticity induced
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changes associated with SSRIs suggests they may alter normative developmental
timing, which highlights the role that medications may play in enhancing the
influence of experience on neuroanatomy and neurophysiology (Castren 2013).

One caveat to neurophysiological findings in ASD is that high medication rates
may confound studies, as many include subjects already on psychotropic medi-
cations, of which several commonly prescribed are known to affect neural oscil-
lations (e.g., Blume 2006; Dumont et al. 2005; Loo et al. 1999). Additionally,
while there is a scarcity of knowledge about the effects of medication on EEG and
fMRI measures, even less is known about short and long-term effects of medi-
cation on neural anatomy.

Medication treatments for ASD have nevertheless increasingly been focused on
targeting alterations in synaptic connectivity (Won et al. 2013). Little is known
about the direct effects of atypical antipsychotics on brain activity; however in
adult clinical trials, risperidone was found to normalize EEG findings in autistic
subjects by increasing EEG theta power (Liem-Moolenaar et al. 2011). Aripip-
razole treatment initially increased delta frequency power (Kim et al. 2006), but
resulted in decreased delta after 8 weeks (Canive et al. 1998). The Early Start
Denver comprehensive behavioral treatment for ASD also reveal evidence of
clinical improvements and normalization of EEG profiles, suggesting both phar-
macologic and behavioral treatments may address features of neurophysiological
alterations (Dawson et al. 2012).

Individuals with ASD may benefit from medication interventions that enable
more adaptive functioning of social and emotional processing networks through
enhancements in neuronal plasticity and regional specialization. These treatments
should be maximized through coordination with ongoing behavioral supports, and
integrative research approaches to study early intervention strategies are important
to determine mediators of clinical response. Studies of ASD must also be viewed
within a shifting neurodevelopmental landscape, and longitudinal characterization
of neurophysiological functioning and patterns of regional specialization are
needed. These markers of network connectivity can offer insights into the clinical
impairments associated with ASD, and more importantly, reveal the impact of
important treatment interventions on brain functioning.
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Physiological Correlates of Insomnia

Timothy Roehrs, Valentina Gumenyuk, Christopher Drake
and Thomas Roth

Abstract Insomnia is a prevalent sleep disorder that is typically comorbid with
medical, psychiatric, and other sleep disorders. Yet, it is a disorder with its own
course and morbidity that can persist if untreated. This chapter describes the
physiological correlates of insomnia expressed during sleep and during the daytime.
Together, the data from nighttime and daytime electrophysiology, event-related
brain potential recording, neuroimaging studies, sympathetic nervous system, and
HPA axis monitoring all suggest that insomnia is a 24 h disorder of hyperarousal.
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1 Introduction

Insomnia is the most prevalent sleep disorder in the population with approximately
30 % of respondents reporting insomnia symptoms and 20 % meeting diagnostic
criteria (Roth et al. 2007). Over the past decade there has been a major paradigm shift
in understanding the pathophysiology, diagnosis, and treatment of insomnia. It is
now recognized that insomnia is a disorder with significant morbidity and its own
course that can persist for years if untreated (NIH 2005). It typically coexists with any
number of medical and psychiatric disorders and other primary sleep disorders. Of
particular relevance to the focus of this book is the fact that persistent insomnia is a
risk factor for the development of major depressive disorder (MDD), is an important
symptom predictive of MDD relapse, and can remain after successful treatment of
the MDD (Krystal 2006). Unlike MDD, insomnia coexisting with anxiety disorders
typically follows the onset of the specific anxiety disorder and follows relapse of the
anxiety disorder (Johnson et al. 2006). This chapter will describe the physiological
correlates of insomnia, expressed both during sleep and during the daytime. As this
chapter will indicate, insomnia can be considered a 24 h disorder of arousal.

2 Insomnia Diagnosis

The Diagnostic and Statistical Manual of Mental Disorders, 5th edition (DSM-V)
defines insomnia (see Table 1) as difficulty initiating sleep, maintaining sleep, and/
or early awakening with inability to return to sleep. These complaints are present
despite there being an adequate opportunity and circumstances to sleep (American
Psychiatric Association 2013). The sleep disturbance must have a frequency of at
least three nights per week, a duration of at least 3 months, and cause clinically
significant impairment in daytime functioning. The sleep disturbance cannot occur
exclusively during the course of another sleep disorder and is not attributable to
drugs of abuse or medications. When coexisting with a psychiatric or medical
disorder the insomnia symptom is prominent and can persist after resolution of the
psychiatric or medical disorder.

The DSM-V reflects a number of significant changes from the DSM-IV-R.
First, insomnia is no longer dichotomized into primary insomnia and comorbid
insomnia (i.e., insomnia related to another disorder). This change in nomenclature
moves from the causal attribution that is inherent in a primary versus secondary
distinction. DSM-V then directs that any comorbid psychiatric or medical disorder
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be listed. A minimal frequency criteria of insomnia symptoms, three times per week,
has been added and the necessary duration of symptoms has been increased from 1 to
3 months. Both of these changes better establish the severity and clinical signifi-
cance of an insomnia complaint. The DSM-IV-R symptom of ‘‘non-restorative’’
sleep has been removed as it is poorly defined and nonspecific.

A critical feature of insomnia carried over from the DSM-IV-R is the inclusion
of daytime symptoms in addition to any nighttime sleep symptoms. These daytime
symptoms may vary from patient to patient and the diagnostic criteria lists
impairment in social, occupational, educational, academic, behavioral, or other
important areas of functioning as examples. Importantly, these daytime symptoms
cause the patient significant distress and impairment and often are the motivation
for a patient to seek treatment. Recognition of the clinical importance of daytime
consequences associated with sleep disturbance and the emerging understanding of
the pathophysiology of insomnia, which is expressed during the daytime as well as
at night (see discussion) has lead to the view that insomnia is a 24 h disorder of
arousal (NIH 2005).

3 Electrophysiological Assessment of Insomnia

3.1 Polysomnography

Polysomnography (PSG) is the term used to refer to the continuous recording of
multiple physiological parameters during sleep including orbital electrooculo-
grams, at least a centrally derived electroencephalogram, and submental electro-
myogram, which are the basic parameters used to differentiate sleep and wake and

Table 1 DSM-V diagnostic criteria for insomnia 780.52

(A) A predominant complaint of dissatisfaction with sleep quantity or quality associated with one
(or more) of the following symptoms
1. Difficulty initiating sleep
2 Difficulty maintaining sleep
3. Early-morning awakening awakening with inability to return to sleep

(B) The sleep disturbance causes clinically significant distress or impairment in social,
occupational, educational, academic, behavioral, or other important areas of functioning

(C) The sleep difficulty occurs at least 3 nights per week
(D) The sleep difficulty is present at least 3 months
(E) The sleep difficulty occurs despite adequate opportunity for sleep
(F) The insomnia is not better explained by and does not occur exclusively during the course of

another sleep-wake disorder (e.g., narcolepsy, a breathing-related sleep disorder, a circadian
rhythm sleep-wake disorder, a parasomnia)

(G) The insomnia is not attributable to the direct physiological effects of a substance (e.g., a drug
of abuse, a medication)

(H) Coexisting mental disorders and medical conditions do not adequately explain the
predominant complaint of insomnia
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to score the standard NREM and REM sleep stages (Carskadon and Dement 2011).
Clinically, to identify other sleep disorders additional physiologic measures are
recorded, such as tibialis electromyograms to assess restless legs and periodic leg
movements during sleep and respiratory airflow, effort, and oximetry for sleep-
related breathing disorder.

Numerous PSG studies of people with insomnia, defined using various diagnostic
criteria and recruited from clinics or the general population, have compared them to
volunteers without sleep complaints variously described as ‘‘good sleepers’’ or
‘‘normal sleepers’’. The results have been inconsistent, but some studies have shown
increased wake after sleep onset and reduced overall sleep efficiency (e.g., min of
wake /min of recording time) in people with insomnia (Bonnet and Arand 2006).
One reason for the inconsistency of results is revealed in a frequently referenced
early study. Carskadon et al. showed considerable overlap in the sleep efficiency
distribution of 122 drug-free people with insomnia to the sleep efficiency distribu-
tion of those without insomnia (Carskadon et al. 1976). Insomnia is a symptom-
based diagnosis and as currently done PSG is not needed for a diagnosis of insomnia.
Consequently, by expert consensus PSG is not performed in the routine evaluation of
insomnia unless there is suspicion of sleep-related breathing disorder or restless legs/
periodic leg movement disorder (Schutte-Rodin et al. 2008).

The PSG also yields information regarding what is termed ‘‘sleep architecture,’’
which refers to the amount of the various sleep stages and the progression through
NREM to REM sleep cycles across the night. Some studies have reported reduced
amounts of REM and NREM stage 3–4 sleep in insomniacs compared to age-
matched controls (Mendelson et al. 1986; Gillin et al. 1979; Roth et al. 2014;
Baglioni et al. 2014). Parenthetically, age-matching in such studies is critically
important as the amount of stage 3–4 sleep normally declines as a function of age
(Carskadon and Dement 2011). Some studies have also found elevated amounts of
stage 1 NREM sleep, particularly when multiple nights of sleep are sampled
(Salin-Pascual et al. 1992).

Several other analytic approaches to the PSG have assessed what is referred to
as the ‘‘microstructure’’ of sleep or ‘‘sleep continuity’’. Identification of primary
sleep disorders such as sleep apnea and periodic leg movements raised attention to
the clinical significance of the brief (3–15 s) EEG arousal during sleep that follows
a breathing disturbance or leg movement event. Brief EEG arousal scoring rules
have been developed, which have produced reliable and valid results (Bonnet et al.
2007). Some studies of people with insomnia have found elevated arousal fre-
quencies compared to people without insomnia (Terzano et al. 2003), while other
studies have not (Stepanski et al. 1984). Brief arousal frequency relates well to the
level of excessive daytime sleepiness (Bonnet et al. 2007), and as will be seen in
the next section, excessive daytime sleepiness is not the problem of a majority of
people with insomnia.

The issue in insomnia may not be the frequency of arousal, but rather the
inability to return to sleep after the arousal. A recently developed analytic
approach assesses sleep and wake bout frequency and duration using the standard
30 s PSG epoch-by-epoch sleep versus wake scoring. The number and duration of
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each bout of consecutive epochs scored during sleep or wake is tabulated. A recent
paper compared fibromyalgia and rheumatoid arthritis patients with comorbid
insomnia to age-matched controls and found comparable sleep efficiency among
the patients, which was lower than that of the controls (Roehrs et al. 2013). The
wake bout duration of both patient groups was twice as long as that of controls. A
much larger study (n = 293) comparing people with primary insomnia and people
with fibromyalgia to healthy controls showed those with primary insomnia com-
pared to the controls had more frequent and longer wake bouts, as in the previous
study of comorbid insomnia (Roth et al. 2014). The larger study also showed those
with insomnia had more frequent and shorter sleep bouts than controls. Compared
to those with insomnia, the people with fibromyalgia had more sleep bouts and
more and longer wake bouts. As in the smaller study, the sleep efficiency of both
patient groups was comparable and lower than that of the controls.

3.2 EEG Spectral Analyses

The EEG signal during sleep has been submitted to EEG spectral frequency analyses.
Spectral frequency analysis separates the EEG signal into frequency bands and then
quantifies signal amplitude over a given frequency band, which is defined as signal
power. Some studies have failed to find differences in EEG power in the delta
(0.5–3.5 Hz) and theta (3–7 Hz) bands (Buysse et al. 2008), whereas others have
reported declines among people with insomnia (Mercia et al. 1998). One of the more
consistent EEG spectral findings is an increase in beta (14–35 Hz) and gamma
([35 Hz) EEG activity in people with insomnia compared to age-matched controls
(Mercia et al. 1998; Perlis et al. 2001). The International Classification of Sleep
Disorders, 2nd edition (ICSD-II) includes the diagnostic entity ‘‘paradoxical
insomnia’’ to account for people who report disturbed sleep, but show normal PSGs.
Spectral analyses of the sleep EEG of patients with ‘‘paradoxical’’ insomnia have
found lower delta and greater alpha (8–12 Hz), sigma (12–14 Hz), and beta activity
than controls (Krystal et al. 2002). In such studies the sleep efficiency and sleep
architecture of the patients with ‘‘paradoxical’’ insomnia appears normal, despite a
patient complaint of disturbed sleep. Since beta and gamma frequencies are a waking
EEG component associated with the processing of sensory information or with
attentional focus, observing such frequencies during sleep suggests people with
insomnia continue to process information while asleep, suggesting an elevated state
of arousal (i.e., are ‘‘hyperaroused’’).

3.3 Multiple Sleep Latency Test

As noted earlier, a critical feature of insomnia is the inclusion of daytime symp-
toms in addition to any nighttime sleep symptoms. The Multiple Sleep Latency
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Test (MSLT) uses standard PSG technology and scoring to assess level of
sleepiness/alertness, calculated as the average time to fall asleep on 4–5 tests
conducted at 2 h intervals across the day. Data are now emerging to indicate that
people with insomnia have unusually high MSLT latencies relative to control
subjects (Bonnet and Arand 1995; Stepanski et al. 1988; Roehrs et al. 2011).
Difficulty falling asleep during the daytime after a night of disturbed sleep, despite
feeling fatigued, is a frequent daytime symptom reported by people with insomnia.
A large study (n = 95) of people with insomnia, diagnosed by DSM-IV-R criteria,
and the additional criterion of a sleep efficiency\85 %, found that elevated MSLT
scores were stable for over 8 months (Roehrs et al. 2011). Importantly, those with
the highest MSLTs had the shortest total sleep times, which is opposite to what is
seen in control subjects (e.g., short sleep times produce short MSLTs). Paren-
thetically, the study also showed that there is a wide distribution of MSLT
latencies among people with insomnia and that there is a small subset of people
with insomnia who are ‘‘sleepy’’ by MSLT (e.g., average latency\8 min) criteria.

Given that among healthy controls, reduced nocturnal sleep duration is asso-
ciated with greater sleepiness (e.g., shorter sleep latencies) on the MSLT (Drake
et al. 2001), it was hypothesized that homeostatic sleep mechanisms are weakened
in people with insomnia (Stepanski et al. 2000). To test the homeostatic mecha-
nisms in insomnia, the effects of total sleep deprivation on the MSLT and on
recovery nocturnal sleep were compared to age-matched healthy controls (Ste-
panski et al. 2000). Although elevated at baseline relative to controls, the average
daily sleep latency on the MSLT after total deprivation was reduced in those with
insomnia to similar levels as controls. The total sleep time of people with insomnia
was less than that of controls at baseline (6.1 versus 7.6 h), and it increased to that
of the controls (7.5 versus 7.8 h) on the recovery night, suggesting normally
responsive homeostatic sleep mechanisms. These data then support the hypothesis
that most people with insomnia show a reliable disorder of ‘‘hyperarousal’’ (see
discussion) with increased wake drive both at night and during the day.

3.4 Auditory Evoked Potentials

Another method to assess hypothesized ‘‘hyperarousal’’ in insomnia is analysis of
event-related brain potentials (ERPs), which is a classic electrophysiological
method employed in a variety of psychiatric disorders. The electrophysiological
response to any stimuli presented repeatedly and then averaged, yields a wave form
with consistent negative and positive polarity components at different temporal
points (ms) after stimulus onset. ERPs to auditory tasks have been measured in
people with insomnia during the daytime, at sleep onset, and during sleep. Using an
oddball paradigm (i.e., stimuli presented during a reading task) in people with
insomnia, a self-rated bad night of sleep was followed during the day by an enlarged
amplitude P300 (e.g., a positive wave at 300 ms) and a lower P300 after a good night
(Devoto et al. 2003, 2005). In comparing people with insomnia to self-described
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‘‘good sleepers’’ heightened N1 (most negative peak between 60 and 110 ms)
amplitudes were seen in those with insomnia on both morning and evening testing
(Bastien et al. 2008). Recently, the ERPs of night workers with insomnia were
compared to night workers with sleepiness and asymptomatic night workers
(Guymenyuk et al. 2014). Tested during their night shift, the night workers with only
insomnia showed an enhanced N100 amplitude and a decreased P200 amplitude
relative to asymptomatic night workers and to those with sleepiness in addition to
insomnia (see Fig. 1). During sleep onset people with insomnia only showed
increased P2 (most positive peak between 120 and 200 ms) amplitudes and
decreased N350 (most negative peak between 250 and 350 ms) amplitudes, inter-
preted by the investigators as an inability to ‘‘disengage from waking sensory pro-
cessing’’ during the sleep onset process (Bastien et al. 2008). In another study the
oddball paradigm was applied during sleep and the study found increased N1 (most
negative peak between 76 and 150 ms) and decreased P2 (most positive peak
between 150 and 260 ms) amplitudes during the first 5 min of stage 2 NREM sleep,
but thereafter during the remainder of the night no ERP differences from the control
subjects were seen (Yang and Lo 2007). These studies of ERPs in people with
insomnia, while differing in methodology and specific ERP findings, do suggest
increased sensitivity to auditory stimulation during waking and reduced sensory
inhibition during the sleep onset process. These ERP data are consistent with the
MSLT data of people with insomnia, both assessments suggesting hyperarousal.

4 Sympathetic Nervous System (SNS)
and Hypothalamic-Pituitary-Adrenal (HPA) Correlates

Insomnia is hypothesized to reflect a 24 h state of hyperarousal. As discussed
earlier, this hyperarousal is evident in the prolonged sleep latencies (i.e., about one
standard deviation above the mean of a representative population sample) on the
MSLT during the day, despite disrupted and shortened nocturnal sleep the previous
night seen in people with insomnia (Bonnet and Arand 1995; Stepanski et al. 1988;
Roehrs et al. 2011). Evidence also suggests that this physiologic hyperarousal is
associated with activation of the sympathetic nervous system (SNS) and hypo-
thalamic-pituitary-adrenal (HPA) axis. Insomniacs show elevated levels of circu-
lating daytime and nighttime catecholamines (Vgontzas et al. 1998), increased
metabolic rates (Bonnet and Arand 1995), increased body temperature (Lushington
et al. 2000), decreased high frequency heart rate variability (Lichstein et al. 1994),
and altered pupillometry patterns (Lichstein and Johnson 1994). HPA augmenta-
tion in insomnia is indicated by elevated levels of nighttime urinary free cortisol
proportional to the amount of wakefulness during the night (Vgontzas et al. 1998).
An activated SNS and HPA axis suggests there may be an underlying central
mechanism for the hyperarousal of insomnia, possibly involving corticotropin
releasing factor (CRF) neurons.
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All these studies have compared people with insomnia to people without
insomnia, rather than assessing individual differences among those with insomnia
as a function of level of hyperarousal. As noted earlier, the presence of hyper-
arousal is seen in some people with insomnia, about two-thirds, as defined by the
MSLT (Roehrs et al. 2011). In a large sample of people with insomnia it was found
that MSLT elevation in insomnia is a stable ‘‘trait-like’’ finding (Roehrs et al.
2011). Recently, it was reported that elevated MSLTs were associated with ele-
vated levels of daytime urinary norepinephrine (see Fig. 2) (Roehrs et al. 2012).
This is a first validation of the construct of hyperarousal in insomnia using two
concurrent ‘‘independent’’ physiological measures.

5 Neuroimaging

Neuroimaging findings in people with insomnia also support a hyperarousal
hypothesis. In PET studies primary insomniacs, relative to healthy controls, showed
greater cerebral glucose metabolism during sleep, while awake, and at the transition
from wake to sleep and particularly in the ascending reticular activation system
(ARAS) (Nofzinger et al. 2004). The hypothalamus, thalamus, amygdala, hippo-
campus, and prefrontal cortices were also activated during sleep. In a follow-up
study also using PET, it was shown that there was a positive correlation between the
amount of wake time after sleep onset and the level of cerebral glucose metabolism
in the pontine tegmentum and thalamocortical networks in a frontal, anterior tem-
poral, and anterior cingulate distribution (Nofzinger et al. 2006).
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6 Pathophysiology of Insomnia

It is hypothesized that the pathophysiology underlying the hyperarousal and sleep
disturbance of insomnia is at least in part a HPA axis dysfunction, specifically
increased corticotrophin releasing factor (CRF) activity (Richardson and Roth 2001;
Drak et al. 2003). First, studies in normal volunteers without insomnia have shown
IV administration of cortisol or adrenocorticotropic hormone (ACTH) reduces rapid
eye movement sleep (Born et al. 1989) and IV administration of CRF reduces slow
wave sleep (Holsboer et al. 1988), both of which are consistent with PSG findings in
insomnia (Baglioni et al. 2014). In other words, HPA axis activation including CRF
elevation is disruptive of sleep in healthy volunteers. In addition, a study comparing
people with chronic primary insomnia to control subjects showed that those with
insomnia had increased evening and nocturnal plasma ACTH and cortisol con-
centrations (Vgontzas et al. 2001; Vgontzas et al. 2013). Moreover, among those
with insomnia the level of cortisol was proportional to the level of the degree of
objective PSG-defined sleep disturbance (Vgontzas et al. 2013). In a study of severe
chronic insomnia, the area under the curve of cortisol levels was strongly correlated
(r = -0.91) with the level of sleep efficiency (Rodenbeck et al. 2002). Some of the
studies that have failed to find cortisol elevations in people with insomnia relative to
controls, also do not show PSG-defined sleep disturbances. For example, in one
negative study the sleep efficiency of subjects with insomnia was 88.2 % and that of
the controls was 88.6 % (Riemann et al. 2002). This suggests that cortisol elevation
may be a marker of severe insomnia.

Data from animal studies suggest that CRF functions centrally as a neurotrans-
mitter in the locus coeruleus. Microinjection of CRF into the locus coeruleus of the
rat elicits fear-specific behaviors and a general behavioral activation (Butler et al.
1990) and local CRF infusion increases locus coeruleus cell firing and the release of
norepinephrine (Page and Abercombie 1999). In addition, CRF positive cells and
fibers have been localized to the locus coeruleus through immunohistochemical
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labeling (Swanson et al. 1983). That brain CRF has a sleep-disruptive effect has been
shown in several animal models. Stress normally reduces sleep time and an antag-
onist of CRF blocks the stress-induced reduction of sleep time; that is, sleep time
normalizes (Matsumoto et al. 1997). Importantly, the antagonist itself has no effect
on baseline sleep.

7 Insomnia, Hyperarousal, and Mood and Anxiety
Disorders

As noted in the introduction, insomnia is a risk factor for the development of major
depressive disorder (MDD), is an important symptom predictive of MDD relapse,
and can remain after successful treatment of the MDD (Krystal 2006). This raises
questions as to how insomnia and MDD are related (e.g., whether insomnia causes
MDD, MDD causes insomnia, or either condition can cause the other) or rather
than a cause-effect relation, whether insomnia and MDD share components of a
common pathophysiology. It should be noted that not all insomnia leads to MDD
and that MDD is not highly predictive of the development of new insomnia. An
epidemiological study in adolescents explored the strength of the directionality of
the insomnia and MDD association (Johnson et al. 2006). Prior insomnia carried a
3.8 times greater risk of MDD, adjusting for gender, race/ethnicity, and anxiety,
while prior depression was not associated with onset of insomnia.

In attempting to understand the relation of hyperarousal, CRF/HPA axis dys-
regulation and insomnia comorbid with MDD, it also must be noted that MDD is
not a homogeneous entity. MDD has been clinically characterized as two distinct
subtypes of contrasting psychological and neurovegetative symptoms (Gold and
Chrousos 2002). Melancholic patients are anxious, anorectic, unresponsive to
psychosocial stimuli, more depressed in the morning and exhibit insomnia.
Patients with atypical depression are lethargic, fatigued, hyperphagic, reactive to
the environment, more depressed in the evening and exhibit hypersomnia. These
two subtypes exhibit two distinct CRF/NE states (Gold and Chrousos 2002).
Melancholic patients show an overactive CRF/HPA axis, while atypical patients
show a down-regulated CRF/HPA axis.

It was also noted in the introduction that insomnia coexisting with anxiety
disorders (AD) follows, rather than precedes, the onset of the specific AD. The
epidemiological study cited earlier also assessed the directionality of the insomnia
AD association (Johnson et al. 2006). Prior AD carried a 3.5 risk for subsequent
insomnia adjusting for gender, race/ethnicity, and depression, while prior insomnia
was not associated with the development of AD. As to hypothesized pathophys-
iology, regardless of the specific AD, it is critical to note that this literature has not
distinguished AD with and without insomnia. The focus of the hypothesized
pathophysiology of the various ADs has been on central NE dysfunction (Gold and
Chrousos 2002). In addition to neglecting the possible role of comorbid insomnia,
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peripheral measures of resting NE (i.e., plasma, urine) are assessed to reflect
central NE. But, such measures predominantly reflect peripheral, not, central NE.
The literature has not consistently shown that resting NE measures in the various
ADs are different from those of controls (Gold and Chrousos 2002). NE challenge
studies, in which drugs (e.g., yohimbine) are administered producing NE dys-
function, have been more successful. Relative to controls, patients with panic
disorder have shown increased panic attacks, increased ratings of anxiety or ner-
vousness, and increases in various physiological measures reflecting arousal (i.e.,
blood pressure, pulse, and cortisol) (Kalk et al. 2011). The extent to which the
daytime NE challenge that also disrupts nocturnal sleep has not been documented.
As noted, we also are unaware of studies that have assessed patients with ADs and
comorbid insomnia versus those without comorbid insomnia.

8 Summary

There has been a major paradigm shift over the last decade in understanding the
pathophysiology, diagnosis, and treatment of insomnia. That shift is reflected in
the way insomnia is defined and diagnosed according to DSM-V. Insomnia is
viewed as a disorder with its own course and morbidity that is typically coexistent
with other medical, psychiatric, and sleep disorders. Electrophysiological study of
the sleep of people with insomnia using standard methods termed polysomnog-
raphy (PSG) in which sleep/wake and sleep stages are scored in 30 s epochs have
not consistently found elevated wake time or disrupted sleep stage progression
relative to age-matched controls. Studies using analyses of the microstructure of
the PSG have found increased fragmentation of sleep with brief arousals (\15 s)
and spectral analyses of the sleep EEG has shown increased fast frequency [e.g.,
beta (15–35 Hz) and gamma ([35 Hz)] EEG activity. Testing speed of sleep onset
during the daytime using PSG methods [Multiple Sleep Latency Test (MSLT)]
have shown usual daytime alertness, not sleepiness, particularly given short noc-
turnal sleep times and daytime sleepiness/fatigue symptoms. Auditory evoked
potential (ERP) assessment during sleep and during the day have suggested
increased sensitivity to auditory stimulation during waking and reduced sensory
inhibition during sleep. This increased CNS activation is also reflected in neuro-
imaging studies. Sympathetic nervous system and hypothalamic-pituitary-adrenal
assessments also support the hypothesis that insomnia reflects a 24 h state of
hyperarousal. Given that insomnia is a common symptom in both mood and
anxiety disorders, a future focus on understanding the relation of insomnia and its
hyperarousal and CRF/HPA axis dysregulation in mood and anxiety disorders will
be important. It may be that insomnia shares components of a common patho-
physiology with depression or anxiety?
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Part II
Psychophysiology Measurements and
Analytical Tools: New Perspectives



Neurophysiological Biomarkers Informing
the Clinical Neuroscience
of Schizophrenia: Mismatch Negativity
and Prepulse Inhibition of Startle

Gregory A. Light and Neal R. Swerdlow

Abstract With the growing recognition of the heterogeneity of major brain
disorders, and particularly the schizophrenias (SZ), biomarkers are being sought
that parse patient groups in ways that can be used to predict treatment response,
prognosis, and pathophysiology. A primary focus to date has been to identify
biomarkers that predict damage or dysfunction within brain systems in SZ patients,
that could then serve as targets for interventions designed to ‘‘undo’’ the causative
pathology. After almost 50 years as the predominant strategy for developing SZ
therapeutics, evidence supporting the value of this ‘‘find what’s broke and fix it’’
approach is lacking. Here, we suggest an alternative strategy of using biomarkers
to identify evidence of spared neural and cognitive function in SZ patients, and
matching these residual neural assets with therapies toward which they can be
applied. We describe ways to extract and interpret evidence of ‘‘spared function,’’
using neurocognitive, and neurophysiological measures, and, suggest that further
evidence of available neuroplasticity might be gleaned from studies in which
the response to drug challenges and ‘‘practice effects’’ are measured. Finally,
we discuss examples in which ‘‘better’’ (more normal) performance in specific
neurophysiological measures predict a positive response to a neurocognitive task
or therapeutic intervention. We believe that our field stands to gain tremendous
therapeutic leverage by focusing less on what is ‘‘wrong’’ with our patients, and
instead, focusing more on what is ‘‘right’’.
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1 Overview: Biomarkers of Health

Our field’s ability to understand and effectively treat mental illness has advanced in
developmental ‘‘stages,’’ each new stage building on the ideas and technologies that
preceded it. The current stage of neuroscientific inquiry into brain disorders is most
notable for the increasing acceptance by the scientific community of the notion—
long held within clinical spheres—that many major psychiatric ‘‘disorders’’ are
biologically heterogeneous syndromal endpoints of different etiological pathways.
In embracing the heterogenous underpinnings of conditions like the schizophrenias
(SZ), our field has both de-prioritized pursuits that seek to uncover unitary path-
ogenic processes (i.e., single causative gene), and has prioritized those designed to
clarify the more complex biologies and treatments of these syndromes. One clear
priority in this new ‘‘stage’’ is the development and application of biomarkers for
mental illness.

Biomarkers are objective measures that can be informative about a variety of
different clinical characteristics, such as an individual’s normal biology, their
pathology including the trajectory of illness, or their response to a therapeutic
intervention. While it is clear that symptom-based diagnostic schema can distin-
guish patients in a manner that to some degree predicts their trajectory and ther-
apeutic sensitivity (e.g., in the parsing of a primary anxiety disorder vs. a primary
psychotic disorder), it is equally clear that these schema have reached their limits
of resolution in terms of pathophysiology and the development of novel and
individualized therapeutics. Biomarkers offer the hope that despite great hetero-
geneity and multivariate interactions in the pathogenesis of brain disorders,
meaningful clusters of individuals can be associated with an objective measure,
and then reliably stratified in terms of the cause, course and/or treatment sensitivity
of a given disorder. Of course, this is not a new hope—the search for biomarkers
for mental illness can be traced back decades, and perhaps centuries—nor is it a
hope fulfilled, as we presently have no biomarkers that add in a meaningful way to
our treatment of any major psychiatric syndrome.

One assumption driving the search for psychiatric biomarkers is that the biology
of these biomarkers will be simpler, more easily understood and less heterogeneous
than the biology of clinical psychiatric syndrome. But if the pathogenic pathways
leading to the syndrome are highly heterogeneous, we might expect that the
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biomarkers for these pathways might also be highly heterogeneous. In essence, if
we identify a biomarker of ‘‘Bill’s schizophrenia,’’ this information might be very
important to Bill, but not generalizable to larger populations. For this reason, we
have endorsed an approach in which biomarkers in psychiatric disorders are used to
identify not pathological processes, but rather intact, healthy processes (e.g., brain
circuitry). This approach has several advantages over the search for pathology
biomarkers. For example, it is in many ways easier to interpret a biomarker of
health than one of pathology. In a simple analogy, if you enter a room, flip on the
light switch and no light goes on, there can be numerous explanations for this
deficit. However, if you flip on the light switch and the light DOES go on, there can
be only one parsimonious explanation: electrons are getting to where they need to
be.

It is not simply that biomarkers of health are easier to understand than bio-
markers of pathology, but rather, that they may be more ‘‘actionable,’’ i.e., their
presence may lead more directly to a predicted therapeutic intervention. To
underscore this point, let’s examine some putative biomarkers of pathology for
schizophrenia. Hippocampus, amygdala, anterior cingulate cortex, and other
structures are reduced in volume and/or functionally impaired in SZ patients as well
as their asymptomatic first-degree relatives (cf. Swerdlow 2011a) One implication
of these neuroanatomical ‘‘’’ of pathology is that while these circuit disturbances
may be associated with a heritable vulnerability for SZ, they are insufficient to
produce the disorder. Thus, while these biomarkers of impairment may inform us
about various different etiologies and perhaps even preventative interventions, they
do not by themselves provide ‘‘actionable’’ targets for corrective interventions:
after all, most people with these abnormalities do not have SZ, so why would
‘‘correcting’’ this circuitry be of benefit to someone who does?

By contrast, biomarkers of healthy brain function in ‘‘system X’’ might provide
more direct ‘‘actionable’’ evidence that a patient with SZ is likely to benefit
therapeutically from ‘‘intervention Y.’’ Several clinical models support this
approach. For example, many interventions in stroke rehabilitation are designed
not to re-grow brain circuitry that is lost or damaged, but rather to engage the
normal physiological and anatomical properties of healthy brain circuits (e.g., in
neighboring regions or parallel circuits) to restore or subsume the function of
damaged ones (cf. Taub et al. 2002). In many forms of psychotherapy, the ther-
apist’s task is to identify an individual’s psychological strengths (ego, intellectual,
social, or otherwise) and then to engage them to overcome damaging thoughts or
behaviors that are otherwise sustained by areas of psychological weakness. At a
neural level, both stroke rehabilitation and psychotherapy engage viable and
healthy systems to compensate for, or re-establish, functions lost to illness. Sim-
ilarly, biomarkers of ‘‘health’’ can reveal a patient’s neural ‘‘assets,’’ which can
then be leveraged in the service of therapy. There are several hurdles to clear in
this process, e.g., (1) it requires biomarkers that identify these assets with sufficient
sensitivity, specificity, and other limits of resolution discussed below, and (2) it
requires therapies that can engage these assets to improve function. There is
growing evidence that both of these hurdles can be cleared.

Neurophysiological Biomarkers Informing the Clinical 295



For example, as discussed below, reliable, repeatable, and robust measures can
quantify working memory (WM) in SZ patients. Certain cognitive therapies place
demands on SZ patients to engage WM to develop compensatory strategies for
learning and applying information (Twamley et al. 2003). In doing so, these
therapies specifically activate prefrontal regions subserving WM and attention
(Haut et al. 2010). It is both parsimonious and testable that patients with the
available ‘‘neural asset’’ of relatively intact WM—demonstrated by sensitive,
specific and reliable laboratory measures—and hence frontal circuits that subserve
WM, will benefit most from WM-targeted cognitive therapies.

What is the likelihood of identifying ‘‘healthy’’ biomarkers in patients who are
suffering from obvious brain dysfunction associated with profound functional
impairment? We view this likelihood to be substantial: even in the most ‘‘robust’’
biomarkers suggesting ‘‘pathology’’ in the most severe cohorts of chronic SZ
patients, many and sometimes most patients ‘‘score’’ in the normal range. This is
true in markers using volumetric or functional neuroimaging, or neurophysiology,
or neurocognition. Biomarkers that identify differences in SZ patient versus
healthy comparison subjects with a Cohen’s standardized effect size of d = 1.0 are
generally considered ‘‘robust’’; in fact, most of the highly replicable SZ biomarkers
fail to reach this level of group separation. Notably, falling 1 standard deviation
below normative samples (i.e., effect size d = 1.0) is commonly used as a cutoff
for impairment classification in neuropsychological assessments. This means that
even in the case of a d = 1.0 biomarker impairment, 50 % of patients will by
definition fall in the ‘‘normal’’ range (Fig. 1)—an often overlooked fact. Moreover,
in this ‘‘best case’’ example of a pathology biomarker, ‘‘only’’ 54.5 % of the
patients versus healthy group distributions are nonoverlapping. Whether the metric
is hippocampal volume (Simm et al. 2006) or prepulse inhibition of startle (PPI)
(Swerdlow et al. 2014) or WM (Horan et al. 2008) or mismatch negativity (MMN;
(Umbricht and Krljes 2005; Rissling et al. 2012; Light and Braff 2005a, b; Kiang
et al. 2009), some or even most SZ patients exhibit evidence of intact function: the

-1 0 +1

Magnitude of Deficit (Cohen’s d)

Impaired

+2-2

Unimpaired

Schizophrenia 
Patients

Healthy
Subjects

Fig. 1 Example of
overlapping distributions in a
robust (d = 1) effect size
biomarker deficit in
schizophrenia patients. In
neuropsychological
assessments, d = 1 standard
deviations below the mean is
commonly used for
impairment classification. In
this case, 50 % of patients
exhibit unimpaired/normal
range biomarker values
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‘‘light switch works,’’ and thus the neural assets can conceivably be applied toward
a therapeutic response.

Does the search for biomarkers of health imply that we simply forego thera-
peutic options for patients whose biomarkers suggest a lack of health? Of course
not. Given the heterogeneity of performance across measures, it is often the case
that patients exhibiting deficits in one biomarker or neural domain will perform
normally in others. Indeed, many of the common neurophysiological biomarkers
and endophenotypes of SZ are uncorrelated with one another even when mea-
suring similar operational constructs (e.g., sensory/sensorimotor gating:
Schwarzkopf et al. 1993; Light and Braff 2001; Braff et al. 2007; sensory dis-
crimination: Rissling et al. 2012; Horvath et al. 2008). The key to using this
strategy in a heterogeneous population is to be able identify areas of neural
strengths using a battery of well-validated and dissociable battery of laboratory-
based biomarkers. And while cognitive therapies are generally benign and not
prone to adverse events as traditionally measured in medicine, they are time-
consuming, resource-intensive, and taxing; they require many hours of time, in
addition to the logistical complexities involved in accessing treatment for a
severely impaired individual, and the psychological implications of treatment
failure if unsuccessful. Thus, a haphazard pairing of an individual with severe
impairments in a biomarker of, say, WM, with a time- and resource-intensive
cognitive intervention that places heavy demands on WM, is likely to be unsuc-
cessful. Unfortunately, such incidental couplings of individual patient character-
istics with therapies represent the current state of the art. Treatment ‘‘failures’’ are
far too common and have the potential to cost the patient, family, therapist, and
larger social system dearly. In contrast, biomarkers of health can guide patients
toward viable therapies, and their absence can steer patients away from therapies
that are not likely to be successful and whose failure carries significant real-life
consequences.

There may be ways to ‘‘uncover’’ biomarkers of potential function in SZ, even
among neural systems that appear by some biomarker evidence to be defective.
The general principle behind this strategy is that a neural system at baseline may
perform poorly, but may still respond to a ‘‘push’’ of a pharmacologic challenge. In
this case, evidence for the requisite ‘‘spared’’ neural circuitry, and hence a target
for therapeutic intervention, might be provided by specific neurophysiological or
neurocognitive changes in response to a ‘‘push’’ produced by a drug challenge.
This approach parallels the use of a ‘‘test dose’’ to predict clinical benefits from
treatments ranging from hormones (Biller 2007) to anti-Parkinsonian drugs
(Hughes et al. 1990) to bronchodilators (Fruchter and Yigla 2009). If a patient
generates a specific neurobehavioral signal in response to a drug challenge—e.g.,
increased neurocognitive or neurophysiological performance, or enhanced per-
formance of a computerized cognitive training task (discussed below)—this
suggests that neural circuits spared by their SZ remain viable targets under the
right conditions. Creating such conditions is the goal of ‘‘Pharmacologically
Augmented Cognitive Therapy,’’ as described previously (Swerdlow 2011a, b),
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and departs significantly from what has been a 50-year-old largely failed strategy
of trying to use drugs to ‘‘undo’’ the neuropathology of SZ (Lieberman et al. 2005).

In the process of using a ‘‘drug challenge’’ to probe a biomarker of spared neural
function, it is often the case that neurocognitive and/or neurophysiological measures
are repeated under drug-free, placebo, and active drug conditions. One complexity
of this experimental design is that brain mechanisms at many levels, and particularly
at levels of higher order functions, exhibit ‘‘learning,’’ as detected in practice /order
effects. These changes in performance with repeated task experience are typically
viewed as experimental confounds, as they can arithmetically complicate the
interpretation of a drug effect (Chou et al. 2013b). However, it is possible that the
brain’s ability to ‘‘learn,’’ particularly in specific neurocognitive domains, may—in
and of itself—be a valuable biomarker of spared neural function. We have no data
yet to support this notion, but it makes intuitive sense that the ability to increase
one’s performance with experience provides evidence of neuroplasticity that might
be harnessed in the service of an appropriate therapy. Our data (Chou et al. 2013a) is
consistent with previous reports (Nuechterlein et al. 2008) that different neuro-
cognitive domains are differentially sensitive to such ‘‘learning’’ processes, and that
the amount of learning exhibited by SZ patients varies substantially within any given
domain. These data are typically collected as part of any ‘‘procognitive’’ drug trial
involving more than one drug condition; that such personalized profiles of cognitive
‘‘neuroplasticity’’ are predictive of sensitivity to specific cognitive or medication
therapies is a testable hypothesis.

Regardless of whether the intended use of a biomarker is to identify health or
pathology in SZ, its utility will depend on its ability to meet a number of important
criteria. The background for the development and application of such criteria for
biomarkers relevant to SZ is discussed in the next section of this chapter.

2 SZ Biomarkers

What are the optimal characteristics of biomarkers for informing the clinical
neuroscience and future treatments of SZ? Over the past decade, several expert
consensus panels were convened to attempt to overcome some of the obstacles of
developing treatments to improve cognition and psychosocial functioning in
schizophrenia. The first initiative, the Measurement and Treatment Research to
Improve Cognition in Schizophrenia (MATRICS), brought together academia, the
pharmaceutical industry, and the Food and Drug Administration to identify cog-
nitive targets in schizophrenia and develop a brief, repeatable, and standardized
battery of tasks for use in clinical outcome studies (Green et al. 2004). In this
context, a RAND panel carefully evaluated the desired measurement characteristics
of individual tests for inclusion in the final FDA-approved battery and concluded
that measures should exhibit: (1) high test–retest reliability; (2) utility as a
repeated measure; (3) a relationship to functional outcome; (4) potential response to
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pharmacologic agents; and (5) practicality/tolerability. Clearly, both the process
for evaluating measures and the specific criteria is also highly relevant for evalu-
ating promising neurophysiologic biomarkers that can inform the development of
next-generation personalized treatments.

The benefits of neurophysiologic biomarkers were also recognized in the
MATRICS initiative since such measures can probe the earliest stages of sensory-
perceptual information processing and the subsequent transitions to higher order
cognitive operations with millisecond resolution. In many cases, responses can
be automatically elicited in the absence of directed attention and do not require
substantial effort or motivation on the part of the participant (Braff and Light
2004). Neuroscience-derived biomarkers are also well-suited for linking cognitive
deficits to specific neural systems using source-imaging, pharmacology, and ani-
mal models. Thus, the Cognitive Neuroscience Treatment Research to Improve
Cognition in Schizophrenia initiative (CNTRICS) was launched after MATRICS
to identify the most promising brain-based tools for measuring cognition and
testing new treatments in schizophrenia (Carter et al. 2008). This panel extended
the five MATRICS criteria of cognitive tests described above by adding require-
ments that measures exhibit construct validity, clear links to neural circuits and
cognitive mechanisms, and have an available an animal model (Barch et al. 2009).
Out of this extensive process of evaluating the many promising measures in the
existing literature, several tests were selected for further study and development.
Critically, two neurophysiological measures were deemed already ‘‘mature,’’
fulfilling all of the MATRICS/CNTRICS criteria and suitable for immediate
incorporation into multi-site clinical studies: MMN and Prepulse Inhibition (Butler
et al. 2012; Green et al. 2009)—the focus of this chapter. Below, we also provide
examples of rational and deliberate matching of patients with intact biomarker
functioning with appropriately targeted cognitive therapies that depend upon the
engagement of the neural substrates of these measures.

3 Mismatch Negativity

Mismatch negativity is a preattentive event-related potential (ERP) component with
tremendous promise as a biomarker for predicting and tracking response to novel
therapeutic interventions (Light and Näätänen 2013; Nagai et al. 2013; Light et al.
2012; Perez et al. 2014a, b; Kawakubo et al. 2007). MMN is a negative-going
deflection in the ERP that is evoked when a sequence of repetitive ‘‘standard’’
stimuli is occasionally interrupted by infrequent oddball or ‘‘deviant’’ stimuli that
differ in some physical characteristic such as duration or pitch. The onset of MMN
typically occurs within 50 ms of stimulus deviance, and peaks after an additional
100–150 ms. Since MMN requires no overt behavioral response and can be elicited
even in the absence of directed attention (Näätänen 1992; Rinne et al. 2001;
Sussman et al. 2003; Rissling et al. 2013), it is presumed to reflect a predominantly
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automatic, preconscious process of detecting a ‘‘mismatch’’ between the deviant
stimulus and a sensory-memory trace (Näätänen et al. 1989).

MMN amplitude reduction in schizophrenia was first reported over 20 years
ago (Shelley et al. 1991) with subsequent studies consistently identifying deficits
in chronic (d % 1.00 Javitt et al. 1994; Shelley et al. 1991; Catts et al. 1995; Javitt
et al. 2000; Michie 2001; Umbricht et al. 2003; Umbricht and Krljes 2005;
Salisbury et al. 2002; Oknina et al. 2005; Oades et al. 2006; Light and Braff 2005a,
b; Rissling et al. 2012, 2013), recent onset (Salisbury et al. 2002, 2007; Brockhaus-
Dumke et al. 2005; Umbricht et al. 2006; Oknina et al. 2005; Oades et al. 2006;
Hermens et al. 2010; Bodatsch et al. 2011; Jahshan et al. 2012; Atkinson et al.
2012; Perez et al. 2013), and even unmedicated schizophrenia patients (Rissling
et al. 2012; Bodatsch et al. 2011; Brockhaus-Dumke et al. 2005; Kirino and Inoue
1999; Catts et al. 1995). MMN is supported by a distributed network of fronto-
temporal sources with deficits in schizophrenia prominent in medial frontal brain
regions (e.g., Takahashi et al. 2012) and a sensitive index of N-methyl D-aspartate
(NMDA) receptor functioning (Javitt et al. 1996; Umbricht et al. 2000, 2002;
Gil-da-Costa et al. 2013; Lavoie et al. 2007; Ehrlichman et al. 2008; Nakamura
et al. 2011). The temporal window indexed by MMN may serve as a gateway to
some higher order cognitive operations necessary for psychosocial functioning
(e.g., Rissling et al. 2013). MMN accounts for substantial portions of variance in
cognition (Baldeweg et al. 2004; Näätänen et al. 2011; Light et al. 2007b;
Kawakubo et al. 2006), psychosocial functioning (Light and Braff 2005a, b;
Kawakubo et al. 2007; Wynn et al. 2010; Rasser et al. 2011), and level of inde-
pendence in community living (Light and Braff 2005a). MMN amplitude also
exhibits utility as a repeated measure with high test–retest stability over short and
long (e.g., 12-month) retest intervals in both healthy subjects and schizophrenia
patients (Light et al. 2012). Indeed, MMN reliability coefficients are comparable to
or even exceed those obtained from neuropsychological tests over 1 year
(ICCs % 0.90; Light et al. 2012; Light and Braff 2005b). This collection of
attributes has contributed to the view of MMN as a ‘‘breakthrough biomarker’’
(Light and Näätänen 2013) that is ‘‘translatable’’ (Nagai et al. 2013) and poten-
tially ‘‘the one we have been waiting for’’ (Belger et al. 2012) in neuropsychiatry.

There is certainly ample evidence that MMN is an informative biomarker index
and correlate of ‘‘what’s wrong’’ in schizophrenia. In fact, we have previously
argued for pharmacologic and nonpharmacologic treatments that target early
auditory perceptual processing with the hope that an amelioration of MMN deficits
might accompany or even precede improvements in highly associated cognitive
and psychosocial functioning (Braff and Light 2004; Perez et al. 2014a, b). We
now consider a ‘‘figure-ground’’ reversal: rather than focus on the 50 % of patients
with deficient MMN, perhaps the remaining 50 % with normal range MMN will be
most likely to benefit from therapies that are designed to target low-level auditory
perceptual processes.

MMN may be particularly sensitive to one particular form of ‘‘bottom-up’’
CT—termed Targeted Cognitive Training (TCT; Fisher et al. 2009). TCT uses
‘‘neuroplasticity-based’’ computerized exercises designed to improve the accuracy
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and fidelity of auditory sensory information processing and auditory/verbal WM.
TCT relies on intensive, attentionally engaging, adaptive, and reinforcing tasks to
facilitate procedural learning (Adcock et al. 2009)—a mechanism that is largely
intact in SZ (Perry et al. 2000). Conceptually, the goal of TCT is to capitalize on
plastic changes within the neural substrates of low-level auditory information
processing, which then feed forward to improve higher order cognitive operations
such as attention, WM, and the encoding and retrieval of verbal information.
Fisher and colleagues have shown (Vinogradov et al. 2012) that SZ patients
exhibit large effect size (d = 0.86–0.89; Fisher et al. 2009) gains in auditory-
dependent cognitive domains (verbal learning and memory), global cognition, and
quality of life after 50 h of training. Importantly, these gains persist for at least
6 months after the cessation of training (Fisher et al. 2010). Although TCT is
efficacious at the group level, individual patient responses to this resource and
time-intensive intervention vary considerably; some patients exhibit little or no
benefit after even an extended 100 h course of training (Fisher et al. 2014). Could
MMN or other neurophysiological biomarkers of auditory sensory processing be
used to predict whether an individual patient is likely to respond to this time- and
resource-intensive intervention?

In addition to the emerging applications in neuropsychiatry, MMN is sup-
ported by a substantial cognitive neuroscience literature. Indeed, MMN is already
regarded a dynamic index of central auditory system neuroplasticity that predicts
cognitive enhancement in response to specific TCT-like auditory training inter-
ventions (Menning et al. 2000; Näätänen 2008). For example, Menning and col-
leagues (2000) demonstrated that 3 weeks of intensive (*1 h/day) auditory
frequency discrimination training produced significant increases in MMN ampli-
tude that persisted for several weeks after the cessation of training in healthy
volunteers. Other studies have shown that MMN both predicts and corresponds to
changes in language acquisition, musical training, and other auditory-dependent
cognitive tasks in nonpsychiatric individuals (for review, Näätänen 2008). Like-
wise, MMN exhibits malleability after even a single 3 h session of auditory
training in dyslexic children, which was associated with a significant amelioration
of cognitive impairment in phonological processing, reading, and writing (Lovio
et al. 2012). Thus, changes in MMN are detectable in the early stages of cognitive
training, predict generalized improvements in nontrained higher order cognitive
domains, and correspond to measurable changes of cortical plasticity in intact and
impaired neuropsychiatric populations. In all instances, larger MMN (i.e., asso-
ciated with healthy function) was associated with greater training gains.

Little is known about the neural mechanisms that underlie enhanced global
cognition and inter-individual variation in TCT response in schizophrenia. Better
characterization of biomarkers of TCT response will lead to more selective tar-
geting of patients and neurobiological systems for preventive interventions. We
have conducted a proof of concept validation study to begin to understand the
potential relationship between MMN and immediate TCT effects (Perez et al.
2014b). MMN was assessed immediately before and after a 1 h TCT session
(PositScience, Frequency Sweeps) in 31 chronic, medicated SZ patients. MMN
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amplitude exhibited significant change at frontocentral electrodes (p \ 0.02) con-
firming our prediction that MMN is sensitive to early ‘‘target engagement’’ after
just 1 h of training. In addition, patients with larger pretraining MMN amplitude
exhibited greatest improvements across the single TCT session (r = -0.5,
p \ 0.01), confirming our hypothesis that baseline MMN predicted initial TCT
performance gains (Fig. 2). In addition, post-training MMN accounted for 45 % of
the variance in TCT performance gains. Thus, patients with larger (i.e., more
normal) levels of MMN (i.e., ‘‘what’s right’’) exhibited a larger initial response to
training. While these results are encouraging, it is important to emphasize that
behavioral response to a single TCT session is not known to predict longer term
neurocognitive or functional gains in schizophrenia patients undergoing a full
course of training. In support of this model of larger biomarker values predicting
treatment response, Kawakubo and colleagues (2007) showed that larger baseline
MMN predicted greater response to an intensive, 3 month social skills training
program (Fig. 3). This approach may therefore serve as a useful platform for
identifying patients who are likely to be ‘‘responders’’ to TCT (Light and Näätänen
2013; Perez et al. 2014b), social skills training (Kawakubo et al. 2007), or perhaps
other forms of cognitive remediation. Such predictive biomarkers may also facil-
itate screening drugs to augment cognitive training.

Fig. 2 MMN recorded before and after 1 h of training is associated with initial behavioral
performance gains during TCT in schizophrenias patients. Larger pre-training MMN significantly
predicted greater TCT improvements; post-training MMN was also significantly associated with
performance gains (Perez et al. 2013)
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4 Prepulse Inhibition of Startle

When a neuro- or psychophysiological biomarker can be studied across species,
there is the potential that the measure can be used to elucidate neural and cellular
substrates underlying its predictive properties. This concept has motivated studies
of PPI as one potential neurophysiological biomarker predicting pro-cognitive
drug effects. PPI is a laboratory-based operational measure of sensorimotor gating,
in which a weak prepulse inhibits the magnitude of a startle response to an intense,
abrupt ‘‘pulse’’ occurring 30–120 ms later. PPI is easily studied in animal models,
including mice, rats, guinea pigs, pigs, and infrahuman primates, using stimulus
parameters and equipment for stimulus delivery and response acquisition that are
similar or identical to what are used in humans (cf. Swerdlow et al. 2008). While
there appear to be differences in the neurochemical regulation of PPI across
species, the basic parametric properties of PPI exhibit striking similarities from
rodents to humans (e.g., Swerdlow et al. 1994). PPI is under significant genetic
control in both rodents (Francis et al. 2003) and humans (Greenwood et al. 2011).
While it has been advertised as a ‘‘simple’’ behavior, in reality PPI is a complex,
heritable phenotype regulated by numerous different genes, as described in many
reports (e.g., Greenwood et al. 2011, 2012, 2013). Reduced PPI is not specific to
patients with SZ: in addition to SZ (Braff et al. 1978), PPI has been reported to be
deficient in patients with Huntington’s Disease (Swerdlow et al. 1995; Valls-Sole
et al. 2004), Obsessive Compulsive Disorder (Swerdlow et al. 1993a, Hoenig et al.
2005; Ahmari et al. 2012), nocturnal enuresis (Ornitz et al. 1992), Asperger’s
Syndrome (McAlonan et al. 2002), 22q11 Syndrome (Sobin et al. 2005), Klein-
felter Syndrome (Van Rijn et al. 2011), Fragile-X Syndrome (Frankland et al.
2004) and blepharospasm (Gomez-Wong et al. 1998) and Tourette Syndrome
(Castellanos et al. 1996; Swerdlow et al. 2001b). However, PPI deficits in SZ
patients have been perhaps the best studied: over 40 PubMed reports describe PPI
deficits in SZ or ‘‘prodromal’’ patients (cf. Swerdlow et al. 2014).

Fig. 3 Larger pre-training
MMN amplitude predicts
greater acquisition of social
skills following an intensive
3-month training program
(reprinted from Kawakubo
et al. 2007)
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There are a number of measures that show strong structural similarity to PPI, in
that they all assess the amount of behavioral and/or neural inhibition generated by
a lead stimulus, as determined by the amount to which the response to a second
stimulus is suppressed. In measures of ‘‘recovery cycle’’ (also called ‘‘blink
excitability,’’ Smith and Lees 1989), ‘‘paired pulse inhibition’’ (Swerdlow et al.
2002), or ‘‘intracortical inhibition’’ (Ziemann et al. 1997), the dependent measure
is the motor response to a target stimulus (‘‘pulse’’ or ‘‘S2’’), presented either alone
or shortly after the presentation of a lead stimulus (‘‘prepulse’’ or ‘‘S1’’).
A ‘‘healthy’’ response is generally indicated by a diminished motor response to S2
in the presence of S1, compared with the response to S2 alone. Thus, in its simplest
view, PPI is a measure of the degree to which a motor response is inhibited by a
sensory event, i.e., sensorimotor inhibition. With only 10–120 ms separating
prepulses and startling pulses in the ‘‘uninstructed’’ PPI paradigm, PPI is generally
viewed as a measure of largely automatic, preattentional inhibitory processes
(Graham 1975; Filion et al. 1993). Nonetheless, the amount of PPI at relatively
longer (60–120 ms) prepulse intervals correlates significantly with higher cogni-
tive processes, including WM (Letter-Number Span (Greenwood et al. 2013; Light
et al. 2007a, b)), strategy formation, measures of cognitive efficiency (Bitsios et al.
2006; Giakoumaki et al. 2006; Light et al. 2007a, b; van der Linden et al. 2006)
and even global functioning (Swerdlow et al. 2006a).

PPI deficits in SZ patients might potentially reflect abnormalities at any one or
more levels of PPI-regulatory circuitry that stretches from the prefrontal cortex to
the pons. Thus, reduced PPI might be found under conditions of excessive
dopamine (DA) neurotransmission in subcortical structures, deficient DA, or
glutamate transmission in cortical structures, excessive serotonin, or deficient
GABA transmission in pallidum (cf. Swerdlow et al. 2008), etc. In fact, PPI
deficits in a particular patient might reflect an almost infinite number of deficits in
isolation or combination. But for a SZ patient to exhibit robust levels of PPI
requires functionality within some or all of PPI-regulatory circuitry, and perhaps
more importantly the integrity of the process of sensorimotor gating. So, compared
to PPI deficits, a biomarker of ‘‘normal’’ PPI might be more interpretable.

PPI levels in SZ are highly stable, with 1-year ICC’s approaching 0.80 (Light
et al. 2012). While some groups have reported medium-to-large effect size deficits
in PPI in SZ versus healthy cohorts, our most recent large single-site reports have
detected deficits with 60 ms prepulse intervals with effect sizes that ranged from
0.24 (Swerdlow et al. 2006a, b) to 0.58 (Light et al. 2012). Factors that may
contribute to ‘‘artificially’’ small PPI differences between SZ and healthy cohorts
include: (1) SZ-linked PPI deficits generally appear to be most robust under
specific sets of stimulus parameters, i.e., the type of prepulse used [auditory vs.
tactile; tone vs. noise; prepulse intensity over background and prepulse interval,
etc. (Braff et al. 2001; Swerdlow et al. 2006a, b)]; (2) women have lower PPI than
do men (Swerdlow et al. 1993a, b), and in most studies, healthy subjects are
predominantly women, while SZ patients are predominantly men; (3) PPI is
generally increased by nicotine (Hong et al. 2008; Kumari et al. 2001), and
smoking is both more common and heavier among SZ patients versus healthy
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subjects; (4) PPI is higher in medicated versus unmedicated SZ patients, and
especially in patients medicated with second-generation antipsychotics (SGAPs)
(Csomor et al. 2009; Kumari et al. 1999; Swerdlow et al. 2006a, b; Weike et al.
2000); SGAPs are used by more than 80 % of SZ patients in most recent studies.

One implication of the relative modest effect sizes of PPI deficits in SZ cohorts
is that many SZ patients exhibit PPI levels at, or above, HS ‘‘mean’’ values.
Presumably, these ‘‘normal’’ PPI levels in SZ patients can serve as a biomarker
of normal function in PPI neural circuitry; this does not mean that the entire
PPI-regulatory apparatus is intact in these individuals, but simply that the overall
circuit properties—with or without the influence of nicotine, SGAPs, and other
moderating factors—remain adequately intact to perform its ‘‘function’’ of sen-
sorimotor gating. Thus, ‘‘higher’’ neurocognitive processes that rely on intact
sensorimotor gating would be not be expected to impaired in these individuals
based solely on this reliance; certainly, these processes might nonetheless be
impaired, based on deficits in other basic information processing mechanisms.

In keeping with our model of using biomarkers to identify residual ‘‘intact’’
neural mechanisms and function, it is reasonable to consider whether ‘‘high PPI’’
could be used as a biomarker of SZ patients who might be capable of marshaling
adequate cognitive resources to meet the demands of, and reap the benefits of a
particular therapeutic intervention. Consistent with such a model, Kumari et al.
(2012) were able to demonstrate that baseline PPI levels positively predicted the
therapeutic response to cognitive-behavioral therapy (CBT; Fig. 4). Schizophrenia
patients who exhibited the highest pretherapy PPI levels were the ones who
benefitted most from CBT, in terms of reductions in symptom severity. This
finding supports the notion that evidence of intact, functioning neural mechanisms,

Fig. 4 Higher levels of baseline PPI predict positive response to cognitive-behavioral therapy in
schizophrenia patients (reprinted from Kumari et al. 2012)
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provided by a psychophysiological biomarker, can positively predict the thera-
peutic response to a higher cognitive intervention.

The neural circuitry regulating PPI includes neurotransmitters and receptors
that are targets of many of the major classes of psychotropic medications. Drugs
acting at prominent nodes in this circuitry have potent effects on PPI, which have
been studied extensively in rodents, and more recently in humans (cf. Swerdlow
et al. 2008). Among our proposed applications of biomarkers for SZ therapeutics,
we suggested a model in which a neural system at baseline may perform poorly,
but still respond to a ‘‘push’’ of a pharmacologic challenge; in this case, evidence
for the requisite ‘‘spared’’ neural circuitry, and hence a target for therapeutic
intervention, is provided by changes in response to a drug challenge. In essence,
the acute drug challenge is used to determine whether the impaired system retains
sufficient plasticity to respond to therapeutic input.

To date, our ‘‘proof of concept’’ studies for the potential to detect residual
plasticity in neurocognitive substrates via drug challenges in ‘‘low performers’’
have exclusively involved healthy subjects. We reported that in specific subgroups
of HS—groups characterized by low basal PPI, low novelty-, or sensation-seeking
traits—a single dose of the psychostimulant, amphetamine (AMPH, 20 mg p.o.)
potently enhances PPI (Talledo et al. 2009). This suggests that among some
individuals—even (though not exclusively) in the presence of low basal PPI—the
neural circuitry regulating PPI retains significant plasticity, in that it can respond
positively to a drug challenge. We also reported that this same dose of AMPH
enhances MCCB performance, particularly in the domain of attention /vigilance
(A/V), among 60 healthy individuals with low baseline A/V performance (Chou
et al. 2013b; Fig. 5). When we stratified these 60 subjects according to baseline
PPI, those with low baseline PPI were the ones most sensitive to both the PPI- and

Fig. 5 Using a drug challenge to identify residual plasticity in sensorimotor gating and
attentional capacity: a ‘‘proof of concept’’ in healthy subjects. a Distribution of the change in
MCCB A/V T-scores after amphetamine (AMPH; 20 mg p.o.) versus placebo, corrected for order
effects, in 60 healthy subjects (Swerdlow et al. 2013). b Baseline PPI was significantly lower (#)
and more sensitive to AMPH-enhancement (*), among subjects in whom AMPH increased versus
decreased A/V in ‘‘A’’
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A/V-enhancing effects of AMPH. Presumably, the neural circuit plasticity evident
in low PPI healthy subjects predicts the likelihood of exhibiting a pro-attentional
response to AMPH. We are currently testing these relationships in SZ patients.
Ultimately, among patients exhibiting deficits in biomarkers, we might use a
‘‘challenge’’ paradigm to reveal those whose residual plasticity would predict
benefits from the addition of a specific drug to a cognitive intervention. Clearly,
we are several steps from fully testing this ‘‘drug challenge’’ biomarker model, but
the path to such a test is clear.

5 Discussion

One of the challenges facing the use of biomarkers in SZ populations is that, for
the most part, biomarkers are being applied ‘‘after the fact.’’ In other words, if we
acknowledge that SZ is a neurodevelopmental disorder (or set of disorders), likely
reflecting perturbations of in utero neural development, then the events (genetic,
environmental or otherwise) that lead to the late-adolescent/early adult manifes-
tations of the disorder have come and gone, decades before biomarker data are
measured. And the number of variations in the expression of these early events—
e.g., variable neuronal migratory routes, the adjustments of the surrounding
developing brain to them, the consequent alterations in premorbid behavior and the
reflected impact of environmental responses onto brain development—from in
utero causative event to adult manifestation are substantial if not limitless. And
unlike disorders of adult onset in which an anatomically or neurochemically
constrained ‘‘lesion’’ is superimposed on a normally developed brain, in SZ, the
absent connections lost to cells that did not arrive, and the aberrant connections
formed in their place, are infused throughout the matrix of a very complex fore-
brain circuitry. Making sense of ‘‘right’’ and ‘‘wrong’’ in this circuit context, as a
basis for understanding the biology of SZ, its courses or treatments, may not be
feasible, or even productive, in the foreseeable future.

We have proposed an alternative use of biomarkers in predicting treatment
response in SZ patients, that is consistent both with the therapeutic goals of
personalized medicine and the scientific strategies of experimental medicine
(Insel 2014). Individuals are characterized via measures of brain activity that are
associated with neurocognition and function, and areas of ‘‘healthy’’ or ‘‘normal
range’’ performance are identified. In this process, drugs or other experimental
manipulations and designs can be used as clinical probes to identify targets of
residual neuroplasticity. Treatments are then identified that leverage the intact
neural circuit or neurocognitive resources so that the individual patient can utilize
their capacities to reap the gains of the therapeutic intervention. In truth, the basic
principles of the ‘‘biomarkers of health’’ approach are simple ones, long espoused
by disciplines ranging from childhood education to career counseling: a successful
outcome is best achieved by matching residual strengths—areas of ‘‘resiliency’’—
with task demands. In the frenzied search for the genetic and molecular markers
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and mechanisms of what’s wrong with individuals with SZ, our field and its
treatments may not have fully appreciated and leveraged all that is ‘‘right’’.

One key to the successful use of biomarkers in this model is the ability to link a
‘‘healthy’’ biomarker with a positive response to a specific therapy. For example, as
we allude to in our Introduction, some forms of cognitive training put demands on
processes requiring ‘‘healthy’’ WM and attention (Haut et al. 2010), and thus would
be best pursued in patients with biomarker evidence of relatively intact WM and
attentional capacity. Alternatively, evidence that WM and attentional performance
could be enhanced in that patient by a psychostimulant challenge (e.g. Barch and
Carter 2005) might predict benefits of psychostimulant augmentation of cognitive
training. Different biomarkers of neurocognitive and neural circuit strengths might
predict optimal responses of SZ patients to CBT, (e.g. Kumari et al. 2009) com-
puterized cognitive training, social skills training, or even medications like the pro-
extinction drug, D-cycloserine (Gottlieb et al. 2011), or the ‘‘pro-social’’ drug,
oxytocin (Davis et al. 2014). While there is substantial evidence that baseline
cognitive deficits generally predict poor outcomes in cognitive interventions
(Becker et al. 1998; Green 1996; McGurk and Meltzer 2000; McGurlk and Mueser
2004; Spaulding et al. 1999), we are not yet at a point where we can apply specific
algorithms other than ‘‘clinical intuition’’ to match biomarkers of intact neural
function in a SZ patient, with treatment response to different types of therapies.
Developing such algorithms will be advanced by incorporating informative bio-
markers, like MMN and PPI, and detailed neurocognitive assessments, into the
designs of trials of cognitive interventions for SZ. Importantly, the fidelity and
optimal methods for many potential biomarkers have already been established in
multi-site studies, where deficits in these measures have been used as endophe-
notypes to identify risk genes for SZ (Turetsky et al. 2007). In the figure-ground
reversal proposed here, these biomarkers are used not to predict a risk of illness, but
rather, they are used to predict a likelihood of recovery.
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Connectivity Measurements for Network
Imaging

Susan M. Bowyer

Abstract Communication across the brain networks is dependent on neuronal
oscillations. Detection of the synchronous activation of neurons can be used to
determine the well-being of the connectivity in the human brain networks. Well-
connected highly synchronous activity can be measured by MEG, EEG, fMRI, and
PET and then analyzed with several types of mathematical algorithms. Coherence is
one mathematical method that can detect how well 2 or more sensors or brain
regions have similar oscillatory activity with each other. Phase synchrony can be
used to determine if these oscillatory activities are in sync or out of sync with each
other. Correlation is used to determine the strength of interaction between two
locations or signals. Granger causality can be used to determine the direction of
the information flow in the neuronal brain networks. Statistical analysis can be
performed on the connectivity results to verify evidence of normal or abnormal
network activity in a patient.

Keywords Networks � Neuronal oscillations � Correlation � Coherence � Phase
synchrony � Granger causality
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1 Introduction

The interest in detecting and imaging the functional properties of the brain’s net-
works is driving the development of advance mathematical imaging techniques and
analysis. This in turn guides the need to understand the different techniques for
measuring and for analyzing the location and strengths of these functional brain
networks (Cabral et al. 2014). Brain connectivity networks can be subdivided into 3
main categories: neuroanatomical, functional and effective connectivity (Friston
et al. 1993; Sakkalis 2011; Greenblatt et al. 2012).

Neuroanatomical connectivity or structural connectivity is based on detection of
the fiber tracts that physically connect the regions of the brain. Figure 1 is a
representative image of how the fiber tracts in the human brain appear (Kubicki
et al. 2005). These fiber tracts are detected using Diffusion magnetic resonance
imaging (MRI). Diffusion MRI measures the water anisotropy in the white matter of
the brain. Diffusion tensor imaging (DTI) (Le Bihan et al. 2001) estimates the
direction and strength of anisotropic diffusion in each voxel while diffusion spec-
trum imaging (DSI) explores the strength of anisotropy in all directions, allowing
the detection of the crossing of multiple fibers in a single voxel (Wedeen et al.
2008). To date, several DTI studies support the notion that frontal–temporal con-
nectivity in the brain is likely disrupted in schizophrenia along with reduced
organization of the cortico-cortical connections (Kubicki et al. 2005; Rotarska-
Jagiela et al. 2008; White et al. 2011). DTI is a method to determine local fiber tract
orientation which can be used to identify and analyze fiber tract pathways. The
Human Connectome Project is compiling a neural connectivity database of diffu-
sion MRI studies (Van Essen et al. 2013). More information can be found at their
website: www.humanconnectomeproject.org.

Fig. 1 Fiber traces from a human brain are colored such that fibers with similar endpoints are
assigned similar colors. Slices from a T2-weighted volume add additional understanding of the
anatomy. The view of the fiber traces on the left is coronal, while the view on the right is sagittal.
(Kubicki et al. 2005)
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Functional connectivity is established by identifying correlations of activity
between multiple regions of the brain involved in basal brain/body function or
higher order information processing that is required for sensory responses, motor
responses, and intellectual or emotional processing. During cognitive and sensory
processing, brain activity is characterized by bursts of information flow and cor-
related network activity. These bursts of regional brain activity are called nodes,
and the links to other nodes are called edges (the fiber pathways). These regions
(nodes) may only be active for a short period of time which emphasizes the
dynamic fluctuation of information flowing around the brain during cognitive or
sensory processing, or they may be active for minutes, hours, or even days as in the
case of the epileptic network (Towle et al. 2007). Further, brain networks have
frequency-dependent characteristics that differ with the scale of brain region that is
measured. Recent studies of functional connectivity in patients with schizophrenia
have shown beta- and gamma-band activity is abnormal (Hinkley et al. 2011). The
dysfunctional oscillations in these frequencies may be due to abnormalities in the
rhythm generating networks of GABA interneurons and cortico-cortical connec-
tions (Uhlhaas and Singer 2010). Coherence and phase synchrony are common
mathematical methods for quantifying frequency-dependent coordination of brain
activity. Figure 2 is an example of power distribution verses frequency graphs,
frequency verses time as well as sensor space topography map of the phase syn-
chrony differences between groups in the lower panel (Uhlhaas and Singer 2010).
Functional connectivity does not determine the specific direction of information
flow in the brain or an underlying structural model. It just shows that these regions
are connected.

Effective connectivity takes functional connectivity one step further and deter-
mines the direct or indirect influence that one neural system may have over another,
more specifically the direction of the dynamic information flow in the brain (Cabral
et al. 2014; Horwitz 2003). Using mathematical techniques such as Granger cau-
sality, Hilbert transform, transfer entropy, and correlation, locations in the brain can
be identified as a sender or receiver of the information flowing in the brain. Flow of
information in the brain networks during a finger-tapping task is displayed in Fig. 3,
where functional connectivity is seen in yellow and the effective connectivity is
depicted by the arrows (Gross et al. 2002).

Analytical techniques for estimating functional or effective connectivity of the
brain to determine if or how 2 or more sensors or locations are connected/coupled
fall under these main categories linear and nonlinear, bivariate, and multivariate.
Bivariate techniques are mathematical algorithms that determine how activity at 2
brain locations or electrodes is related to each other based on the evaluation of the
frequencies and patterns of neuronal oscillations. After performing the connectivity
analysis, then the results can be put into graph or matrix format for further analysis.
Figure 4 represents modes of brain connectivity in the macaque cortex along with
their corresponding matrices (Honey et al. 2007). Weighted undirected functional
connectivity forms a full symmetric matrix, with each of the elements encoding
statistical dependence or proximity between two nodes (recording sites, regions). A
threshold may be applied to yield binary undirected graphs. Effective connectivity
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yields a full non-symmetric matrix. Applying a threshold to these matrices yields
binary directed graphs.

Brain signals are usually recorded by electroencephalography (EEG), magne-
toencephalography (MEG), functional magnetic resonance imaging (fMRI), and
positron emission tomography (PET). Recent developments have advanced the
ability for connectivity to image directly into the specific regions of the brain (called
source space, Fig. 3); in past years, connectivity was seen by connecting lines
between electrodes or coils that had similar frequency profiles on the brain surface
(called sensor space, bottom of Fig. 2). Figures 2 and 3 depict these 2 different types
of images. In this review, we will discuss how brain connectivity can be detected
and recorded and the different measures of connectivity used to display the brain
networks. We will also include various studies of connectivity where the results
may be clinically applicable.

Fig. 3 The map represents spatial distribution of coherence (in the 6–9 Hz range). Dynamic
imaging of coherent sources were applied to MEG data. The dominant coupling direction is
indicated by arrows. Note that left thalamus and right cerebellum are projected to the left surface
for easier visualization (Gross et al. 2002)

Fig. 2 Neural oscillations and synchrony in schizophrenia. a Auditory steady state responses in
patients with schizophrenia (ScZ) show lower power to stimulation at 40 Hz than control subjects.
b Sensory evoked oscillations during a visual oddball task in patients with schizophrenia indicate
the phase-locking factor of oscillations in the 20–100 Hz frequency range in the occipital cortex
for healthy controls and patients with schizophrenia. c Dysfunctional phase synchrony during
Gestalt perception in schizophrenia was significantly reduced relative to controls. In addition,
patients with schizophrenia showed a desynchronization in the gamma band (30–55 Hz) in the
200–280 ms interval. The bottom panel shows differences in the topography of phase synchrony in
the 20–30 Hz frequency range between groups. Red lines indicate less synchrony between two
electrodes in patients with schizophrenia than in controls. Green lines indicate greater synchrony
for patients with schizophrenia (Uhlhaas and Singer 2010)

b
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2 Measures

When we investigate how the human brain functions, we tend to compare it to a
computer’s circuit board. There are locations in the brain that perform certain tasks
such as feeling, tasting, smelling, hearing, and seeing. These last two are similar to
the computer’s ability to produce sounds and display images. Connectivity mea-
sures of the brain are performed to try to map out the communication networks
(cortical circuits) needed for the brain to function. These networks are made up of
neurons that function in unison to send signals to other parts of the brain. There are
several properties of the neuron that play an important role in generating membrane
potential oscillations that can be detected by neuroimaging devices. Neurons
communicate with other neurons by releasing one of over 50 different types of
neurotransmitters in the brain some of which are excitatory (stimulate the brain) and
some are inhibitory (calm the brain) (Chana et al. 2013). Voltage-gated ion chan-
nels generate action potentials and periodic spiking membrane potentials which
produces oscillatory activity and facilitates synchronous activity in neighboring
neurons (Llinas 1988; Llinas et al. 1991). Coherent neuronal communications are
based on neurotransmission dynamics dictated by major neurotransmitters such as
the amino acids glutamate and GABA. Other important neurotransmitters include
acetylcholine, dopamine, adrenaline, histamine, serotonin, and melatonin (Stephan
et al. 2009; Haenschel and Linden 2011; Wang 2010). There is growing evidence

Fig. 4 Modes of brain connectivity. Sketches at the top illustrate structural connectivity (fiber
pathways), functional connectivity (correlations), and effective connectivity (information flow)
among four brain regions in macaque cortex. Matrices at the bottom show binary structural
connections (left), symmetric mutual information (middle), and non-symmetric transfer entropy
(right) (Sporns 2007). Data were obtained from a large-scale simulation of cortical dynamics
(Honey et al. 2007)
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that glutamatergic dysregulation may underlie schizophrenia and psychosis (Chana
et al. 2013).

Synchronized activity of large numbers of neurons can give rise to large
magnetic field and electric field oscillations, which are detected by EEG/MEG
(Hamalainen et al. 1993) and the secondary metabolic responses are detected by
fMRI/PET (Ogawa et al. 1990). Coherent activity within the whole brain is evi-
dence for a network of dynamic links (edges) between different brain regions
(nodes) that distribute information (Varela et al. 2001). Detection of normal or
abnormal networks can provide information on the underlying developmental and/
or neurological disorder.

EEG uses electrodes pasted or glued to specific locations on the scalp that record
the electric potential at the skin surface. MEG on the other hand uses coils sus-
pended in a helmet placed around the head to detect the changing magnetic fields
just outside the head. Both EEG and MEG signals come from the activation of
neurons. EEG measures voltage potentials determined by electrical impedance
boundaries of head structures that shape volume currents (return currents) where as
MEG measures the magnetic field of primary or intracellular current flow. For a
review of mathematical equations of connectivity measures used in EEG and MEG
for neurologic disorders see Sakkalis (2011) or Greenblatt et al. (2012).

PET and FMRI measure the secondary or metabolic response from neuronal
activation. They are both indirect measures of neuronal activation with low tem-
poral resolution on the order of seconds. PET uses a radioactive-labeled tracer,
tagged to glucose (blood sugar) that is injected into the subject to detect the parts of
the brain that require energy to function (the glucose response). FMRI uses a strong
magnetic field and radio waves to look at blood flow in the brain to detect areas of
activity that need more oxygen to function (the hemodynamic response). The
translation from the hemodynamic response or the glucose response back to the
actual synaptic neuronal function is still not fully understood (Goense and Logo-
thetis 2008; Logothetis and Pfeuffer 2004) For a review of connectivity measures of
fMRI and PET for neurologic disorders see Rowe (2010).

Functional and effective connectivity techniques are dependent on calculating
the communication of active neural signals that are oscillating over short and long
periods of time. Techniques such as EEG and MEG, with their excellent temporal
resolution, are optimal for calculating connectivity (Sakkalis 2011; Greenblatt et al.
2012). Traditionally to determine connectivity in the EEG or MEG, a frequency
analysis was performed to convert the original EEG or MEG data into its frequency
content; then, coherence analysis was used to obtain information about the temporal
relationships of frequency components at different recording sites (electrode or
coil). The results of the coherence analysis were typically displayed in sensor space
using a template of the head with lines connecting the electrodes or coils that are
coherent with each other. These results can now be displayed in source space due to
improve analytical techniques.

MEG and EEG data are usually filtered and have noise artifacts removed prior to
advanced analysis. In some cases, it maybe helpful to first decompose a signal in
temporal and spatial modes using techniques such as principle component analysis
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(PCA) or independent component analysis (ICA). These techniques can be used to
extract a particular signal of interest (i.e., an epileptic seizure) or an artifact signal
such as cardiac activity to be removed from all the data channels.

3 Network Connectivity Measurement

Network connectivity measurements can be measured in the frequency domain with
methods such as coherence and phase synchrony and in the time domain with
methods such as correlation and Granger causality.

4 Coherence and Phase Synchrony

First, we look at the frequency domain methods for calculating neuronal networks;
these tend to be symmetrical providing no information on directionality.

4.1 Coherence

Coherence is used to determine if different areas of the brain are generating signals
that are significantly correlated (coherent) or not significantly correlated (not
coherent), using a scale of 0–1. coherence is a measure of the synchronicity of the
neuronal patterns of oscillator activity. The coherence analysis is a technique that
can be applied to study functional relationships between spatially separated scalp
electrodes or coils and to estimate the similarities of waveform components gen-
erated by the neurons in the underlying cortical regions (French and Beaumont
1984). Transients and oscillations of brain electric activity are found in MEG and
EEG recordings of spontaneous brain activity. Coherence differs from correlation
because the assessment of brain synchrony is done for very narrow frequency bands
where the band activity is quantified by an amplitude and phase. These transient
waveform oscillations can be quantified by first applying a time–frequency
decomposition technique such as the fast Fourier transform (FFT), of a contiguous
or slightly overlapping sequence of short data segments. This generates a sequence
of amplitude/phase components for each narrow frequency bin of the FFT that
spans the frequency content of the data. After transformation to a time–frequency
representation, the strength of network interactions can be estimated by calculation
of coherence, which is a measure of synchrony between signals from different brain
regions for each FFT frequency component. This is the most common measure to
describe how two or more time series are related. Strictly speaking, coherence is a
statistic that is used to determine the relationship between 2 data sets. It is used to
determine if the signal content of 2 inputs is the same or different. If the signals
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measured by 2 electrodes or coils are identical, then they have a coherence value of 1;
depending on how dissimilar they are, the coherent value will approach 0. It is
commonly used to estimate the spectral densities of two signals and so is equivalent to
a correlation coefficient in the frequency domain. Unlike correlation, coherence has a
range of 0–1, and since each FFT yields one pair of FFT components, multiple
independent segments of data are needed for evaluation (Kelly et al. 1997).

As mentioned earlier, this technique can be applied to the MEG and EEG
waveforms in sensor space, or it can be applied to the localized MEG solutions in
source space. coherence has been widely used in studying epileptiform activity to
determine seizure onset zones. In sensor space, Song et al. showed that EEG
coherence can be used to characterize a pattern of strong coherence centered on
temporal lobe structures in several patients with epilepsy (Song et al. 2013). In
source space, Elisevich et al. showed that MEG coherence source imaging in the
brain can provide targets for successful surgical resections in patients with epilepsy
(Elisevich et al. 2011). Hinkley et al. used source space MEG to detect decreased
and increased connectivity differences between patients with schizophrenia and
control subjects that may prove to be important target areas for treatment (Hinkley
et al. 2011).

Directionality of network interaction cannot be determined from coherence, and
the exact amplitudes of the network interaction are not equal to region-to-region
coherence amplitudes. Coherence does provide a global estimate of all important
regions of network activity regardless of source amplitudes. Because of the need to
minimize bias by increasing the number of data segments in calculations, coherence
is not well suited for quantifying rapid temporal changes in synchronized activity.
Rather, it is best when used for long time series of data to identify sources of brain
network activity that persist for long durations. However, it is desirable that the
individual FFT components follow temporal changes in network connectivity.
Therefore, the length of segments of data used in the FFT transform should be
selected in the same way as recommended for correlation calculations. For MEG
data, we have found approximately 0.5 s of data to be near optimal for data filtered
3–50 Hz. When applied to very low-frequency band data, the FFT data segment
length needs to be increased. An F-statistic can be used to test statistical signifi-
cance relative to the hypothesis of true coherence (Kelly et al. 1997).

Coherence is best when used for long time series of data to identify sources of
brain activity that are part of the same network. Coherence analysis supplies
information on the degree of synchrony of brain activity at different locations for
each frequency, independent of power. However, individual time points with large
amplitudes are more highly weighted in the FFT transform and subsequently in
coherence calculations. This is in contrast to phase synchrony which utilizes
instantaneous measurements of only the phase differences between signals. As
mentioned earlier, coherence analysis can be applied to the MEG and EEG
waveforms in sensor space, or it can be applied to the localized MEG solutions in
source space.
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4.2 Phase Synchrony

The phase relationship is a way to estimate the synchrony of oscillations in EEG/
MEG data. This is the process by which two or more cyclic signals tend to have
oscillator activity that are at the same frequency (in phase) or out of synchrony (out
of phase) by a relative phase angle. Phase synchrony is used to investigate whether
two waveforms with the same narrow frequency band have relatively stable phase
differences independent of their amplitude behavior. This is used to determine if
the phases are coupled across the brain and to see if they are phase-locked to an
external stimuli or event.

One example of phase synchronization of neuronal activity can be seen in the
pattern of the oscillatory activity. If the oscillations are all in synchrony and positive
at the same time, then the phase is 0°; if they were opposite (one positive and one
negative) to each other, they would have a phase angle of 180°, See Fig. 5 (Uhlhaas
and Singer 2010). Phase synchrony measures how stable the phase difference (small
or large) varies over a short period of time. Phase relationships can be examined by
testing the stability of the signals’ phase differences across trials (phase-locking)
over a single electrode or between pairs of electrodes (Lachaux et al. 1999). This
approach can yield estimates of the precision of local and long-range synchrony.
Importantly, measures of phase-locking provide estimates of synchrony indepen-
dent of the amplitude of oscillations. This is in contrast to measures of coherence
where phase and amplitude are intertwined (Uhlhaas et al. 2009). Phase synchrony
reflects the exact timing of communication between distant neural populations that
are related functionally, the exchange of information between global and local
neuronal networks, and the sequential temporal activity of neural processes in
response to incoming sensory stimuli (Sauseng and Klimesch 2008).

In the extensive study by Gaillard et al., significant long-distance phase syn-
chrony in the beta range was observed after presented words; this increase was the
only significant correlate with conscious access to the stimuli (Gaillard et al. 2009).
In advance of the stimuli, attentional and working memory functions, in part, were
correlated with phase-coupling of prefrontal and posterior brain areas. Gross et al.
(2004) found frontal, parietal, and temporal beta coherence was relevant for the
processing of stimuli in working memory. In the field of schizophrenia, Uhlhaas
and Singer 2010 provided an in-depth review of abnormal neural oscillations and
synchrony in this patient group. They review several studies that indicated that
patients with schizophrenia have a reduced phase synchrony in the beta and gamma
bands. (Uhlhaas and Singer 2010).

Phase synchrony is better used for short-duration events such as in an evoked
event. Phase is used to determine how much the two locations (recording sites) are
interacting within a very narrow time window (milliseconds). A great analogy for
understanding the difference between when to use coherence or phase synchrony is
soldiers marching in a parade: Phase synchrony is used to determine how syn-
chronized their feet are marching in unison in a few steps, while coherence is used
to see how synchronous their feet were marching in unison over the entire parade
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route. On a side note, it is possible to determine information flow with a Hilbert
transform on the data (to obtain the instantaneous phases). Two measures can be
computed from the phases. The first one is the synchronization index, which
quantifies the degree of coupling of the phases of two signals [0 (no coupling) to 1
(strongest coupling)]. The second measure is a directionality index which quantifies
the direction of coupling between two oscillators [−1 and 1 correspond to unidi-
rectional coupling (away and toward the reference area, respectively), and 0 cor-
responds to symmetric bidirectional coupling]. The results from the analysis of
phase synchronization can be used for the quantification of coupling strength and
direction because these measures are more sensitive and robust than coherence and
phase difference and independent of amplitude dynamics. This is usually applied to
a narrow frequency band, usually less then 5 Hz as opposed to a larger frequency
range that desynchronizes rapidly due to many varied frequencies mixed in.

5 Granger Causality and Correlation

Now, we turn to the time domain methods. Long-range connections between dif-
ferent brain structures involve time delays due to the finite conduction velocity of
axons. Since most connections in the brain are reciprocal, they form feedback loops
that support oscillatory activity. Neuronal activity recorded from multiple cortical
areas around the brain can become synchronized and form a large-scale network.
The effective connectivity (direction of information) of a brain network can be
studied using a Granger causality measure (Brovelli et al. 2004; Gross et al. 2002),
while the strength of the connection can be assessed using a correlation measure
between two sites.

(b)(a)

Fig. 5 Measuring neural synchrony in EEG/MEG signals. Measuring phase synchrony in brain
signals: The synchrony of oscillations in EEG/MEG data can be estimated by analyzing phase
relationships. The top panel shows oscillatory brain signals recorded by two different groups of
sensors (red and blue) placed in the positions shown in the bottom panel. Themiddle panel shows the
difference in oscillatory phase between the red and blue signals. Phase difference values around zero
indicate phase synchrony. The bottom panel illustrates patterns of synchrony between distant sensor
sites at different time points. The black lines link synchronous sensors (Uhlhaas and Singer 2010)
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5.1 Correlation

Correlations is a mathematical technique to measure the similarity of 2 signals on a
scale of −1 to +1. Correlation is one of the most commonly used methods to
determine the strength of an interaction between two locations or signals. When two
areas of the brain are active at the same time, they are most likely talking or
communicating with each other. A correlation between one specific region in the
brain and the entire brain can be analyzed; this can also be extended to all possible
correlations within the brain. Correlations can be determined in several different
ways: The Pearson product moment correlation, the Spearman rank order correla-
tion, the Kendall rank order correlation, or by mutual information methods. The
Pearson product moment correlation quantifies the linear correlations between two
signals or locations, where the Spearman rank order correlation is a nonparametric
measure of correlation between two signals based on the rank (i.e., the similarity of
the orderings of the data when ranked by each individual quantity) and the Kendall
tau (τ) coefficient which is a non parametric test that uses the relative ordering of
ranks. The mutual information of two time series is a measure of their mutual
dependence where the unit of measure is a bit. These measures have been widely
used to quantify correlations between EEG or MEG recordings from healthy par-
ticipants (Bonita et al. 2014) or patients with neurologic disorders such as traumatic
brain injury (Castellanos et al. 2011), Alzheimer’s (Stam et al. 2007), epilepsy
(Ponten et al. 2007), and with schizophrenia (Rubinov et al. 2009).

One advantage of computing correlation matrices is that these correlations can
be further studied using graph theory to evaluate the topological properties of the
functional networks or wavelet analysis applied to the temporal signals to compute
frequency-dependent correlation matrices. Graph theory is used to create models of
the complex functional brain networks that can be further studied (Stam et al. 2007;
Stam and Reijneveld 2007; Bassett and Bullmore 2006). Graphs are composed of
vertices (corresponding to neurons or brain regions) and edges (corresponding to
synapses or pathways, or statistical dependencies between neural elements). Graphs
of brain networks can be quantitatively examined for vertex degrees and strengths,
degree correlations, clustering coefficients, path lengths (distances), and vertex and
edge centrality, among other characteristics. Graph theory provides models of
complex networks in the brain and allows one to better understand the relations
between network structure and the processes taking place on those networks.

Despite its usefulness for detecting linear statistical dependencies, the correlation
analysis has certain limitations. The most important relies on the fact that some
networks are not spatially independent and can overlap. In other words, the same
cortical region can belong to more than one active network (i.e., rest and memory).
Therefore, the activation pattern of that region may turn out to be a sum of several
simultaneously active networks, limiting the ability to capture the one functional
network using correlation-based approaches (Smith et al. 2012).
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5.2 Granger Causality

Granger causality as well as other methods such as directed transfer function (DTF)
and partial directed coherence (PDC) are designed to determine causality of net-
work activities (Sakkalis 2011). The basis for these techniques is a multiple linear
regression model of future activity at a given site, determined by past activity at
sites and times within the network. Granger causality is a statistical method for
determining the direction of information flow in a brain network. By looking at the
interaction between time series, information can be provided on how one signal
may affect another signal. There is no a priori information used. Granger causality
assumes that a cause precedes an event. Therefore, a signal can be predicated based
on the past information of a second signal. Simply stated X causes Y if X provides
information that predicts the future of Y better then any information already known
about Y.

Granger causality has been used to study the effective connectivity in patients
with schizophrenia using fMRI (Demirci et al. 2009) more so than with EEG or
MEG. When used with FMRI data, an independent component analysis (ICA) is
initially used to extract the time courses of spatially independent components, and
then, a Granger causality test is used to investigate causal relationships between
brain activation networks. This study found evidence that distributed networks are
organized in a fashion suggestive of hubs of activity within specific circuits that
directly or indirectly influence other neural function in normal controls but that this
connectivity is abnormal in patients with schizophrenia (Demirci et al. 2009).

Granger causality analysis for studying effective connectivity in neural systems
has a few limitations; one is that it relies heavily on sensor space analyses when
source space analysis may provide more information, also there is the use of an
unrealistically small sets of factors that make analyses vulnerable to spurious cor-
relation, and finally the failure to address the complex and chaotic nature of neural
processes.

Both directed transfer function (DTF) (Kaminski and Blinowska 1991) and partial
directed coherence (PDC) (Sameshima and Baccala 1999) have been developed
based on network model approaches such as Granger causality. DTF extends Granger
causality to multichannel MEG and EEG. It has been used to estimate functional
connectivity in neurological disorders such as epilepsy (Franaszczuk and Bergey
1998). Another more recent measure called transfer entropy (Schreiber 2000) was
designed to detect directed exchange of information between two systems by con-
sidering the effects of the state of one element on the state transition probabilities
of the other element. Seibenhuhner et al. found lower entropy, suggesting decreased
MEG signal content, but increased functional connectivity in patients with schizo-
phrenia compared to control subjects (Siebenhühner et al. 2013).
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6 Conclusion

The basis of brain functioning is the neuronal oscillations. In this section, we
attempted to review several of the most common methods used to measure the
brain’s synchronous oscillations which make up the network of brain connectivity.
Many of these techniques are currently being used to expand clinical knowledge in
many fields with psychiatry being one of the most prominent fields. We have
highlighted some of the types of information that can be derived from the varied
techniques as well as provided some of the limitations of each technique. In the
future, a combined anatomical, functional, and effective connectivity mapping will
become the mainstay of the neurosurgeon, neurologist, and psychiatrist for
assessing and diagnosing normal and abnormal brain networks. These techniques
will not only provide biomarkers of diseases but also help to provide individualized
treatment therapies based on pre- and post-treatment connectivity imaging. With the
evolution of computers and mathematics, we expect to see more sophisticated and
powerful analytical neuroimaging methods developed and applied to the functional
neuroimaging data. The primary functional neuroimaging results will continue to be
provided from the excellent high temporal resolution of MEG and EEG, and the
high spatial resolution of fMRI and PET as well as the anatomical connectivity
maps derived from MRI-DTI imaging.
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Nonlinear Measures and Dynamics
in Psychophysiology of Consciousness

Petr Bob

Abstract According to recent findings nonlinear dynamic processes related to
neural chaos and complexity likely play a crucial role in neural synchronization of
distributed neural activities that enable information integration and conscious
experience. Disturbances in these interactions produce patterns of temporal and
spatial disorganization with decreased or increased functional connectivity and
complexity that underlie specific changes of perceptual and cognitive states. These
perceptual and cognitive changes may be characterized by neural chaos with
significantly increased brain sensitivity that may underlie sensitization and kind-
ling, and cognitive hypersensitivity in some mental disorders. Together these
findings suggest that processes related to more irregular neural states with higher
complexity that may lead to neural chaos, negatively affect information integration
and processing in the brain, and may influence disintegrated conscious experience.

Keywords Brain � Chaos � Complexity � Consciousness � Nonlinear dynamics �
Self-organization
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1 Introduction

The concept of dynamical chaos was established by French mathematician Henri
Poincaré (1854–1912), who studied predictability in a system behavior and found
that chaotic pseudo-randomness is caused by high system sensitivity leading to
disproportional changes as a response to stimuli that influence behavior of the
system (Poincaré 1908/1998; Peterson 1993). As a consequence, the sensitivity
significantly decreases ability to predict system’s behavior which leads to infor-
mation loss about later system’s development. In his ‘‘Science and method’’
Poincaré (1908/1998, p. 68) wrote: ‘‘A very small, unnoticeable cause can deter-
mine a visible very large effect; in this case we claim that this effect is a product of
random…. However, even if the natural laws were perfectly known, we will never
be able to know the initial conditions with some approximation. If this allows us to
know the future with the same approximation that is all we want. We will say that
the phenomenon is foreseeable, that it is governed by laws; however this is not
always the case, it is possible that very small initial differences lead to very large one
in the final state…’’. This basic principle applied to brain dynamics may explain
certain specific brain processes where brain sensitivity significantly increases. This
type of brain dynamics likely occurs in sensitization and kindling phenomena that
might underlie psychological hypersensitivity, which is typical for various mental
disorders. This basic principle of chaotic sensitivity is in agreement with data that
kindling leads to epileptiform processes characterized by chaotic EEG activity that
might explain mental disintegration and increased perceptual sensitivity in several
psychiatric disorders (Elbert et al. 1994; Freeman 2000; Bob 2011).

2 Mechanisms of Consciousness and Chaos Theory

Because of sensitivity and unpredictability nonlinear dynamical systems, although
they may be also deterministic, exhibit complex and random-like behavior.
Experimental research indicates that values of measured properties of many bio-
logical systems look random and their determinants are frequently unknown
because of high complexity of factors that influence state of living organisms (Elbert
et al. 1994; Freeman 2000; Dokoumetzidis et al. 2001; Korn and Faure 2003).
Concept of randomness relies on evidence that every complex system has a large
number of degrees of freedom which cannot be directly observed and are manifested
through the system’s fluctuations (Elbert et al. 1994; Dokoumetzidis et al. 2001;
Freeman 1991, 2000, 2001). Recent research shows that the chaotic deterministic
dynamical systems display the random-like behavior often indistinguishable from
truly random processes (Elbert et al. 1994; Dokoumetzidis et al. 2001). On the other
hand there is evidence that chaotic dynamics tends to produce a spontaneous order
and patterns of organization—self-organization (Elbert et al. 1994; Freeman 2001;
Dokoumetzidis et al. 2001; Korn and Faure 2003; Bob 2011).
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The self-organization patterns typically are linked to instability states with high
sensitivity that may result into new modes of behavior. The sudden phase tran-
sitions called bifurcations represent a typical form of system’s behavior which is
deterministic and is characterized by typical modes of behavior called ‘‘attractor’’.
The attractor represents typical non-random behavior of a system which is rep-
resented by compressed and limited subset of all possible states in the ‘‘state
space’’ [state space = all possible states that a system in principle could have]
(Elbert et al. 1994; Bob 2011). On the other hand, a random system has no
restrictions on its behavior (‘‘it is random’’) and there are no limitations for its
behavior in the ‘‘state space’’.

In this sense, it is possible to use the term state space for various phenomena
describing less complex processes (e.g. position of a particle), or very complex
states of the human brain. Deterministic systems are in their behavior strictly
limited and resulting behavior such as movement of a very small body (for
example in gravitational field) is exactly defined and predictable, which means that
in constant conditions (of gravitation) the body falls and then does not move.
Behavior of such a system is strictly limited and defined in the time and space
(which together defines the state space of the body which is compressed because of
limited possibilities and ‘‘freedom’’). The state space may be visualized by state
space diagram in which every possible state of the system corresponds to a unique
point in the space and the number of dimensions or parameters of this space
represent degree of freedom of the system and every dimension may be repre-
sented as an axis. Of course in cases of complex behavior it is difficult or
impossible to imagine the state space, similarly like we cannot imagine cube or
sphere which has more than three dimensions. In this context, the term multidi-
mensional space represents analogy with usual experience which is used for
definition of mathematical terms. For example, the state space (that includes
spatial and time dimension) of the mechanical system may be described by all
possible values of position and momentum or in thermodynamics by various states
of a chemical system which may be described as function of pressure, temperature
or composition (Elbert et al. 1994; Dokoumetzidis et al. 2001; Bob 2011).

What is specific for dynamical and chaotic systems is that they have limited
behavior and therefore limited space of occurrence in the state space similarly as
other deterministic systems but their behavior has limited predictability or it is
unpredictable in the space and time. Specific form of behavior of the chaotic system
defined by ‘‘attractor’’ includes spatial and time dimensions of all its possible states
in the past and future that can be described as a ‘‘geometrical object’’ in the state
space. In another words this means that the dynamic and chaotic systems are neither
deterministic nor random. Scientific description of complex macrosystems such as
living organisms may be defined by various complex ‘‘state functions’’ such as
temperature, blood pressure, blood flow or electrical activity such as EEG, ECG
and electrodermal activity (EDA), and also other physiological, behavioral or
cognitive characteristics (Freeman 1991, 2000; Elbert et al. 1994; Globus and
Arpaia 1994; Gottschalk et al. 1995; Huber et al. 1999; Melancon and Joanette
2000; Faure and Korn 2001; Meyer-Lindenberg et al. 2002; Korn and Faure 2003;
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Paulus and Braff 2003; Breakspear 2006; Bob 2007, 2011; Bob et al. 2009a, b; Gao
et al. 2011).

In comparison to linear relationships where parameters that determine devel-
opment of a system are proportional, a purpose to use nonlinear methods in neu-
roscience and psychology is to understand relatively short periods in the behavior of
a system which are extremely sensitive to very little changes (the so-called sensi-
tivity to initial conditions). This sensitivity during critical times initiates new trends
in the system’s evolution which later may emerge as very different macroscopic
patterns of neural activity and mental processes (Elbert et al. 1994; Freeman 1983,
1991, 2000; Birbaumer et al. 1995; Kantz and Schreiber 1997; Meyer-Lindenberg
et al. 2002; van Putten and Stam 2001; Faure and Korn 2001; Globus and Arpaia
1994; Korn and Faure 2003; Gao et al. 2011).

Several authors proposed that chaotic transitions may emerge in a wide variety of
cognitive phenomena and possibly may be linked to specific changes during
development of mental disorders such as depression, schizophrenia, dissociation and
other mental disorders (Pediaditakis 1992; Schmid 1991; Barton 1994; Gottschalk
et al. 1995; Huber et al. 1999; Melancon and Joanette 2000; Korn and Faure 2003;
Paulus and Braff 2003; Bob 2007; Bob et al. 2009a, b) and might underlie psy-
chological hypersensitivity to outside stimuli and their pathological processing (Bob
2011). Because epileptic (or epileptiform) activity represents a typical form of chaos
in the brain (Freeman 1991, 2000; Elbert et al. 1994; Korn and Faure 2003) it is
likely that kindling process as a typical form of progressive sensitization to sub-
convulsive stimuli may be related to psychopathological symptoms (Kraus 2000;
Teicher et al. 2003, 2006) and specifically linked to chaotic processes on neural level
(Bob et al. 2009a; Bob 2003, 2007, 2011).

In this context, relationship between chaos and sensitization likely could
explain clinical evidence that repeated stressful events also may determine sen-
sitization similar to kindling that leads to an increase in responsiveness to repeated
stressors with significantly increased vulnerability to the stress stimuli that may
lead to dissociative disorders, schizophrenia, depression and other mental disor-
ders (Post et al. 1995; Post and Weiss 1998; Kraus 2000; Teicher et al. 2003,
2006). This increased sensitivity likely could be related to experience of conflict
and mental instability that produces disintegration of conscious experience (Bob
2007, 2011; Bob et al. 2009a).

3 Neural Correlate of Consciousness and Complexity

According to recent growing evidence neural correlate of consciousness is related
to processing of distributed information that is represented by integration through
levels of neural synchronization among multiple brain regions that is related to
large-scale integration, or ‘‘binding’’ (John 2002; Crick and Koch 2003; Bob
2011). Seminal contribution to discussions about the mechanisms of large scale
integration reported Crick and Koch (1992), who proposed that the problem of
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binding cannot be simply resolved as a simple consequence of synchronization
among large groups of neurons. As a basis for that opinion they emphasize the
binding problem of distributed information represented by different modalities
(such as form, motion, color, smell, sound etc.). Processing of information related
to a perceived object produces synchronous activities in separate areas of the brain
but there is no evidence of that spatial convergency in the brain that would rep-
resent neural correlate of consciousness. The hypothetical center for information
convergency was termed ‘‘Cartesian theatre’’ (Crick and Koch 1992; Dennett
1991), but recent neuroscience has not located a distinct place in which distributed
information in the brain comes together.

Recent findings suggest that a candidate mechanism for the integration or
binding of distributed brain activities is the so-called gamma activity (most fre-
quently high frequency oscillations about 40 Hz). Although there is growing
evidence that EEG gamma waves enable different neuronal circuits to enter into
synchrony with the perceptual information and oscillate together during transient
periods of synchronized firing there is no explanation as to what mechanism is
behind this synchronization and information convergency integrating various
percepts, memories and associations. From this point of view the phenomenon of
synchronization and functional integration represents intriguing evidence that
information convergency is successfully achieved but what is behind this process
of synchronization remains a puzzle.

A solution of the binding problem may reside within the fundamental problem
of consciousness in modern neuroscience. The predominant opinion is that con-
sciousness emerges from a dynamical nucleus of persisting reverberation and
interactions of neural groups (John 2002; Bob 2011). For example, Tononi and
Edelman (2000) emphasized that consciousness is represented by re-entry of
neural signals via changes of complexity and entropy in the central nervous sys-
tem. Libet (1998) suggests that subjective experience represents a field emerging
from neural synchronization and coherence, and is not reducible to any physical
process (see also John 2002). In accordance with Libet, Squires (1998) maintains
that consciousness may be understood as a primitive (irreducible) component of
the world including specific qualities of subjective experience (qualia) that cannot
be reduced to any other physical quality (see also Duch 2005; John 2002; Bob
2011). According to Freeman (1991, 2000, 2001), mental images of the world
emerge as a consequence of creating order from non-linear chaotic activity of large
groups of neurons. These nonlinear chaotic processes represent a consequence of
high system complexity, when the system involves a large number of complex
interlinked and simultaneously active neural assemblies and runs in a desyn-
chronized parallel distributed mode which can lead to chaos and self-organization
(Freeman 1991, 2000, 2001; Velazquez et al. 2003; Atmanspacher and Fach 2005).

Similarly, Tononi and Edelman (1998) proposed that consciousness is not a thing,
but a process or changing streams on a time scale of fractions of seconds. In
agreement with James (1890) they emphasized that a fundamental aspect of con-
sciousness is an integrated state although at the same time there is evidence that
distributed neural activity, particularly in the thalamocortical system, is essential for
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conscious experience (Edelman 1989; Picton and Stuss 1994; Newman 1995).
Therefore it is possible to suppose that interactions among neuronal assemblies in
distributed brain areas create a unified neural process corresponding to a multimodal
conscious scene (Edelman 1989; Tononi et al. 1992; Lumer et al. 1997; Tononi and
Edelman 1998). Altogether these studies suggest that a specific sign of effective
reentrant interactions are short-term temporal correlations of distributed neural
interactions between involved neuronal groups (Tononi and Edelman 1998; Tononi
et al. 1998a; Bressler 1995), which may explain why feeble, degraded, or short-
lasting stimuli often are not consciously perceived, even though they may produce a
behavioral response such as perception without awareness (Marcel 1983; Merikle
et al. 2001). In agreement with this current evidence also changes in conscious
experience driven by external stimuli, memories, mental images or dreams are
related to changes in activities or deactivations of specific widely distributed brain
areas (Roland 1993; Frackowiak 1997; Tononi and Edelman 1998). Tononi and
Edelman (1998) applied methods of functional clustering and found that a subset of
distributed elements within a system gives rise to a single, integrated process in cases
when these elements interact significantly more strongly among themselves than
with the rest of the system. This interaction means that they form a functional cluster
which is possible to measure by mutual information as a level of integration (Tononi
et al. 1998b). When the level of integration calculated among all neurons within the
subsystem is higher than level of integration that the same neurons of this subsytem
have with neurons out of the subsystem then the subsystem presents the functional
cluster (Papoulis 1991; Tononi and Edelman 1998). For example, it is possible to
compare levels of synchronous firing among cortical regions and between cortex and
thalamus (Tononi et al. 1992; Lumer et al. 1997; Tononi and Edelman 1998).
Functional clustering also enable to define system complexity as a number of its
parts (i.e. number of clusters) that have higher level of integration within the sub-
system than is a level of integration that neurons of this subsystem have with neurons
out of the subsystem (Tononi and Edelman 1998).

In this context, concept of complexity can be applied to neurophysiological data
and enable to evaluate the degree to which neural processes are integrated and/or
differentiated (Friston et al. 1995; Sporns et al. 2000, 2002; Sporns 2013, 2014;
Balduzzi et al. 2009; Casali et al. 2013). It is also possible to compare the values of
neural complexity in different cognitive and arousal states or empirically test the
relationships between brain complexity and levels of conscious experience (Tononi
and Edelman 1998; Bob et al. 2009a, b; Bob 2011).

Because consciousness is related to high level of functional integration among
neurons, it is possible to predict that the complexity could correlate with subjective
conscious states and several studies reported relationship between attentional
functions and brain EEG complexity. For example, Lutzenberger et al. (1995)
reported that increased EEG complexity indicates an increase in simultaneously
activated neural assemblies. Further studies also reported that EEG complexity
was substantially higher during imagery than during actual sensory stimulation
(Birbaumer et al. 1993; Schupp et al. 1994; Molle et al. 1997) or experimental
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cognitive load (Bizas et al. 1999; Meyer-Lindenberg 1996; Micheloyannis et al.
1998, 2002; Mölle et al. 1995, 1997; Stam et al. 1996; Tomberg 1999). Further
studies also indicate that complexity is significantly lower during full alertness
than during drowsiness (Matousek et al. 1995) and similarly also clear alertness
during a state of meditation has shown to be associated with a decrease in EEG
complexity (Aftanas and Golocheikine 2002). Consistently with these data it has
been reported that divergent creative thought is associated with higher EEG
complexity whereas convergent analytical thought was related to the lower com-
plexity (Molle et al. 1996). In this context also other studies show that neural EEG
complexity reflects the attentional mode related to processing of cortical stimuli
(Pritchard and Duke 1995; Molle et al. 1995, 1996, 1997; Balduzzi et al. 2009;
Casali et al. 2013). Taken together these results suggest that attentional narrowing
decreases complexity and causes a reduction in neural competition in connection
with an inhibition of neural assemblies irrelevant for task completion during
selective attention (Lutzenberger et al. 1992).

Preliminary data and models suggest that EEG complexity in principle could
reflect typical attentional changes related to dissociative states and dissociation can
be described as a kind of divided or parallel neural process where several infor-
mation processors within the brain system may have a higher level of independence
(Li and Spiegel 1992; Bob 2003, 2011). From this point of view dissociated con-
sciousness is related to increased independence among neural assemblies and higher
EEG complexity. But also the opposite is true because these states of increased
neural complexity and decreased connectivity are interupted by time periods when
dissociated state is released into consciousness that leads to narrowing attention
with decreased complexity and increased connectivity and information integration.
These transient periods related to actual experience of aversive events or during
reliving of a dissociative state lead to a greater allocation of attention that may cause
changes in the ordinary integrative functions of consciousness (Guralnik et al. 2000;
Vermetten and Bremner 2004; Bob 2007, 2008). Also high anxiety and arousal
related to disturbing past experience intensely narrow the attention (Vermetten and
Bremner 2004) and higher degree of functional connectivity and activation in
certain brain regions was found in clinical forms of dissociation or hypnosis in
functional imaging studies (Faymonville et al. 2006; Cojan et al. 2009).

Together these data suggest that dissociation in usual states of consciousness is
related to increased complexity and on the contrary extreme levels of attention
related to reliving of dissociated experiences or during hypnosis are linked to higher
connectivity, lower complexity and increased autonomic and emotional arousal
(Bob et al. 2009a, b, 2010a, b; Bob 2011). In this context, it is possible to suppose
that complexity could be also related to a number of independent clusters of mental
associations that are related to specific emotional states and autonomic arousal (Jung
1907; Weingartner et al. 1977; Stern and Riegel 1970; Bob et al. 2009a, b, 2010a, b).
These complex patterns connecting mental and physiological states produce specific
patterns of temporal organization or disorganization with increased or decreased
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functional connectivity that may underlie specific perceptual, emotional and cog-
nitive states and in highly complex states may lead to neural chaos (Sporns et al.
2000, 2002; Sporns 2013, 2014; Balduzzi et al. 2009; Bob 2011; Casali et al. 2013).

4 Nonlinear Dynamics, Chaos and Intentionality

Seminal contributions to this field of research were provided by Walter Freeman
(Freeman 1991, 2000, 2001), who was particularly interested in exploring how the
brain generates cognitive processing, intentionality and meaning. His main body of
research has been focused on EEG study of perceptual processing in rabbits. In his
research, Freeman found that activity in the olfactory cortex is chaotic, and pro-
posed that chaos could underlie basic forms of collective neural activity in per-
ceptual processing including ability to access memorized sensory patterns and
learning novel sensory information (Freeman 1991, 2000, 2001; Skarda and
Freeman 1987). Freeman also proposed that chaos may explain brain ability to
respond flexibly to the outside world and to generate novel activity patterns that
are subjectively experienced as ‘‘novel’’ ideas, generated by unpredictable
attractors that enable complex dynamic behavior of the brain and intentional
behavior (Freeman 1991, 2000, 2001; Skarda and Freeman 1987). In this context,
complexity and chaos theory enables to understand collective neural activity and
brain functions as a global integrative process based on dynamic collections of
attractors which form an ‘‘attractor landscape’’ generated in the web of synaptic
connections and representing behavioral ‘‘intentional’’ patterns that may be
modified by learning (Skarda and Freeman 1987; Freeman 2000).

Within this framework Freeman (1999) proposed that the linear view of the
stimulus-response reflex determinism is not appropriate concept for the behavioral
dynamics and suggested that it is necessary to study behavioral responses and
intentional behavior as consequences of nonlinear chains of various stimuli and
responses. Freeman (1999, 2000) also suggested that chaotic and complex self-
organization of multilevel interactions between microscopic neurons in assemblies
and the macroscopic emergent states is not possible within the concept of ‘‘linear
causality’’, and must be replaced by ‘‘circular causality’’ (or reciprocal causality)
that enables to reflect extensive relations of mutual dependencies, actions and
influences. Although neurophysiological basis of these integrative processes is
only partially understood, the concept of circular causality as a formal semantic
description of brain dynamics related to chaotic self-organization and multimodal
macroscopic patterns of neural activations may help to explain some functions of
consciousness and intentional actions.
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5 Conclusions

Recent evidence indicates that brain functions related to consciousness and
attention require multiregional functional interaction and large scale integration
and binding of multiple neural assemblies (Crick and Koch 1992, 2003; Varela
et al. 2001; Fries 2005; Bob 2011). According to several findings the interacting
neuronal assemblies represent basic functional units in brain information pro-
cessing that may behave independently with lower level of binding among the
units or may be dynamically integrated into large subsets of neurons that behave
coherently with synchronous activity (Seth et al. 2006; Edelman 2003; Elbert et al.
1994; Lutzenberger et al. 1995; Molle et al. 1997; Stam 2005; Balduzzi et al. 2009;
Casali et al. 2013). This number of complex interlinked and simultaneously active
neural states is reflected in nonlinear processes characterized by neural complexity
that also may be linked to chaotic phenomena in the brain.

In summary, nonlinear measures of complexity and chaos in the brain likely can
explain time and space changes in neural synchronization and coherence. These
changes in brain complexity likely represent basis for discrete mental states that
through differences between them enable recognition and awareness of the
external and internal worlds. According to this concept the image of the world
emerges as a consequence of creating order arising from non-linear activities of
large groups of neurons. These highly organized nonlinear processes represent a
consequence of high system complexity that occurs when the system involves a
large number of interlinked and simultaneously active neural assemblies and runs
in a desynchronized parallel distributed mode, which can lead to self-organization
and chaos. These levels of complexity within the brain likely represent basic code
that enables to connect mental and physical space and to define corresponding
differences and their recognition in mental and physical space that through neural
complexities can represent external space in the mental space.
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Personalized Medicine in ADHD
and Depression: Use of Pharmaco-EEG

Martijn Arns and Sebastian Olbrich

Abstract This chapter summarises recent developments on personalised medicine
in psychiatry with a focus on ADHD and depression and their associated
biomarkers and phenotypes. Several neurophysiological subtypes in ADHD
and depression and their relation to treatment outcome are reviewed. The first
important subgroup consists of the ‘impaired vigilance’ subgroup with often-
reported excess frontal theta or alpha activity. This EEG subtype explains ADHD
symptoms well based on the EEG Vigilance model, and these ADHD patients
responds well to stimulant medication. In depression this subtype might be
unresponsive to antidepressant treatments, and some studies suggest these
depressive patients might respond better to stimulant medication. Further research
should investigate whether sleep problems underlie this impaired vigilance sub-
group, thereby perhaps providing a route to more specific treatments for this
subgroup. Finally, a slow individual alpha peak frequency is an endophenotype
associated with treatment resistance in ADHD and depression. Future studies
should incorporate this endophenotype in clinical trials to investigate further the
efficacy of new treatments in this substantial subgroup of patients.
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1 Introduction

The landscape in psychiatry recently underwent a dramatic change. Large-scale
studies investigating the effects of conventional treatments for ADHD and
depression in clinical practise have demonstrated, at the group-level, limited
efficacy of antidepressant medication and cognitive behavioural therapy in
depression (STAR*D: Rush et al. 2006), an overestimation of the effects of cog-
nitive behavioural therapy for depression as a result of publication bias (Cuijpers
et al. 2010) and limited long-term effects of stimulant medication, multicomponent
behaviour therapy and multimodal treatment in ADHD (NIMH-MTA trial: Molina
et al. 2009), although latent class analysis reported a subgroup consisting of
children who demonstrated sustained effects of treatment at 2 years follow-up
(Swanson et al. 2007). Furthermore, several large pharmaceutical companies
announced that they would ‘…pull the plug on drug discovery in some areas of
neuroscience…’ (Miller 2010). This can be considered a worrying development,
since there is still much to improve in treatments for psychiatric disorders. The
conclusions about limitations in efficacy and long-term effects are all based on the
interpretation of group-averaged data, but also demonstrate that there is a per-
centage of patients responding to antidepressants (Rush et al. 2006) and there is a
subgroup of patients demonstrating long-term effects (Swanson et al. 2007).
Therefore, a move beyond data regarding the average effectiveness of treatments
to identify the best treatment for any individual (Simon and Perlis 2010) or
personalised medicine is crucial.

346 M. Arns and S. Olbrich



The fact that only subgroups of patients respond to treatment raises important
questions about the underlying assumptions of neurobiological homogeneity
within psychiatric disorders, and is rather suggestive of neurobiological hetero-
geneity. Therefore, a move beyond data regarding the average effectiveness of
treatments, to identify the best treatment for a given individual (Simon and Perlis
2010) or personalised medicine is highly relevant. In personalised medicine it is
the goal to prescribe the right treatment, for the right person at the right time
as opposed to the current ‘trial-and-error’ approach, by using biomarkers of
endophenotypes.

From the point of view that biomarkers should be cost-effective, easy applicable
and implemented within the routine diagnostic procedure, the quantitative EEG
(QEEG) seems to be appropriate. Still the question is whether it should be con-
sidered a diagnostic or prognostic technique? Although several EEG-biomarkers
have shown robust discriminative power regarding neuropsychiatric conditions
(for depression also see: Olbrich and Arns 2013) it seems not within reach that
biomarkers will replace the clinical diagnosis (Savitz et al. 2013). As another
illustration, consider any psychiatric disorder as defined according to the DSM-IV
or DSM-V (DSM). Besides a list of behavioural symptoms, there is always the
final criterion that the complaints result in ‘impairments in daily life’. Specifically,
this criterion makes it almost impossible to devise any neurobiological test to
replace diagnosis based on the DSM, since for one person the same level of
impulsivity and inattention is considered a blessing (i.e. artist or CEO), whereas
for another person the same levels of impulsivity and inattention is considered a
curse, and hence results in a diagnosis only for the latter subject.

Given the recent development of personalised medicine (in line with the NIMH
Strategic Plan on Research Domain Criteria or RdoC, and termed Precision
Medicine) and the above limitations of current psychiatric diagnosis and treat-
ments, in this chapter we will focus on the prognostic use of QEEG in psychiatry.

This prognostic use of EEG or QEEG has a long history. For example,
Satterfield et al. (1971, 1973) were the first to investigate the potential use of EEG
in predicting treatment outcome to stimulant medication (main results outlined
further on). In 1957 both Fink, Kahn and Oaks (Fink and Kahn 1957) and Roth
et al. (1957) investigated EEG predictors to ECT in depression. Fink recently
summarised these findings eloquently as: ‘Slowing of EEG rhythms was necessary
for clinical improvement in ECT’ (Fink 2010).

2 Personalised Medicine: Biomarkers
and Endophenotypes

Personalised medicine aims to provide the right treatment to the right person at the
right time as opposed to the current ‘trial-and-error’ approach. Genotypic and
phenotypic information (or ‘biomarkers’) lie at the basis of this approach. How-
ever, 2011 marked the 10th year anniversary of the completion of the Human
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Genome project, which has sparked numerous large-scale Genome Wide Asso-
ciation studies (GWA) and other genotyping studies in psychiatric disorders, only
accounting for a few percent of the genetic variance (Lander 2011). This suggests
that a strictly genetic approach to personalised medicine for psychiatry will not be
as promising as initially expected. The notion of personalised medicine suggests
heterogeneity within a given DSM-IV disorder, rather than homogeneity, at least
from a brain-function-based perspective. Therefore, a variety of ‘endophenotypes’
or ‘biomarkers’ are expected within a single DSM-IV disorder to require a dif-
ferent treatment.

The National Institutes of Health declared a biomarker as ‘A characteristic that
is objectively measured and evaluated as an indicator of normal biologic processes,
pathogenic processes or pharmacologic responses to a therapeutic intervention’
(De Gruttola et al. 2001). However, the idea behind an endophenotype is that it is
the intermediate step between genotype and behaviour and thus is more closely
related to genotype than behaviour alone. Therefore, endophenotypes can be
investigated to yield more information on the underlying genotype. Given the
interest in the last couple of years for genetic linkage studies, this term has become
more topical again. In parallel, there have also been many studies using the term
biological marker, trait, biomarker etc. Here it is important that, in line with
Gottesman and Gould (2003), an ‘endophenotype’ refers to a marker when also
certain heritability indicators are fulfilled, whereas a ‘biomarker’ simply refers to
differences between patient groups, which do not necessarily have a hereditary
basis.

Older studies attempting to aid the prescription process with more objective
knowledge have studied biological (e.g. neurotransmitter metabolites), psycho-
metric (personality questionnaires), neuropsychological (cognitive function) and
psychophysiological (EEG, ERP) techniques (Joyce and Paykel 1989). Biological
techniques (such as neurotransmitter metabolites) have to date shown little
promise as reliable predictors of treatment response and are not yet recommended
for routine clinical practise (Joyce and Paykel 1989; Bruder et al. 1999). Similarly,
the clinical utility of ‘behavioural phenotypes’ remains poor and, at this moment,
none of these predictors have clinical use in predicting treatment outcome to
various anti-depressive treatments (Simon and Perlis 2010; Cuijpers et al. 2012;
Bagby et al. 2002).

However, there has been renewed interest in the use of other measures such as
pharmacogenomics (Frieling and Tadić 2013) and pharmacometabolomics (Hefner
et al. 2013), which are speculated to show promise in the use of personalised
medicine. However to date pharmacogenomics have not shown promising results in
predicting treatment outcome in psychiatric disorders (Johnson and Gonzalez 2012;
Ji et al. 2011; Menke 2013) and pharmacometabolomics is considered potentially
promising at most at this moment, with few reports on its role in personalised
medicine (Johnson and Gonzalez 2012; Quinones and Kaddurah-Daouk 2009).

Recent studies suggest that more direct measures of brain function, such as
psychophysiology and neuropsychology, may be more reliable in predicting
treatment response in depression (Olbrich and Arns 2013). The underlying idea
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behind this concept is that for example neurophysiological data from EEG capture
ongoing neuronal activity at the timescale it takes place, outpassing any other
modality such as neuroimaging techniques like fMRI or PET. Further, the EEG is
not a surrogate marker of neuronal activity (such as the blood desoxygenation level
dependent signal in fMRI or the glucose utilisation in PET) but gives insight into
the actual cortical activity. Therefore, the EEG can help to define stable endo-
phenotypes incorporating both the effects of nature and nurture. This potentially
makes the EEG an ideal candidate biomarker, which has the potential to predict
treatment outcome.

3 EEG as an Endophenotype?

Many studies have investigated the heritability of the EEG in twin studies and
family studies (Vogel 1970), and found that many aspects of the EEG are heritable.
In a meta-analysis van Beijsterveldt and van Baal (2002) demonstrated high
heritability for measures such as the alpha peak frequency (81 %), alpha EEG
power (79 %), P300 amplitude (60 %) and P300 latency (51 %), all suggesting
that EEG and ERP parameters fulfil the definition of an endophenotype. Below
two examples of EEG Phenotypes are discussed in more detail.

3.1 Low-Voltage (Alpha) EEG (LVA) and Alpha Power

LVA is the most well-described EEG phenotype to date and was first described by
Adrian and Matthews (1934). The latter author exhibited an EEG in which alpha
rhythm ‘…may not appear at all at the beginning of an examination, and seldom
persists for long without intermission…’. The LVA EEG has been known to be
heritable (autosomal dominant) and the heritability of alpha power is estimated at
79–93 % (Smit et al. 2005, 2010; Anokhin et al. 1992). Low-voltage EEG is a
well-described endophenotype in anxiety and alcoholism (Enoch et al. 2003;
Ehlers et al. 1999; Bierut et al. 2002). Alpha power and LVA have been suc-
cessfully associated with a few chromosome loci (Ehlers et al. 1999; Enoch et al.
2008) but also with single genes: a serotonin receptor gene (HTR3B) (Ducci et al.
2009), corticotrophin-releasing binding hormone CRH-BP (Enoch et al. 2008), a
gamma-amino butyric acid (GABA)-B receptor gene (Winterer et al. 2003) and
with the BDNF Val66Met polymorphism (Gatt et al. 2008; Zoon et al. 2013).

3.2 Alpha Peak Frequency (APF)

The APF has been shown to be the most reproducible and heritable EEG char-
acteristic (van Beijsterveldt and van Baal 2002; Smit et al. 2005; Posthuma et al.
2001) and has been associated with the COMT gene, with the Val/Val genotype
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marked by a 1.4 Hz slower APF as compared to the Met/Met group (Bodenmann
et al. 2009) which could not be replicated in two large independent samples in our
lab (Veth et al. submitted), casting doubt on this specific linkage and requiring
further studies to unravel the genetic underpinnings of this measure.

In summary, the EEG has a long history in identifying biomarkers or
endophenotypes aiding the prediction of treatment outcome and the EEG can be
considered a stable, reproducible measure of brain activity with high heritability.

4 ADHD

Considerable research has been carried out for investigating the neurophysiology
of ADHD. The first report describing EEG findings in ‘behavior problem children’
stems from 1938 (Jasper et al. 1938) when the authors described a distinct EEG
pattern: ‘…There were occasionally two or three waves also in the central or
frontal regions at frequencies below what is considered the normal alpha range,
that is, at frequencies of 5–6/s…’ (Jasper et al. 1938, p. 644), which we now know
to be frontal theta, although the term theta was not introduced until 1944 by Walter
and Dovey (1944). In this group of ‘behavior problem children’ they described a
‘Class 1’ as ‘hyperactive, impulsive and highly variable’ which closely resembles
the current diagnosis of ADHD. The most predominant features in this group were
the occurrence of slow waves above one or more regions and an ‘abnormal EEG’
in 83 % of the cases. Within ‘Class 1’ they also reported a subgroup which they
termed as ‘sub-alpha rhythm’ with slow frontal regular activity which occurred in
a similar way as the posterior alpha (‘…In other cases a 5–6/s rhythm would
predominate in the anterior head regions simultaneous with an 8–10/s rhythm
from the posterior regions…’), thus already hinting at the heterogeneity of EEG
findings that has continued to date and will be explained further below. Satterfield
and colleagues (1971, 1973) were the first to investigate the potential use of EEG
in predicting treatment outcome to stimulant medication. They found that children
with excess slow wave activity and large amplitude evoked potentials were more
likely to respond to stimulant medication (Satterfield et al. 1971) or, more gen-
erally, that abnormal EEG findings could be considered as predictor for positive
treatment outcome (Satterfield et al. 1973). Below, the literature on ADHD will be
reviewed in more detail focusing on some main subtypes for which at least rep-
lication studies have been published.

4.1 ‘Excess Theta’ and ‘Theta/Beta Ratio’: Impaired
Vigilance Regulation

The most consistent findings reported in the literature on ADHD since the intro-
duction of quantitative EEG are those of increased absolute power in theta and
increased theta/beta ratio (TBR). The clearest demonstration of the ‘diagnostic
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utility’ of this measure is from Monastra et al. (1999), who showed in a multi-
centre study of 482 subjects that using a single electrode location (Cz) they could
classify with an accuracy of 88 % children with ADHD based on the TBR. Note
that most of these studies focused on the EEG as a diagnostic tool for ADHD,
which is not automatically compatible with the notion of using the EEG for
predictive purposes (as part of personalised medicine) as these two aims have
conflicting implications, where the diagnostic use of EEG assumes homogeneity
among patients with ADHD, while the predictive approach assumes heterogeneity
(‘A predictive biomarker is a baseline characteristic that categorises patients by
their likelihood for response to a particular treatment’ (Savitz et al. 2013)).

Three meta-analyses have investigated the diagnostic value of theta power and
the TBR in ADHD compared to healthy controls. Boutros and colleagues ( 2005)
concluded that increased theta power in ADHD is a sufficiently robust finding to
warrant further development as a diagnostic test for ADHD, with data suggesting
that relative theta power is an even stronger discriminator than absolute theta
power. In 2006, Snyder and Hall conducted a meta-analysis specifically investi-
gating the TBR, theta and beta and concluded that an elevated TBR is ‘…a
commonly observed trait in ADHD relative to controls… by statistical extrapo-
lation, the effect size of 3.08 predicts a sensitivity and specificity of 94 %…’
(Snyder and Hall 2006, p. 453)). However, there is a problem with this extrapo-
lation from an effect sizes (ES) to a sensitivity and specificity measure [see: (Arns
et al. 2013a, b) for details] and hence these extrapolated values from Snyder and
Hall (2006) should not be considered accurate. A recent meta-analysis incorpo-
rating more recent studies refines these findings further and shows a clear ‘time
effect’ of studies, where earlier studies demonstrated the largest ES and more
recent studies found the lowest ES between ADHD and non-ADHD groups (Arns
et al. 2013a). This chronological effect in the findings was mostly related to the
TBR being increased in the non-ADHD control groups which was interpreted by
the authors as possibly being related to a decreasing sleep duration observed for
non-ADHD children over time (Arns et al. 2013a, b; Iglowstein et al. 2003;
Dollman et al. 2007) also found in a meta-analysis covering the last 100 years
(Matricciani et al. 2011). Reduced sleep duration can result in prolonged sleep
restriction, which results in increased fatigue and increased theta [see Arns and
Kenemans (2012) for a review]. However, it was concluded that a substantial
subgroup of ADHD patients (estimated between 26–38 %) are characterised by an
increased TBR, even in recent studies (Arns et al. 2013a, b). Excess theta and
elevated TBR are also favourable predictors for treatment outcome to stimulant
medication (Arns et al. 2008; Clarke et al. 2002; Suffin and Emory 1995) and
neurofeedback (Arns et al. 2012a; Monastra et al. 2002), thereby demonstrating
the predictive value of this measure.

Conceptually, the EEG subtype with excess theta and/or enhanced TBR in
ADHD are consistent with the EEG Vigilance model originally developed by
Bente (1964) and further developed by Hegerl et al. (2012), which also overlaps
with what is sometimes referred to as ‘underarousal’ and also with the EEG cluster
described as ‘cortical hypoarousal’ (Clarke et al. 2011).
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The EEG Vigilance framework can be regarded as an extension of the sleep
stage model with a focus on eyes-closed resting period with transitions from
relaxed wakefulness through drowsiness to sleep onset, which is seen in stage N2.
The EEG allows classifying different functional brain stages at a time scale of, e.g.
1-s epochs, which reflect decreasing levels of vigilance from W to A1, A2, A3, B1,
B2 and B3. W stage reflects a desynchronized low amplitude EEG which occurs,
e.g. during arithmetic. The three A stages reflect stages where alpha activity is
dominant posteriorly (A1), equally distributed (A2), followed by alpha anteriori-
sation (A3), whereas B stages are reflective of the lowest vigilance stages, which
are characterised by an alpha drop-out or low-voltage EEG with slow horizontal
eye movements (B1) followed by increased frontal theta and delta activity (B2/3).
These vigilance stages are followed by sleep onset with the occurrence of
K-complexes and sleep spindles, which mark the transition to stage C in the
vigilance model, or classically to stage N2 sleep.

The sequence of EEG vigilance stages that can be assessed in an individual
reflect the ability of relaxing or falling asleep. Due to its high temporal resolution
of 1-s epochs it is sensitive to short drops of vigilance in contrast to traditional
sleep medicine measures. Using a clustering method, three types of EEG vigilance
regulation have been defined in a group of healthy subjects: a stable type, a slowly
declining type and an unstable type (Olbrich et al. 2012). A stable or rigid EEG
Vigilance regulation means that an individual remains in higher vigilance stages
for an extended time and does not exhibit lower vigilance stages. This would be
seen as rigid parietal/occipital alpha (stage A1), which is often seen in depression
(Olbrich et al. 2012; Ulrich et al. 1990; Hegerl et al. 2012). On the other hand,
unstable EEG Vigilance regulation suggests that an individual very quickly drops
to lower EEG Vigilance stages, displaying the characteristic drowsiness EEG
patterns such as frontal theta (stage B2/3), and they switch more often between
EEG Vigilance stages. This labile or unstable pattern is often seen in ADHD
(Sander et al. 2010). The often-reported ‘excess theta’ in ADHD mentioned above
should thus be viewed as a predominance of the low B2/3 vigilance stages.

A summary of this model is depicted in Fig. 1. An unstable vigilance regulation
explains the cognitive deficits that characterise ADHD and Attention Deficit
Disorder (ADD), such as impaired sustained attention. Vigilance stabilisation
behaviour explains the hyperactivity aspect of ADHD as an attempt to upregulate
vigilance.

To summarise, in the majority of ADHD patients an EEG pattern is observed
illustrative of a reduced and unstable vigilance regulation (i.e. the same EEG
signature a healthy, but fatigued person would possibly demonstrate at the end of
the day). The interpretation of increased theta activity as patterns of decreased
tonic arousal suggests that the hyperactive behaviour of ADHD patients can
be seen as a counter mechanism to auto-stabilisation via externalising behaviour
that increases vigilance by riskful and sensation-seeking behaviour. Further, a
decreased vigilance in a subgroup of patients with ADHD explains the positive
effects of stimulant medication: vigilance is shifted to a high and stable level
without the need for externalising behaviour. Interestingly, a similar pattern of
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reduced EEG vigilance can be found in manic patients, which sometimes also
show patterns of reduced vigilance (Small et al. 1997) along with sensation-
seeking behaviour. Again, this subtype with reduced vigilance seems responsive to
stimulant medication (Schoenknecht et al. 2010).

Recent reviews are increasingly focusing on the role of sleep problems as the
underlying aetiology of ADHD, in at least a subgroup of patients (Arns and
Kenemans 2012; Miano et al. 2012). A majority of ADHD patients can be char-
acterised by sleep onset insomnia, caused by a delayed circadian phase (van der
Heijden et al. 2005; Van Veen et al. 2010). Although this cannot be considered a
full-blown sleep disorder, chronic sleep onset insomnia can result in chronic sleep
restriction which is known to result in impaired vigilance, attention and cognition
(Van Dongen et al. 2003; Axelsson et al. 2008; Belenky et al. 2003). This is further
evidenced by a recent meta-analysis incorporating data from 35,936 healthy
children, reporting that sleep duration is positively correlated with school per-
formance, executive function, and negatively correlated with internalising and
externalising behaviour problems (Astill et al. 2012). Furthermore, it is known that
symptoms associated with ADHD can be induced in healthy children by sleep
restriction (Fallone et al. 2001; Golan et al. 2004), which also resulted in increased
theta EEG power after a week of sleep restriction (effect size=0.53; Beebe et al.
(2010)). These studies demonstrate that sustained sleep restriction results in
impaired vigilance regulation (excess theta) as well as impaired attention, sug-
gesting an overlap between ADHD symptoms and sleep disruptions. Chronobio-
logical treatments normalising this delayed circadian phase, e.g. early morning

Fig. 1 Overview of the relation between an unstable vigilance regulation and behavioural
symptoms of ADHD. Circadian phase delay can be considered one cause for the unstable
vigilance regulation, but more in general sleep disorders are known to result in unstable vigilance
regulation
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bright light (Rybak et al. 2006) and sustained melatonin treatment (Hoebert et al.
2009) have been shown to normalise this sleep onset insomnia and also result in
clinical improvement on ADHD symptoms. Therefore, this subgroup of ADHD
patients with excess theta and elevated TBR is considered a group with impaired
vigilance regulation caused by a delayed circadian phase (also see Fig. 1 and Arns
and Kenemans (2012) for a review and Arns et al. (2013a, b)). Thereby it is
understandable that vigilance stabilising treatments such as stimulant medication
have been shown to be particularly effective in this subgroup (Arns et al. 2008;
Clarke et al. 2002; Suffin and Emory 1995), whereas chronobiological treatments
with sustained treatment (resulting in long-term normalisation) as well as neuro-
feedback treatment are also expected to be efficacious (Arns and Kenemans 2012).

Thus, conceptually, this excess theta subgroup can be interpreted as a subgroup
with impaired vigilance regulation, likely caused by sleep restriction and/or other
factors systematically influencing sleep duration.

4.2 The ‘Slow Individual Alpha Peak Frequency’ Subgroup

As pointed out above from the old Jasper et al. (1938) study in behavioural
problem children, a cluster was identified which most closely resembles what we
would now refer to as ADHD. In this ‘Class 1’ cluster they also reported an
additional subgroup, which they termed a ‘sub-alpha rhythm’ with slow frontal
regular activity, which occurred in a similar way as the posterior alpha (‘…In other
cases a 5–6/s rhythm would predominate in the anterior head regions simulta-
neous with an 8–10/s rhythm from the posterior regions…’). Nowadays, we would
consider this a slowed Alpha Peak Frequency or slowed APF. Interestingly since
the introduction of quantitative EEG in the 1960s, almost no studies have reported
on the APF in ADHD whereas older studies have consistently reported on this
measure (Arns 2012). Since it has been shown that ADHD children with a slow
APF do not respond well to stimulant medication (Arns et al. 2008), whereas
ADHD children with excess theta do (Clarke et al. 2002; Suffin and Emory 1995),
it is crucial to dissociate these two different EEG subtypes, which tend to overlap
in the EEG frequency domain. As pointed out by Arns et al. (2008) and further
demonstrated in Lansbergen et al. (2011), the often-reported increased TBR in
ADHD actually combines both the excess frontal theta group (interpreted as the
‘impaired vigilance regulation subgroup’) as well as a slow APF subgroup, due to
the alpha frequency slowing to such a degree that it overlaps with the theta
frequency band (4–8 Hz). Therefore, in addition to the limited validity of TBR
presented above, this is a further reason why the TBR is probably not a specific
measure since it incorporates different subtypes of ADHD. From a personalised
medicine perspective this is not optimal, since these subtypes respond differen-
tially to medication and are hypothesised to have a different underlying
pathophysiology.
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Several studies have now demonstrated that a slow APF is associated with
non-response to several treatments such as stimulant medication in ADHD (Arns
et al. 2008), rTMS in depression (Arns et al. 2010; Arns 2012), antidepressant
medication (Ulrich et al. 1984), comorbid depressive symptoms in ADHD after
neurofeedback (Arns et al. 2012a) and antipsychotic medication (Itil et al. 1975).
Since alpha peak frequency is associated with a heritability of 81 % (van
Beijsterveldt and van Baal 2002), this suggests that a slow APF might be con-
sidered a non-specific predictor or even endophenotype for non-response to
treatments across a range of disorders. This subgroup comprises a substantial
proportion of patients (28 % in ADHD: Arns et al. (2008), 17 % in depression:
Arns et al. (2012b)) for whom currently no known treatment exists [see: Arns
(2012) for a review].

4.3 Paroxysmal EEG Abnormalities and Epileptiform
Discharges

Older studies preceding the era of quantitative EEG have mainly employed visual
inspection of the EEG such as identification of epileptiform or paroxysmal
activity, estimating the incidences of paroxysmal patterns in ADHD (or former
diagnostic classes of ADHD) to be from between 12–15 % (Satterfield et al. 1973;
Capute et al. 1968; Hemmer et al. 2001) to approximately 30 % (Hughes et al.
2000), which is high compared to 1–2 % in normal populations (Goodwin 1947;
Richter et al. 1971). Note that these individuals did not present with convulsions
and thus did not have a clinical diagnosis of epilepsy, but simply exhibited a
paroxysmal EEG without a history of seizures. In autism, a prevalence of 46–86 %
for paroxysmal EEG activity or epileptiform EEG abnormalities has been reported
(Parmeggiani et al. 2010; Yasuhara 2010), hence the findings in the old research on
‘abnormal’ EEG might have been partly confounded by a subgroup with autism,
since autism was not included as a diagnostic entity in the DSM until 1980 when
the DSM-III was released.

The exact implications of this paroxysmal and epileptiform EEG activity in
subjects without a history of clinical signs of seizures are not very well understood
and it is good clinical practise not to treat these subjects with anticonvulsive
medication (‘Treat the patient, not the EEG’). In a very large study among healthy
jet fighter pilots, Lennox-Buchthal et al. (1960) classified 6.4 % as ‘marked and
paroxysmally abnormal’. Moreover, they found that pilots with such EEGs were
three times more likely to be involved in a plane crash due to pilot error, indicating
that even though these people are not ‘epileptic’ their brains are ‘not normal’ and
hence the presence of paroxysmal EEG continues to be an exclusion criterion for
becoming a pilot to this day. It is interesting to note that several studies found that
ADHD patients (Itil and Rizzo 1967; Davids et al. 2006; Silva et al. 1996) and
patients with autism (Yasuhara 2010) do respond to anticonvulsant medication.
The reported effect size for carbamazepine in the treatment of ADHD was 1.01,
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which is quite similar to the effect size for stimulant medication (Wood et al.
2007). Furthermore, some studies have demonstrated that interictal and/or sub-
clinical spike activity has detrimental effects on neuropsychological, neurobeha-
vioural, neurodevelopmental, learning and/or autonomic functions and some of
these children with subclinical spike patterns do respond to anticonvulsant
medication both with a reduction of spikes measured in the EEG and with
improvements on memory and attention (Mintz et al. 2009). Like in other psy-
chiatric disorders such as panic disorders (Adamaszek et al. 2011) these findings
suggest the existence of a subgroup with paroxysmal EEG, who might better
respond to anticonvulsant medication; however further research is required to
substantiate this.

4.4 Excess Beta Subgroup

There is clear evidence for a subgroup of ADHD patients that are characterised by
excess beta or beta-spindles, and make up 13–20 % (Chabot and Serfontein 1996;
Clarke et al. 2001a). Several studies demonstrated that these patients do respond to
stimulant medication (Clarke et al. 2003; Chabot et al. 1999; Hermens et al. 2005).
Relatively little is known about this excess beta group and about the occurrence of
beta-spindles. The latter are generally observed as a grapho-element that indicate
sleep onset (AASM Manual) and can also be found in patients with mania (Small
et al. 1997). Further, they occur as medication effect due to vigilance decreasing
agents like benzodiazepines (Blume 2006) or barbiturates (Schwartz et al. 1971).
Furthermore, Clarke et al. (2001b) reported this ADHD subgroup was more prone
to moody behaviour and temper tantrums and Barry et al. (2009) reported that the
ERP’s of this subgroup differed substantially from ADHD children without excess
beta, suggesting a different dysfunctional network explaining their complaints.
Interestingly the ERP’s of the excess beta subgroup appear more normal than those
of the ADHD subgroup without excess beta.

Originally Gibbs & Gibbs in 1950 (see: Niedermeyer and Lopes da Silva 1993)
distinguished two types of predominantly fast EEG, a moderate increased beta,
which they termed ‘F1’ and a marked increased beta, which they termed ‘F2’.
Records of the F1 type were initially considered as ‘abnormal’ until the 1940s,
whereas since that time Gibbs & Gibbs only considered the F2 type as ‘abnormal’.
However, currently electroencephalographers have shown a more lenient philos-
ophy towards the interpretation of fast tracings (Niedermeyer and Lopes da Silva
1993, p. 161). At this moment, the only EEG pattern in the beta range considered
abnormal is the ‘paroxysmal fast activity’ or ‘beta band seizure pattern’, which
most often occurs during non-REM sleep, but also during waking (Stern and Engel
2004). This pattern is quite rare (4 in 3,000) and is most often seen in Lennox–
Gastaut syndrome (Halasz et al. 2004). Vogel (1970) also described an EEG
pattern of ‘occipital slow beta waves’ or also termed ‘quick alpha variants 16–19/
s’ which responds in the same way as alpha to eyes opening and also has a similar
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topographic distribution. This pattern was only found in 0.6 % of a large popu-
lation of healthy air force applicants and given its very low prevalence and
occipital dominance, this subtype is unlikely the explanation of the ‘excess beta’ or
‘beta spindling’ subtype observed in ADHD. Therefore, the ADHD subgroup with
excess beta or beta spindling (assuming the paroxysmal fast activity has been
excluded) can neurologically be considered a ‘normal variant’. However, neuro-
physiologically this can be considered a separate subgroup of ADHD, which does
respond to stimulant medication (Chabot et al. 1999; Hermens et al. 2005).
Probably, the ‘beta-spindle’ group also represents a subgroup with impaired
vigilance ‘(see above), as beta-spindles are common signs for sleep onset. More
research is required to investigate the exact underlying neurophysiology of this
subtype and if other treatments could more specifically target this excess beta or
beta spindling.

5 Depression

Lemere published the first description of EEG findings related to depression in
1936 (Lemere 1936). After inspecting the EEG of healthy people and several
psychiatric patients he concluded: ‘…The ability to produce ‘‘good’’ alpha waves
seems to be a neurophysiological characteristic which is related in some way to
the affective capacity of the individual…’. This increased alpha power is to date
still considered a hallmark of depression (e.g. see Itil (1983)) and recent studies
suggest this endophenotype to be the mediator between the BDNF Val66Met
polymorphism and trait depression (Gatt et al. 2008; Zoon et al. 2013).

One of the first attempts at using the EEG as a prognostic tool in depression
stems from 1957. Roth et al. (1957) investigated barbiturate-induced EEG changes
(delta increase) and found this predicted to some degree the long-term outcome
(3–6 months) of ECT in depression. Many subsequent studies have demonstrated
that greater ‘induced’ delta EEG power predicts favourable outcome to ECT (Ictal
EEG power (Nobler et al. 2000); ECT-induced delta (Fink and Kahn 1957; Fink
2010; Volavka et al. 1972) and barbiturate-induced delta (Roth et al. 1957)). Or, as
Max Fink concluded in a recent review, ‘slowing of EEG rhythms was necessary
for clinical improvement in ECT’ (Fink 2010).

5.1 Metabolic Activity in the Anterior Cingulate (ACC)
and Other Structures

In 1997 Mayberg et al. [see: Mayberg et al. (1997)] reported that pre-treatment
increased resting glucose metabolism of the rostral anterior cingulate (BA 24a/b)
and predicted favourable treatment response to antidepressants. Two earlier studies
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already demonstrated a similar finding for the relation between increased ACC
metabolism and response to sleep deprivation (Ebert et al. 1994; Wu et al. 1992),
which was also confirmed in later studies (Smith et al. 1999; Wu et al. 1999). Since
then this has sparked a huge research interest into the link between the ACC and
treatment response in depression, and to date this is the most well-investigated
finding in treatment prediction in depression. In order to integrate all these findings
recently a meta-analysis was performed that included 23 studies (Pizzagalli 2011).
Nineteen studies reported that responders to antidepressant treatments demon-
strated increased ACC activity pre-treatment whereas the remaining four studies
found the opposite. The overall effect size (ES) was a large effect size (ES=0.918).
The relationship between increased ACC activity and favourable antidepressant
response was found consistently across treatments (SSRI, TCA, ketamine, rTMS
and sleep deprivation) and imaging modalities, and did not depend upon medi-
cation status at baseline (Pizzagalli 2011). No clear relationship between activity
in the anterior cingulate and specific neurotransmitter systems has been reported
(Mulert et al. 2007) and treatment-resistant depressive patients have also been
shown to respond to deep brain stimulation of ACC areas (see: Hamani et al.
(2011) for a review) suggesting that ACC activity reflects a reliable biomarker for
antidepressant treatment response in general.

Most studies have used PET, SPECT and fMRI for assessing activity in the
ACC. However with LORETA (low resolution brain electromagnetic tomography)
as an algorithm for computation of intracortical EEG source estimates it is also
possible to assess activity in the ACC using scalp-EEG time series (Pascual-
Marqui et al. 1994). Increased theta in the ACC assessed with LORETA has been
shown to reflect increased metabolism in the ACC (Pizzagalli et al. 2003).
Furthermore, several studies have used this technique to probe ACC activity
successfully [reviewed in Pizzagalli (2011)].

5.2 EEG Markers in Depression

In QEEG research, various pre-treatment differences in EEG measures have been
reported to be associated with improved antidepressant treatment outcomes. The
following summarises findings that have been replicated in at least one study and
relate to baseline measures predicting treatment outcome. It should be the goal to
identify biomarkers that not only yield valid and effective prediction of treatment
response but also can be linked to the underlying pathomechanisms of depression.
Only a marker that can be integrated into the prevailing view of pathogenesis or
even widens the scope of our understanding will be trusted in the field of clinical
routine diagnostic. Therefore EEG research on prediction biomarkers has to bridge
the gap between the mere analyses of electrophysiological time series on the one
side and psychopathology, behaviour and clinical picture on the other side.

Decreased theta has consistently been reported to be related to a favourable
treatment outcome to different antidepressant treatments (Arns et al. 2012b;
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Iosifescu et al. 2009; Olbrich and Arns 2013) (with the exception of (Cook et al.
1999)) as well as lower delta power (Knott et al. 2000). Given that most LORETA
studies found an association between increased theta in the ACC and treatment
response, these findings appear contradictory. However, Knott et al. (2000) and
Arns et al. (2012b) analysed the EEG activity across all sites and Iosifescu et al.
(2009) only looked at Fp1, Fpz and Fp2. Given that frontal-midline theta has been
localised to the medial pre-frontal cortex and anterior cingulate (Ishii et al. 1999;
Asada et al. 1999), one would thus expect that only frontal-midline sites would
reflect the increased theta, which was indeed reported by Spronk and colleagues
who found increased theta at Fz to be associated with favourable treatment out-
come (Spronk et al. 2011). Hence these findings have to be interpreted in that
increased generalised slow EEG power is a predictor for non-response, whereas
increased ACC theta or frontal-midline theta is a positive predictor for response.
These reflect different types of theta activity: ACC theta, also referred to as phasic
theta, reflective of frontal-midline theta related to information processing versus
tonic theta, reflective of widespread frontal theta and related to drowsiness or
unstable vigilance regulation (for a review of the different roles of tonic and phasic
theta refer to [Klimesch 1999]).

Hegerl et al. (2012) and Olbrich et al. (2012) demonstrated a clear difference in
EEG vigilance regulation in patients with depression compared to matched con-
trols. Depressed patients exhibited a hyperstable vigilance regulation expressed by
increased A1 stages (parietal alpha) and decreased B2/3 and C stages (frontal
theta) which is consistent with a study by Ulrich and Fürstenberg (1999) and other
studies demonstrating increased parietal alpha (Itil 1983; Pollock and Schneider
1990), as first observed by Lemere (1936). Vogel (1970) described a pattern of
‘Monotonous High Alpha Waves’, with a simple autosomal dominance of inher-
itance. The description of this EEG pattern found by Vogel (‘Kontinuität’) is very
similar to the ‘hyperrigid’ or ‘hyperstable’ EEG vigilance found by Hegerl and
Hensch (2012) and hence suggests this indeed reflects a ‘trait’ like EEG vigilance
regulation.

Furthermore, increased pre-treatment alpha has been associated with improved
treatment outcome to antidepressant medication (Ulrich et al. 1984; Bruder et al.
2001; Tenke et al. 2011) and most antidepressants also result in a decrease of alpha
activity [see: Itil (1983) for an overview]. Therefore, the subgroup of non-
responders characterised by frontal theta might be interpreted as a subgroup
characterised by a decreased EEG vigilance regulation (Hegerl and Hensch 2012;
Olbrich and Arns 2013), as opposed to the typically reported increased or
hyperstable vigilance regulation (‘hyperstable’ parietal alpha). Given that patients
with a decreased EEG vigilance regulation respond better to stimulant medication
(manic depression: Hegerl et al. 2010; Bschor et al. 2001; Schoenknecht et al. 2010;
ADHD: Arns et al. 2008; Sander et al. 2010), it is tempting to speculate whether this
subgroup of non-responders might respond better to stimulant medication or other
vigilance stabilising treatments. Although a recent Cochrane review did report
significant improvements of depressive and fatigue symptoms for short-term
stimulant medication as add on therapy in depressed patients (Candy et al. 2008),
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the clinical significance remained unclear and there were very few controlled
studies which could be included, thus limiting the generality of this finding (Candy
et al. 2008). However, stimulant medication has been applied successfully in a
subgroup of depression with excess theta by Suffin and Emory (1995), which was
replicated in a prospective randomised controlled trial (Debattista et al. 2010).
Therefore, along the same lines as discussed above in relation to sleep problems as
the core pathophysiology of ADHD, future research should focus on investigating
EEG vigilance regulation and the existence of sleep problems in this subgroup of
non-responders in order to develop an appropriate treatment for these patients, who
are found to be non-responders to gold-standard antidepressant treatments.

In summary, responders to antidepressant treatments such as antidepressants
and rTMS are generally characterised by increased parieto-occipital alpha (or a
‘hyperstable’ vigilance regulation) and increased theta in the rostral anterior
cingulate (Pizzagalli 2011) reflected as frontal-midline theta. A subgroup of
non-responders to antidepressant treatments are characterised by generalised
increased frontal theta reflective of decreased EEG vigilance regulation. It is
hypothesised that this latter group might be better responders to vigilance stabil-
ising treatments such as psychostimulants or chronobiological treatments such as
melatonin or early morning bright light.

5.3 Alpha Peak Frequency in Depression

In one of the earliest studies investigating EEG predictors of treatment response
in depression, Ulrich et al. (1984) found that non-responders to a tricyclic anti-
depressant (TCA), specifically amitryptiline, and pirlindole (a tetracyclic com-
pound) demonstrated slower APF (8 Hz) as compared to responders (9.5 Hz).
Furthermore, they also found that after 4 weeks of treatment only responders
demonstrated an increase of 0.5 Hz in their APF, whereas the non-responders did
not. More recently, it has also been shown that depressed patients with a pre-
treatment slow APF also respond less well to rTMS (Arns et al. 2010, 2012b).
Furthermore, as discussed above, a slow APF could represent a generic biomarker
for non-response.

5.4 Treatment Emergent or Pharmacodynamic Biomarkers
in Depression

The measures discussed above all involved baseline measures, which were inves-
tigated for their capability of predicting treatment outcome. However, another
well-investigated line of research relates to ‘treatment emergent biomarkers’ or
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‘pharmacodynamic’ biomarkers (Savitz et al. 2013) which measure the EEG at
baseline and subsequently after treatment for several days, with the changes used to
predict treatment outcome. This approach has been mainly applied to antidepres-
sants as, given that this class of drugs generally takes 4–6 weeks to demonstrate its
clinical effects, knowing whether a drug is likely to prove efficacious within several
days has clinical relevance. Two of these methods will be discussed in more detail
in the following, namely EEG cordance and the Antidepressant Treatment
Response.

5.5 EEG Cordance

The EEG cordance method was initially developed by Leuchter and colleagues to
provide a measure, which had face-validity for the detection of cortical deaffer-
entation (Leuchter et al. 1994a, b). They observed that the EEG over a white-
matter lesion often exhibited decreased absolute theta power, but increased relative
theta power, which they termed ‘discordant’. Therefore, the EEG cordance method
combines both absolute and relative EEG power. Negative values of this measure
(discordance)—specifically in theta or beta—reflect low perfusion or metabolism,
whereas positive values (concordance)—specifically in alpha—reflect high per-
fusion or metabolism (Leuchter et al. 1994a, b). This has been confirmed by
comparing cordance EEG with simultaneous measuring perfusion employing PET
scans (Leuchter et al. 1999).

In a first study, it was found that depressive patients characterised by a ‘dis-
cordant’ brain state at baseline could be characterised as non-responders (Cook
et al. 1999). Subjects were classified into ‘discordant’ if [30 % of all electrodes
exhibited discordance or if fewer electrodes that are highly deviant. Furthermore,
central (Cz, FC1, FC2) theta cordance was related to treatment outcome after ECT
(Stubbeman et al. 2004). More recent studies have focused on EEG cordance in the
theta frequency band at pre-frontal electrodes (Fp1, Fp2, Fpz) and have found that
theta cordance change (decrease) across 48 h to 2 weeks of treatment predicted
longer-term treatment outcome (Cook et al. 2002, 2005). In an independent rep-
lication study, Bares et al. (2007, 2008, 2010) also found that responders were
characterised by a decrease in pre-frontal (Fp1, Fp2, Fz) theta cordance after
1 week. Furthermore, Cook et al. (2005) demonstrated that a medication wash-out
period for assessing the quantitative EEG is not critical in reliably using EEG
cordance. This further suggests that change in frontal theta cordance is a reflection
of the early beneficial effects of the treatment and is hence not dependent upon
treatment type since the same cordance effects have been observed with SSRI,
SNRI, TCA, rTMS and ECT. Across studies of depressive patients treated with
various antidepressant medications, decreases in pre-frontal theta cordance 1 week
after start of medication have consistently predicted response, with overall accu-
racy ranging from 72 to 88 % (Iosifescu et al. 2009).
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A pre-frontal theta cordance increase was found in placebo-responders
(Leuchter et al. 2002). A more recent study from this group refined this further by
examining right-medial frontal sites and found that theta cordance after 1 week
was only decreased in the medication responders but not in the placebo-responders
(Cook et al. 2009), hence demonstrating specificity of this measure to treatment
outcome and not to placebo response.

As a limitation of this measure it should be noted that the mentioned mixture of
absolute and relative EEG power values for calculation of the cordance measure
lowers the possibility for interpretation of the underlying neuronal activities (Kuo
and Tsai 2010).

5.6 Antidepressant Treatment Response

The ATR measure was also developed by Leuchter and colleagues (2009a, b) and
is commercialised by Aspect Medical Systems. The first results of this measure
were published in 2009 by Iosifescu et al. (2009), demonstrating that the ATR
measure was able to predict treatment outcome to an SSRI or Velafaxine with an
accuracy of 70 % (82 % sensitivity; 54 % specificity). Recently, the results of a
large clinical trial (BRITE-MD) investigating the ATR were published (Leuchter
et al. 2009a, b). This measure is based on EEG recorded from Fpz (FT7 and FT8)
and is the non-linear weighted combination of (1) combined relative alpha and
theta (3–12 Hz/2–20 Hz) at baseline and (2) the difference between absolute
alpha1 power (8.5–12 Hz) at baseline and absolute alpha2 power (9–11.5 Hz) after
1 week of treatment (Leuchter et al. 2009a, b). It was demonstrated that a high
ATR value predicted response to an SSRI with 74 % overall accuracy (58 %
sensitivity, 91 % specificity). Interestingly, in another study, they reported that
patients with a low ATR responded better to the atypical antidepressant bupropion
(Leuchter et al. 2009a, b) thereby demonstrating that this measure identified two
subgroups of depressive patients with subsequent implications for two types of
antidepressants.

The disadvantage of this method is that patients already need to be prescribed
the medication before any prediction can be made and this method could not be
used on 15 % of the patients due to ECG artefacts (Leuchter et al. 2009a, b), hence
also reflecting a ‘treatment emergent biomarker’.

6 Conclusion

Much research has been conducted in ADHD and depression to investigate the
potential of predicting treatment outcome using EEG as a marker, and the results
are promising. The next step would be to integrate these different metrics further,
make advantage of the different information they provide about the underlying

362 M. Arns and S. Olbrich



neuronal activity and investigate the similarities and differences in order to further
our knowledge, so that EEG- and ERP-based data can be used in practise to predict
treatment outcome. Finally, some examples have been presented where the iden-
tification of EEG-based subgroups sheds more light on the underlying pathology of
the disease state, and can thus be used to develop more effective treatments for the
different subgroups.

Acknowledgment This work has been adapted and updated from the PhD thesis: ‘Personalized
medicine in ADHD and Depression: A quest for EEG treatment predictors’ by Martijn Arns.

References

Adamaszek M, Olbrich S, Gallinat J (2011) The diagnostic value of clinical EEG in detecting
abnormal synchronicity in panic disorder. Clin EEG Neurosci 42(3):166–174

Adrian ED, Matthews BHC (1934) The Berger rhythm: potential changes from the occipital lobes
in man. Brain: J Neurol 57(4):355

Anokhin A, Steinlein O, Fischer C, Mao Y, Vogt P, Schalt E, Vogel F (1992) A genetic study of
the human low-voltage electroencephalogram. Hum Genet 90(1–2):99–112

Arns M (2012) EEG-based personalized medicine in ADHD: Individual alpha peak frequency as
an endophenotype associated with nonresponse. J Neurotherapy 16(2):123–141

Arns M, Kenemans JL (2012) Neurofeedback in ADHD and insomnia: vigilance stabilization
through sleep spindles and circadian networks. Neurosci Biobehav Rev. doi:10.1016/j.
neubiorev.2012.10.006

Arns M, Conners CK, Kraemer HC (2013a) A decade of EEG theta/beta ratio research in ADHD:
a meta-analysis. J Attention Disord 17(5):374–383

Arns M, Drinkenburg WHIM, Kenemans JL (2012a) The effects of QEEG-informed neurofeed-
back in ADHD: an open-label pilot study. Appl Psychophysiol Biofeedback 37(3):171–180

Arns M, Drinkenburg WHIM, Fitzgerald PB, Kenemans JL (2012b) Neurophysiological
predictors of non-response to rTMS in depression. Brain Stimulation 5:569–576

Arns M, Gunkelman J, Breteler M, Spronk D (2008) EEG phenotypes predict treatment outcome
to stimulants in children with ADHD. J Integr Neurosci 7(3):421–438

Arns M, Spronk D, Fitzgerald PB (2010) Potential differential effects of 9 and 10 Hz rTMS in the
treatment of depression. Brain Stimulation 3(2):124–126

Arns M, van der Heijden KB, Arnold LE, Kenemans JL (2013b) Geographic variation in the
prevalence of attention-deficit/hyperactivity disorder: the sunny perspective. Biol Psychiatry.
doi:10.1016/j.biopsych.2013.02.010

Asada H, Fukuda Y, Tsunoda S, Yamaguchi M, Tonoike M (1999) Frontal midline theta rhythms
reflect alternative activation of prefrontal cortex and anterior cingulate cortex in humans.
Neurosci Lett 274(1):29–32

Astill RG, Van der Heijden KB, Van Ijzendoorn MH, Van Someren EJ (2012) Sleep, cognition,
and behavioral problems in school-age children: a century of research meta-analyzed. Psychol
Bull 138:155–159

Axelsson J, Kecklund G, Åkerstedt T, Donofrio P, Lekander M, Ingre M (2008) Sleepiness and
performance in response to repeated sleep restriction and subsequent recovery during semi-
laboratory conditions. Chronobiol Int 25(2–3):297–308

Bagby RM, Ryder AG, Cristi C (2002) Psychosocial and clinical predictors of response to
pharmacotherapy for depression. J Psychiatry Neurosci: JPN 27(4):250–257

Bares M, Brunovsky M, Kopecek M, Novak T, Stopkova P, Kozeny J, Sos P, Krajca V, Höschl C
(2008) Early reduction in prefrontal theta QEEG cordance value predicts response to

Personalized Medicine in ADHD and Depression: Use of Pharmaco-EEG 363

http://dx.doi.org/10.1016/j.neubiorev.2012.10.006
http://dx.doi.org/10.1016/j.neubiorev.2012.10.006
http://dx.doi.org/10.1016/j.biopsych.2013.02.010


venlafaxine treatment in patients with resistant depressive disorder. European Psychiatry: J
Assoc Eur Psychiatrists 23(5):350–355

Bares M, Brunovsky M, Kopecek M, Stopkova P, Novak T, Kozeny J, Höschl C (2007) Changes
in QEEG prefrontal cordance as a predictor of response to antidepressants in patients with
treatment resistant depressive disorder: a pilot study. J Psychiatr Res 41(3–4):319–325

Bares M, Brunovsky M, Novak T, Kopecek M, Stopkova P, Sos P, Krajca V, Höschl C (2010)
The change of prefrontal QEEG theta cordance as a predictor of response to bupropion
treatment in patients who had failed to respond to previous antidepressant treatments. Eur
Neuropsychopharmacol 20(7):459–466

Barry RJ, Clarke AR, McCarthy R, Selikowitz M, Brown CR (2009) Event-related potentials in
children with attention-deficit/hyperactivity disorder and excess beta activity in the EEG. Acta
Neuropsychologica 7(4):249

Beebe DW, Rose D, Amin R (2010) Attention, learning, and arousal of experimentally sleep-
restricted adolescents in a simulated classroom. J Adolesc Health 47(5):523–525

Belenky G, Wesensten NJ, Thorne DR, Thomas ML, Sing HC, Redmond DP, Russo MB, Balkin
TJ (2003) Patterns of performance degradation and restoration during sleep restriction and
subsequent recovery: a sleep dose-response study. J Sleep Res 12(1):1–12

Bente D (1964) Die Insuffizienz des Vigilitätstonus eine klinische und elektroencephalographische
Studie zum Aufbau narkoleptischer und neurasthenischer Syndrome, Habilitationsschrift

Bierut LJ, Saccone NL, Rice JP, Goate A, Foroud T, Edenberg H, Almasy L, Conneally PM,
Crowe R, Hesselbrock V, Li TK, Nurnberger J, Porjesz B, Schuckit MA, Tischfield J,
Begleiter H, Reich T (2002) Defining alcohol-related phenotypes in humans, the collaborative
study on the genetics of alcohol. Alcohol Res Health 26(3):208–213

Blume WT (2006) Drug effects on EEG. J Clin Neurophysiol 23(4):306
Bodenmann S, Rusterholz T, Dürr R, Stoll C, Bachmann V, Geissler E, Jaggi-Schwarz K, Landolt

HP (2009) The functional Val158Met polymorphism of COMT predicts interindividual
differences in brain alpha oscillations in young men. J Neurosci 29(35):10855–10862

Boutros N, Fraenkel L, Feingold A (2005) A four-step approach for developing diagnostic tests in
psychiatry: EEG in ADHD as a test case. J Neuropsychiatry Clin Neurosci 17(4):455–464

Bruder GE, Stewart JW, Tenke CE, McGrath PJ, Leite P, Bhattacharya N, Quitkin FM (2001)
Electroencephalographic and perceptual asymmetry differences between responders and
nonresponders to an SSRI antidepressant. Biol Psychiatry 49(5):416–425

Bruder GE, Tenke CE, Stewart JW, McGrath PJ, Quitkin FM (1999) Predictors of therapeutic
response to treatments for depression: a review of electrophysiologic and dichotic listening
studies. CNS Spectr 4(8):30–36

Bschor T, Müller-Oerlinghausen B, Ulrich G (2001) Decreased level of EEG-vigilance in acute
mania as a possible predictor for a rapid effect of methylphenidate: a case study. Clinical EEG
(Electroencephalography) 32(1):36–39

Candy M, Jones L, Williams R, Tookman A, King M (2008) Psychostimulants for depression.
Cochrane Database Syst Rev (Online) 16(2): p. CD006722

Capute AJ, Niedermeyer EFL, Richardson F (1968) The electroencephalogram in children with
minimal cerebral dysfunction. Pediatrics 41(6):1104

Chabot RJ, Serfontein G (1996) Quantitative electroencephalographic profiles of children with
attention deficit disorder. Biol Psychiatry 40(10):951–963

Chabot RJ, Orgill AA, Crawford G, Harris MJ, Serfontein G (1999) Behavioral and
electrophysiologic predictors of treatment response to stimulants in children with attention
disorders. J Child Neurol 14(6):343–351

Clarke AR, Barry RJ, Dupuy FE, Heckel LD, McCarthy R, Selikowitz M, Johnstone SJ (2011)
Behavioural differences between EEG-defined subgroups of children with attention-deficit/
hyperactivity disorder. Clin Neurophysiol 122(7):1333–1341

Clarke AR, Barry RJ, McCarthy R, Selikowitz M (1998) EEG analysis in attention-deficit/
hyperactivity disorder: a comparative study of two subtypes. Psychiatry Res 81(1):19–29

Clarke AR, Barry RJ, McCarthy R, Selikowitz M (2001a) EEG-defined subtypes of children with
attention-deficit/hyperactivity disorder. Clin Neurophysiol 112(11):2098–2105

364 M. Arns and S. Olbrich



Clarke AR, Barry RJ, McCarthy R, Selikowitz M (2001b) Excess beta activity in children with
attention-deficit/hyperactivity disorder: an atypical electrophysiological group. Psychiatry Res
103(2–3):205–218

Clarke AR, Barry RJ, McCarthy R, Selikowitz M, Croft RJ (2002) EEG differences between good
and poor responders to methylphenidate in boys with the inattentive type of attention-deficit/
hyperactivity disorder. Clin Neurophysiol 113(8):1191–1198

Clarke AR, Barry RJ, McCarthy R, Selikowitz M, Clarke DC, Croft RJ (2003) Effects of
stimulant medications on children with attention-deficit/hyperactivity disorder and excessive
beta activity in their EEG. Clin Neurophysiol 114(9):1729–1737

Cook IA, Hunter AM, Abrams M, Siegman B, Leuchter AF (2009) Midline and right frontal brain
function as a physiologic biomarker of remission in major depression. Psychiatry Res:
Neuroimaging 174:152–157

Cook IA, Leuchter AF, Morgan M, Witte E, Stubbeman WF, Abrams M, Rosenberg S,
Uijtdehaage SH (2002) Early changes in prefrontal activity characterize clinical responders to
antidepressants. Neuropsychopharmacology 27(1):120–131

Cook IA, Leuchter AF, Morgan ML, Stubbeman W, Siegman B, Abrams M (2005) Changes in
prefrontal activity characterize clinical response in SSRI nonresponders: a pilot study.
J Psychiatr Res 39(5):461–466

Cook IA, Leuchter AF, Witte E, Abrams M, Uijtdehaage SH, Stubbeman W, Rosenberg-
Thompson S, Anderson-Hanley C, Dunkin JJ (1999) Neurophysiologic predictors of treatment
response to fluoxetine in major depression. Psychiatry Res 85(3):263–273

Cuijpers P, Reynolds CF, Donker T, Li J Andersson G, Beekman A (2012) Personalized
treatment of adult depression: medication, psychotherapy or both? a systematic review.
Depression and anxiety 29(10):855–864

Cuijpers P, Smit F, Bohlmeijer E, Hollon SD, Andersson G (2010) Efficacy of cognitive-
behavioural therapy and other psychological treatments for adult depression: meta-analytic
study of publication bias. Br J Psychiatry 196:173–178

Davids E, Kis B, Specka M, Gastpar M (2006) A pilot clinical trial of oxcarbazepine in adults
with attention-deficit hyperactivity disorder. Prog Neuropsychopharmacol Biol Psychiatry
30(6):1033–1038

Debattista C, Kinrys G, Hoffman D, Goldstein C, Zajecka J, Kocsis J, Teicher M, Potkin S, Preda
A, Multani G, Brandt L, Schiller M, Iosifescu D, Fava M (2010) The use of referenced-EEG
(rEEG) in assisting medication selection for the treatment of depression. J Psychiatr Res
45(1):64–75

Dollman J, Ridley K, Olds T, Lowe E (2007) Trends in the duration of school-day sleep among
10–15 year-old South Australians between 1985 and 2004. Acta Paediatr 96(7):1011–1014

Ducci F, Enoch MA, Yuan Q, Shen PH, White KV, Hodgkinson C, Albaugh B, Virkkunen M,
Goldman D (2009) HTR3B is associated with alcoholism with antisocial behavior and alpha
EEG power–an intermediate phenotype for alcoholism and co-morbid behaviors. Alcohol
43(1):73–84

Ebert D, Feistel H, Barocka A, Kaschka W (1994) Increased limbic blood flow and total sleep
deprivation in major depression with melancholia. Psychiatry Res 55(2):101–109

Ehlers CL, Garcia-Andrade C, Wall TL, Cloutier D, Phillips E (1999) Electroencephalographic
responses to alcohol challenge in native American mission Indians. Biol Psychiatry
45(6):776–787

Enoch MA, Schuckit MA, Johnson BA, Goldman D (2003) Genetics of alcoholism using
intermediate phenotypes. Alcohol Clin Exp Res 27(2):169–176

Enoch MA, Shen PH, Ducci F, Yuan Q, Liu J, White KV, Albaugh B, Hodgkinson CA, Goldman
D (2008) Common genetic origins for EEG, alcoholism and anxiety: the role of CRH-BP.
PLoS ONE 3(10):e3620

Fallone G, Acebo C, Arnedt JT, Seifer R, Carskadon MA (2001) Effects of acute sleep restriction
on behavior, sustained attention, and response inhibition in children. Percept Mot Skills
93(1):213–229

Personalized Medicine in ADHD and Depression: Use of Pharmaco-EEG 365



Fink M (2010) Remembering the lost neuroscience of pharmaco-EEG. Acta Psychiatr Scand
121(3):161–173

Fink M, Kahn RL (1957) Relation of electroencephalographic delta activity to behavioral
response in electroshock; quantitative serial studies. AMA Arch Neurol Psychiatry
78(5):516–525
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Psychophysiology-Informed (Multimodal)
Imaging

Nikolaj Bak and Bob Oranje

Abstract Electroencephalography (EEG) and magnetic resonance imaging are
two popular methodologies for brain research. While EEG has a high temporal
resolution, yet a low spatial resolution, MRI has the complete opposite, a high
spatial resolution, yet a low temporal resolution. Obviously therefore, researchers
have been searching for ways combining the two methodologies, for more than
two decades. However, there are many issues that have to be solved before the
methodologies can be successfully and, more importantly reliably, combined.
Here, we give an overview of these issues, and present strategies that have been
used over the past two decades to overcome them. We start with a general
description of EEG and (f)MRI methodology, then present the difficulties involved
in combining both methodologies, and lastly present and discuss the most popular
strategies that have been used over the past two decades to solve these problems.
We conclude that in spite of the many issues, the two methodologies can be
combined successfully, provided that the correct procedures are followed.
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1 Introduction to EEG

Electroencephalography (EEG) is a methodology to assess electrical activity of the
brain. It was first discovered by Hans Berger (Berger 1929; See also: Jung and
Berger 1979). EEG makes use of the fact that neurons produce electricity (pre- and
post-synaptic potentials) which spread throughout the brain until it reaches the
scalp. This electrical activity can be measured by for instance placing electrodes
on the scalp, by placing them on the brain tissue itself or, even more invasive, by
inserting them in the brain (Niedermeyer and Lopes da Silva 2005). Obviously, the
two last techniques are mostly used in animal research, although sometimes it is
used in humans as well, e.g. when a patient needs brain surgery. From the scalp, it
is not possible to assess the electrical activity of one single neuron. For this, the
electrical current is simply too small. EEG recordings from the scalp generally
consist of populations of neurons ‘‘firing’’ at the same time, in synchrony. Before
the electrical activity arrives at the scalp, it usually has travelled through a number
of brain tissues, including cerebrospinal fluids, dura mater, bone, skin, which all
affect the signal: where cortical discharges can reach amplitudes up to 1.5 mV,
typical activity recorded by scalp electrodes lies between 10 and 100 lV, but more
generally do not exceed 50 lV (Niedermeyer and Lopes da Silva 2005). This
means that the signals that reach the scalp need to be amplified, typically 105–106

times, to enable assessment. In clinical settings, EEG is most frequently investi-
gated without further processing. Unprocessed EEG is for instance used to
determine whether an individual suffers from epileptic seizures, or is used in sleep
research (e.g. Keshavan et al. 1990). Unprocessed EEG can also be decomposed in
frequency bands (e.g. alpha, beta, gamma bands) by means of Fourier transfor-
mation (Kooi et al. 1978; see also Fig. 1), from which certain psychological
activities or mental states are commonly inferred (Barry et al. 2003a; Kiloh et al.
1972; Niedermeyer and Lopes da Silva 2005).
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However, EEG can also be processed: If identical sensory stimuli are presented a
number of times, then so-called event-related brain potentials (ERPs, sometimes
also referred to as evoked potentials, EPs) can be derived from them, by averaging
the elicited EEG signals (e.g. Pfefferbaum et al. 1995). By averaging, one accom-
plishes that all randomly generated ‘‘noise’’ in the brain is cancelled out, because in
contrast to the presented stimulus, the noise is not time locked to the EEG signal,
thereby ensuring that the activity left is solely generated by the presentation of the
sensory stimulus. Obviously, the more the trials are repeated, the more it will assure
that the ERP is indeed generated by the stimulus in question, and the less it will be
affected by randomly generated brain activity (e.g. Fabiani et al. 2000; Pfefferbaum
et al. 1995). ERPs are for instance clinically used to determine the extent of auditory
loss with so-called brain auditory evoked potentials (BAEPs) (Markand 1994) and
also frequently used in research, such as research on schizophrenia or other psy-
chiatric disorders (Aggernaes et al. 2010; Barry et al. 2003b; Coull 1998; Madsen
et al. 2013; Näätänen 1990; Oranje et al. 2013; Sumich et al. 2006). An auditory

Fig. 1 Raw EEG decomposed with Fourier transformation, displaying the main frequency bands
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stimulus can, also depending on the paradigm, among others elicit a P50, N100,
P200, N200 and even later components such as a P300 ERPs, (see Fig. 2). About the
nomenclature: the ‘‘P’’ and ‘‘N’’ stand for positivity, respectively negativity, the
number stand for time in ms. Hence, P50 stands for a positive deflection in the EEG,
50 ms following stimulus presentation; N100 stands for a negativity appearing
100 ms post-stimulus, etc.

2 Introduction to (f)MRI

2.1 MRI

Magnetic Resonance Imaging (MRI) is presently favored over other imaging
techniques for investigation of brain structure and function. This is primarily
because MRI is a non-invasive methodology, uses no radioactive radiation, has
relatively short acquisition times, and obtains high spatial resolution. A further
advantage of MRI methodology is that both brain structure and function can be
assessed in one single session. Inside an MRI scanner, there is a strong homog-
enous static magnetic field (B0) usually ranging from 1.5 to 3 Tesla (T), although
rather recently 7 T scanners have also become available for research. Nuclei with
gyromagnetic properties (such as protons) will have a tendency to align the axis of
their intrinsic spin along the B0 field. The axis of the spins will precess, or ‘‘spin
around’’, the direction of B0 (z-direction) with a frequency, the ‘‘Larmor fre-
quency’’, that is specific for each type of nuclei and dependent on the surrounding
field strength. Imaging with magnetic resonance typically uses hydrogen atoms
because the abundance of hydrogen in biological systems ensures a high signal.
The alignment of the spins results in a net magnetization of the subject while he or
she remains inside the field. With a radio frequency (RF) pulse in resonance with
the Larmor frequency of the nuclei of interest (as mentioned before, usually

Fig. 2 Example of an ERP,
following an auditory
stimulus
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Hydrogen), the net magnetization can be ‘‘pushed’’ out of equilibrium (excitation).
The net magnetization will then precess while it returns to equilibrium (relaxa-
tion). This results in emission of radio waves with the Larmor frequency but only
as long as there exists a magnetization component perpendicular to the B0 field
(along the xy-plane). These radio waves can be received as a signal. The relaxation
is determined by two time constants T1 (spin-lattice relaxation time) and T2 (spin–
spin relaxation time). Both T1 and T2 are dependent on the environment that the
nuclei are part of and, therefore, specific for each type of tissue. T1 describes how
the magnetization returns to equilibrium along the longitudinal axis (z-axis). T2
describes the loss of magnetization in the xy-plane due to dephasing of the spins as
a result of molecular interactions. Inhomogenities in the field and susceptibility
losses, e.g. due to the presence of deoxyhemoglobin or air/tissue boundaries, cause
a faster loss of signal than the pure T2; the combined time constant is called T2*.
The timing and strength of the excitation pulses, as well as the delay between
excitation and signal reception, determines whether a sequence is more sensitive
for T1 or T2.

When a gradient in the magnetic field is applied using an additional electro-
magnet, the Larmor frequency is also affected. This can be used for imaging. By
applying a magnetic gradient superimposed on B0 during the excitation, only the
2D-plane with Larmor frequency corresponding to the RF pulse is excited (slice
selection). Applying a gradient along the excited plane determines the precession
of the protons in a controlled way. This process is repeated with different gradi-
ents, varying the direction and gradient strength (each variation of direction and
strength corresponding to a point or line in ‘‘k-space’’) in a predetermined
sequence saving the signal each time. The selected 2D plane can then be imaged
by a mathematical technique called Fourier transformation. For further informa-
tion on the basic principles of MRI, the reader is referred to textbooks on the
subject (e.g. Jezzard et al. 2008).

2.2 fMRI

In the early days of its use in brain research, MRI was predominantly used to study
brain structure only. Nowadays, a number of equally ingenuous as advanced
techniques have been developed, resulting in a variety of additional uses of MRI,
such as determining structural brain networks with diffusion tensor imaging (DTI),
functional brain networks by using regression approaches, or even biochemistry of
the brain by means of spectroscopy. However, a discussion on these approaches is
beyond the scope of this chapter. Besides these techniques, MRI can also be used
to map changes in brain hemodynamics. This is termed functional magnetic res-
onance imaging or fMRI. The basis for performing fMRI is the Blood Oxygen
Level Dependent (BOLD) signal, first used by Ogawa et al. (1990). The technique
is based on the fact that oxyhemoglobin is diamagnetic while deoxyhemoglobin is
paramagnetic. Paramagnetic molecules disrupt the homogeneity of the magnetic
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field and decrease T2*. If blood flow increases due to increased cellular activity,
and a comparable increase in oxygen consumption is not present, oxygenation
increases. This measurable increase in signal is termed the BOLD contrast.
Increased blood flow followed by neuronal activity in the brain is referred to as the
hemodynamic response. The BOLD contrast is the sum of changes in the cerebral
blood flow (CBF), cerebral blood volume (CBV) and oxygen metabolic rate that
occurs in response to neural activity. It is still debated what kind of neural activity
specifically determines these changes, although increasing evidence suggest that
BOLD is more a measure of local field potential (LFP) changes rather than spikes
in activity (Logothetis et al. 2001), i.e. the hemodynamic response follows the
level of neuronal input to a given area more than the actual firing of the neurons
(output) in the area. When measuring fMRI, the same sequence is repeated con-
secutively throughout the scan. Each of the repeated sequences images the whole,
or a part of, the brain (termed a volume). It is then possible to detect changes in the
BOLD response following different types of stimuli (conditions). These condi-
tions, or responses, can be compared in a contrast, by subtracting one condition
from another or by comparing a condition to baseline. The faster the repetition
time (TR), the higher the temporal resolution becomes. This is why the so-called
‘‘echo planar imaging’’ (EPI) sequence is frequently used in fMRI, because this
sequence can sample the entire two-dimensional k-space following a single RF
excitation pulse. For more detailed information on BOLD imaging, please see
reviews (e.g. Logothetis and Wandell 2004; Raichle and Mintun 2006) or text-
books on the subject (e.g. Jezzard et al. 2008).

3 EEG and fMRI Combined

3.1 General

Although there have been many decades of research devoted to the behavioral and
psychological processes behind ERPs, research on the generators of these ERPs in
the brain is lagging behind. Initially, attempts were made to locate these generators
by EEG source localization, using software such as BESA� (MEGIS Software
GmbH, Gräfelfing, Germany; e.g. Scherg et al. 2002; Scherg and Picton 1991).
Later, software was developed that could integrate EEG with MRI, such as Curry�

(Compumedics, Neuroscan). Although source localization with EEG has high
temporal resolution, its spatial resolution is rather poor: this resolution is
approximately half of the average electrode distance, i.e. approximately 1 cm
when 64 electrodes are used (Scherg 1990). In contrast to EEG methodology,
fMRI has much higher spatial resolution, yet much lower temporal resolution,
because the hemodynamic response is relatively slow—it peaks at approximately
6 s following a stimulus. In other words, the combination of EEG and fMRI
methodology complements each other, i.e. potentially it could result in data with
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both high temporal resolution due to the EEG part, and high spatial resolution due
to the fMRI part. However, combined use of EEG and MRI methodology has
many issues and although being performed for approximately a decade or two, it is
still developing (Im et al. 2006). In this chapter, we shall predominantly focus on
through electrophysiology informed MRI imaging techniques and the many issues
that need to be dealt with when combining the two methodologies.

3.2 Issues

While a typical EEG environment is devoid of any other stimulation than the
stimuli presented in the paradigms, the typical MRI environment is rather noisy.
This noise is likely to interfere with the paradigms used in EEG settings, especially
if they happen to make use of auditory stimuli. In addition, an MRI assessment
frequently triggers anxiety, much more than is the case in a typical EEG assess-
ment: the procedures are intimidating, the scanner space is claustrophobic and as
mentioned before, rather noisy. This anxiety most likely impacts on the results.
Another issue is that responses to stimuli in close temporal proximity of each other,
such as in typical EEG paradigms, cannot be separated with fMRI, because the
hemodynamic response is much slower than these interstimulus intervals. More-
over, some ERPs are rather small in amplitude, such as that of the P50 ERP (on
average between 4 and 5 lV, e.g. Oranje et al. 2006) and hence its generators in the
brain may be fewer, or at least much less active, than those of larger waveforms,
such as the N100 or the P300. The generators of these larger waveforms may
therefore dominate the results. A further issue is that metal can affect MRI images,
i.e. the EEG electrodes or their wires can affect the quality of the MRI data. Finally,
an MRI scanner produces huge electrical artefacts in EEG data when both tech-
niques are used concurrently (see below for more detail). Over the years, several
methods and strategies have evolved to overcome the above-mentioned issues.
Broadly speaking, these strategies can be categorized into two approaches.

3.3 Associative Approach (Separate EEG and FMRI
Assessments)

In this approach, EEG and (f)MRI are assessed separately from each other.
Roughly, there are two strategies that make use of this approach. The first, based
solely on associations, takes the least effort in preparation and data processing: It
simply asks for testing the same individuals in an EEG setting and in an (f)MRI
setting, after which the results of both techniques are analyzed for possible
associations. This strategy has for instance been used to study associations
between structural brain correlates and several electrophysiological parameters,
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such as sensorimotor gating (assessed with a pre-pulse inhibition of the startle
reflex paradigm or PPI) (e.g. Hammer et al., 2012; Kumari et al. 2005, 2008),
sensory gating (assessed with a P50 suppression paradigm) (e.g. Arciniegas et al.
2001), mismatch negativity (e.g. Rasser et al. 2011) or P300 amplitude (e.g. Egan
et al. 1994; Fusar-Poli et al. 2011; McCarley et al. 2002); an interesting variant of
this approach is when so-called low-resolution electromagnetic tomography
(LORETA) is coupled with MRI, such as for instance was used in the study of Pae
et al. (2003) to locate generators behind the P300 amplitude.

This is currently the most widely used approach for pragmatic reasons; neither
the compatibility between EEG and MRI equipment nor that of the paradigms used
are relevant when using this approach. However, obvious disadvantages of this
strategy are that it is still difficult to find the actual generators behind a specific
ERP amplitude in the brain, because it will remain uncertain whether the MRI
derived brain activations that correlate with a specific ERP of interest are not
related to other (earlier or later appearing) ERPs, or to other processes behind the
paradigm altogether.

An alternative strategy that deals with some of these issues makes use of
functional instead of structural MRI, and in which identical, or at least very
similar, paradigms are used in both the EEG and fMRI setting. The difficulty with
this approach is that a typical EEG setting is quite different from a typical MRI
setting (see Sect. 3.2). Where EEG is usually recorded in sound isolated and
electrically shielded rooms, an MRI setting is quite the opposite: recording MRI
images makes a lot of noise. For paradigms using visual stimulation, this may
seem less of a problem. However, in the EEG setting, subjects are usually sitting
upright, while subjects lie down in an MRI scanner, which means that visual
stimuli are usually presented by mirrors or goggles. Paradigms using auditory
stimulation call for more drastic procedures. In one of the strategies, scanner noise
is as much avoided as possible by making use of so-called interleaved scanning: in
this method, the MRI recordings are stopped a period just before and after a trial of
a paradigm. During this ‘‘silent’’ period, the auditory stimuli of the trial can be
presented. The MRI scanning then starts again before the expected peak of the
hemodynamic response, which enables identification of the activated brain areas.
This method was for instance used by Tregellas et al. (2007). Another strategy
ingeniously made use of the scanner gradient coils to create auditory stimuli with a
duration of 50 ms to locate sources of P50 suppression in the brain (Mathiak et al.
2011). Other researchers tried to reduce the noise of the scanner to such levels that
it did not interfere with the auditory stimulation of the paradigm. This is rather
difficult, due to the intensity of the scanner noise, which usually exceeds that of the
auditory stimuli of the paradigms by manifold: typical intensities of auditory
stimuli in EEG paradigms (PPI paradigms not included) are at most 90 dBa,
whereas typical MRI scanner sequences may reach sound intensities up to 114 dBa
or even beyond (Counter et al. 1997). This means that at most MRI noise can be
reduced to such levels that the stimuli of the paradigms can be heard, yet the
residual scanner noise could still very well have an impact on the results. There are
several examples of studies that made use of this approach, with the investigators
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frequently taking drastic additional steps to minimize the effects of residual
scanner noise (e.g. Hazlett et al. 2001, 2008; Mayer et al. 2009).

Alternatively, stimuli of a different modality can be used altogether, e.g. by
using visual or tactile stimuli instead of auditory stimuli. Frequently, these alter-
native paradigms are first validated in EEG sessions to verify that they yield
similar results as their auditory versions. This strategy, together with often more
advanced procedures, has been used in several studies (Bak et al. 2011, 2013;
Kumari et al. 2003). Although this strategy is more accurate in relating EEG or
EMG (electromyography) signals to fMRI derived sources in the brain than the
first mentioned strategy, it still has several limitations. Importantly, it is not certain
that the paradigms in the EEG and fMRI setting produce similar results, e.g. does
P50 suppression or PPI of the startle reflex actually occur in both settings, and if so
will it occur in similar levels. The results may after all still be influenced by non-
paradigm related processes, such as anxiety due to MRI assessment or scanner
noise. Another issue is that a certain ERP cannot be directly coupled to a specific
activity in the brain due to the low temporal resolution of (f)MRI: An auditory
stimulus gives not only rise to P50 amplitudes, but also to N100, P200, N200, etc.
amplitudes; it is impossible with this approach to directly determine which ERPs
are coupled with which activated areas in the brain as indicated by the fMRI scan;
this can only be done by approximation, e.g. by applying associative statistical
analyses. The next category of approaches go one step further, they assess EEG
concurrently with MRI, effectively solving most of the above-mentioned issues.

3.4 Concurrent Approach (Simultaneous EEG and FMRI
Assessment)

In this approach, the psychophysiological measurements are assessed concurrently
with the imaging technique, i.e. EEG is assessed inside the MRI scanner. The most
important advantage of assessing EEG and MRI concurrently is that one does not
need to assume that the same paradigm triggers the same processes in the brain in
the (f)MRI session as in the EEG session, as would be the case in the associative
approach, but one can directly deduce from the data whether this is the case or not
(see: Herrmann and Debener 2008; Huster et al. 2012; Ritter and Villringer 2006,
for introductory reviews of concurrent EEG-fMRI). However, concurrent assess-
ment is certainly not easy, given the many issues mentioned above: it not only sets
limitations for the paradigms and even the EEG equipment that can be used in the
MRI environment, but it also means more complicated processing of the data. The
MRI scanner will produce serious artefacts in the EEG data that will need to be
removed, and vice versa, the electrodes and cables necessary for EEG assessment
can produce artefacts in the MRI images. Nevertheless, with the right equipment
and appropriate processing of the data, EEG and EMG can actually be assessed
concurrently with fMRI with only minor effects on the quality of the data.
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Starting with the concept that the quality of the MRI data could be affected by
the wires and electrodes of the EEG cap, there are studies showing that this impact
can be minimized provided suitable equipment is used (Krakow et al. 2000;
Mullinger et al. 2008). The impact of the MRI scanner on EEG signals, however,
requires more attention. Back in 1824, William Sturgeon was the first to show that
a coil of wire that is moved inside a magnetic field produces an electric current.
Indeed, the shifting magnetic gradients that are necessary for fMRI produce
artefacts in the EEG data due to the induced electrical current in the wires from the
electrodes. Fortunately, these magnetic gradients are applied in a controlled and
specific pattern, determined by the fMRI sequence. Due to this repetitiveness, the
artefacts can be removed by averaging the EEG signal from the volumes. Typi-
cally, this is done by using a sliding average, and subtracting this average from the
original data (Allen et al. 2000). However, movement of a subject also creates
artefacts. Besides disturbing the MRI images, these movements will induce
electrical currents in the wires of the electrodes, due to the same principles as
mentioned above: moving conductive materials in the ever present steady state,
magnetic field of an MRI scanner produces currents. Usually, these movement
artefacts can be minimized by securing the wires from the electrodes and by
preventing head movement as much as possible, e.g. by fixation of a subject’s head
in the head coil together with strict instruction of the subject. Nevertheless, even
the small movements due to the heartbeat will produce EEG artefacts: movement
of blood (a conductive fluid) through vessels creates pulse-related (cardioballistic)
artefacts. Again, due to their repetitiveness also these artefacts can be relatively
easy removed (Allen et al. 1998). By properly applying these procedures, all
scanner artefacts can be quite efficiently removed (see Fig. 3): even information on
ERP level is preserved, showing virtually no differences between EEG assessed in
an EEG setting, or assessed in an MRI scanner (Bregadze and Lavric 2006). As an
example of this strategy, we will describe the approach we recently used in our
laboratory, where we made an attempt to locate the sources of P50 suppression
with concurrent EEG and fMRI methodology. We started by adapting a typical
auditory P50 suppression paradigm to an fMRI friendly version, among others by
replacing the auditory stimuli with somatosensory stimuli. This somatosensory
paradigm was first validated for showing actual P50 suppression in a pilot study, in
which healthy subjects were assessed in a normal EEG setting. Following this
validation study, subjects were assessed with the fMRI friendly paradigm first in a
normal EEG setting (assessing only EEG) and later in an MRI setting, where both
EEG and fMRI was assessed concurrently. Following the above described removal
of MRI artefacts (see Fig. 3), we first statistically compared the EEG results of the
two settings with each other.

After validating that these data sets did not significantly differ from each other,
we first located by proxy, the generators of P50 suppression in the EEG data with
BESA software. In the fMRI data, a contrast depicting differences between a trial
type with suppression and one without was calculated. Following this, we imported
the through EEG-derived sources in the fMRI recordings, and searched for signif-
icant clusters in the contrast that overlapped with these sources. This enabled us to
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determine which of the many brain activations that followed the presentation of a
trial were actually time locked to the P50 ERP. As such, we could successfully
locate the generators of P50 suppression, first in healthy subjects (Bak et al. 2011)
and later in the aberrant P50 suppression of patients with schizophrenia (Bak et al.
2013). An interesting alternative to this approach is to combine the above-described
interleaved approach with concurrent EEG and fMRI assessment. The advantage of
this is that the EEG artefacts due to the shifting magnetic gradients can be avoided.
However, the shape of the hemodynamic response cannot be detected with this
method, and the above-described cardioballistic artefacts still need to be removed.
This procedure has for instance successfully been used to locate sources of PPI
(Kumari et al. 2003) and P300 amplitude (Mulert et al. 2004).

Fig. 3 Removal of MRI artefacts from EEG data during pre-processing. For simplicity, only six
EEG channels are shown: FP1, FP2, Cz, Pz, O1, and O2. The channel below the EEG channels (in
a, c and d) represents recording of ECG. a Representation of the beginning of MRI scanning in the
EEG recording, showing the huge artefacts that this causes (note the scale represents 500 lV).
b Representation of the EEG signal during the MRI scan (note the scale represents 5,000 lV),
revealing the repetitiveness of the gradient artefacts. c The same data as b, with the gradient
artefacts removed (same scale as in a); note that the contribution of the heartbeat and pulse can still
be observed in the six channels. d In this last step, also the pulse artefacts are removed (same scale
as a and c); the data is now ready for the usual further processing of EEG data
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Summarized, these studies show that it is possible to deal with the many issues
that are involved in concurrent scanning of MRI and EEG, but it also shows that
the procedures are quite laborious and challenging.

Attempts to extract more and more information out of the concurrent EEG and
fMRI measurements have moved the field into yet another interesting area,
directed towards incorporating single EEG trials in the statistical analysis of the
data sets, rather than the averaged ERPs. This method requires additional expertise
in the more advanced mathematical and computational models involved.
A growing number of reports within this field have emerged over the last decade.
A popular method is using specific components based on amplitudes of the
waveforms from a specific electrode and entering these as explanatory variables in
the general linear model (GLM) of the MRI analyses (e.g. Benar et al. 2007;
Debener et al. 2005; Fuglo et al. 2012; Mobascher et al. 2012). This is presently
only feasible for larger, robust components in the EEG signals, such as the N100 or
P300 amplitudes, because they can be detected in single trials. A variant on this
method makes use of an algorithm to identify components in the EEG signal
corresponding to parts of the ERP. This can be done with independent component
analysis (ICA) as suggested by Debener et al. (2006) but in principle any algorithm
to extract relevant components or factors from the EEG signal could be used.
Components representing artifacts can then be discarded, while all the relevant
components can be used as predictors in the GLM analysis of the fMRI data or
integrated with results from a similar approach based on performing parallel ICA,
i.e. on both fMRI and EEG data and hemodynamic deconvolution (Eichele et al.
2009). The advantage of this strategy is that more complicated tasks can be
analyzed in depth or specific parts of an ERP can be modelled. However, only part
of the brain activity can be used in the fMRI analysis; therefore, components
should be chosen to address the specific research question.

4 Conclusion

Obviously, the associative approach is by far the less laborious of the two
approaches. An additional advantage of this approach is that the resulting EEG
data can be compared to those of previous EEG studies. The assumption that the
ERP is correlated with the average hemodynamic response is reasonable, even
though EEG and fMRI measures represent different aspects of neuronal activity.
However, the associative approach does not make optimal use of the strengths of
the EEG and (f)MRI methodology, i.e. combining the high temporal resolution of
EEG with the high spatial resolution of MRI, such as can be achieved by con-
current assessment of EEG and fMRI. Although this last (concurrent) approach is
definitely preferable, it is also rather complicated and laborious. Nevertheless,
when properly executed, the results are equally spectacular as reliable.
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