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Abstract
National and international research documents a relationship between greater eco-
nomic inequality and higher homicide rates. However, much of this work uses simple
cross sections at high levels of aggregation rather than longer time series of cities or
districts and lacks controls for a more substantial range of confounding factors. Using
longitudinal Canadian provincial-level data over the period 1982 to 2017, we occa-
sionally find a positive correlation between inequality and homicides rates. However,
the relationship between income inequality and homicide rates in Canada reverses
to become negative when looking at Canadian census metropolitan areas (CMAs).
Moreover, the province-level result between greater inequality and homicide rates
also appears to break down once accounting for regional effects. We conclude that
much of the literature that finds a relationship between greater economic inequality
and homicide rates needs to be re-examined within a longer time and more disaggre-
gated framework.
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1 Introduction

Economic inequality is now a leading topic of scrutiny in social science research as
well as media attention. Widespread media coverage accompanies the release of inter-
national asset distribution data,1 with an incessant preoccupation with the wealth and
income shares of the top one percent.2 A concern of economists is what connection
exists between economic inequality and social outcomes such as crime rates, educa-
tion and health status. Rowlingson (2011), Subramanian and Kawachi (2004), Lynch
et al., (2001), Lobmayer and Wilkinson (2000) and Wolfson et al., (1999) tie income
inequality to higher mortality rates as well as health and social problems. Wilkin-
son and Pickett (2009) link reduced life expectancy, lower educational attainments,
more crime, higher teenage pregnancy rates and higher incidences of mental health
problems to income inequality within countries. More recently, Daly (2016) argues
that economic inequality elicits greater violence and crime particularly among males.
This paper focuses on this latter relationship and specifically examines the empirical
homicide rate-inequality link.

Previous national- and international-level work in this area documents a relation-
ship between greater economic inequality and higher homicide rates, but this work
generally uses simple cross sections rather than longer time series and often does not
control for a substantial range of confounding factors. Our analysis indicates a positive
relationship between economic inequality and homicide rates when looking at Cana-
dian provinces over the period 1987 to 2017. However, this finding is suspect for a
couple of reasons. First, using panel data regression techniques on data fromCanadian
census metropolitan areas (CMAs) over the period 2000 to 2017 that also control for
confounding factors and endogeneity issues, we do not find a positive relationship
between income inequality and homicide rates in Canada. In fact, the results show a
statistically significant negative relationship at the CMA level.

Second, we find that the province-level relationship between economic inequality
and homicides breaks down once one accounts for regional effects. We conclude that
much of the literature that finds a relationship between greater economic inequality
and homicide rates needs to be re-examined within a longer time framework and
with tighter specifications. Regression results using only a single cross section or a
short time series, and aggregated data are likely to be spurious. Thus, data having
a localized area for the unit of observation and a fairly long time series, along with
accounting for various confounding factors, matter when determining the relationship
between economic inequality and homicide rates. A more localized analysis provides
a better match for assessing the crime–economic inequality relationship. Institutional,
economic and political differences are more specific to sub-national levels such as
CMAs or provinces. Finally, crime tends to be local in nature.

Indeed, we believe our results are an empirical manifestation of the Yule–Simpson
paradox or what is also termed aggregation bias. Yule (1903) and Simpson (1951)

1 See, for example, theGlobal Wealth Report 2020, done by Credit Suisse, analyzed the wealth held by 5.2
billion adults around the world. See: https://www.credit-suisse.com/about-us/en/reports-research/global-
wealth-report.html.
2 See, for example: Yalnizyan (2010), Wolff (2016, 2010), Oxfam (2015), Macdonald (2014), Jackson
(2015) and Freund and Oliver (2016).

123

https://www.credit-suisse.com/about-us/en/reports-research/global-wealth-report.html


Does economic inequality breed murder? An empirical investigation…

described a statistical anomaly whereby aggregated data reveal a trend or result that
reverses or disappears when examining data from sub-groups. This ‘reversal effect’ is
generally seen as a paradox with examples found in areas such population or health
sciences and public safety.3 The presence of different results when two heterogeneous
populations are aggregated into one can be viewed as a form of spurious correlation.4

Resolution of the paradox5 is beyond the scope of this paper, but its presence is an
important one and should be acknowledged when examining casual relationships in
data.6

Furthermore, given that Canadian crime trends broadly mirror those of the USA,
Canadian empirical work on both crime trends and the relationship between crime
and inequality is of interest to policy makers in both countries. As Curry et al. (2016)
note, Canadian crime trends have moved in the same direction as the USA and exhibit
the same decline in the 1990s. At the same time, while income inequality has grown
in Canada, it has been more muted than the USA.7 Canada currently has less income
inequality than the USA, but Heisz (2016: 87) shows that the top 1% share of market
income for Canada closely followed that of the USA from the 1930s to the early 1980s,
dropping from about 18 to about 8 percent. However, Heisz also shows that by 2010
the comparison had altered radically, with the USA top 1% income share again close
to 20 percent, but Canada’s just over 10 percent.

Saez and Veall (2005) show a similar pattern of top income share performance,
with increasing income inequality in both countries after 1975 but with the USA
again showing greater income inequality growth than Canada. Further, while wealth
inequality is substantially less in Canada compared to the USA, Canadian wealth
inequality actually rose faster than US wealth inequality from 1984 to 2012, but since
2016 has risen faster in the USA (Davies and Di Matteo, 2021).8 Thus, Canada offers
an interesting parallel to the USA given similar crime trends but somewhat dissimilar
trends in economic inequality.

The rest of the paper is organized as follows. Section 2 discusses previous litera-
ture and provides a further discussion about aggregation. Section 3 presents the data.
Section 4 provides the econometric specification and results. In Sect. 5, we discuss
econometric issues and provide robustness checks. Section 6 concludes this study.

3 See Cohen (1986) and Davis (2004).
4 Pearl (2018: 70–71).
5 The reversal effect in Simpson’s paradox can be viewed as a numerical phenomenon arising from a
reversal in the relative frequency of a particular event across several different samples after being merged.
One solution is to better understand the process of causation in a particular relationship so as to decide on
the appropriate level of aggregation and avoid the paradox. Pearl (2018: 200–2017).
6 For a statistical discussion of the paradox, see Pearl (2011).
7 For a recent detailed discussion of Canadian economic inequality, see Osberg (2018).
8 Wealth shares of the top 1 percent of Canadian families rose from 22.9 percent in 1970 to 28.7 percent in
2012 and then remained at 28.7 percent in 2016. Meanwhile, the top 1 percent of US households accounted
for 31.1 percent of wealth in 1970, 35.2 percent in 2012 and 38.6 percent by 2016 Davies and Di Matteo
(2021).
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2 Literature and context

The substantial literature on the general determinants of violent crime and its links
with economic inequality focuses on both the proximity of low-income individuals
to higher-income ones and the expected gains from criminal activity, as well as the
social frustration associated with relative economic failure.9 Becker (1968) provides
a seminal neoclassical theoretical framework based on economic costs and benefits
to criminal activity and suggests that crime increases with inequality. The mechanism
driving this result is from the income gap between the poor (potential criminalswithout
resources) and the rich (with resources attractive to potential criminals). A greater
income gap causes the net benefits of crime to increase. Thus, higher inequality raises
the incentive for criminal activity, which creates the inequality and crime rate link.

The general links between economic inequality and violence have also been exam-
ined in a wide range of socioeconomic literature that places emphasis on what is
perceived as the damaging role of economic competition. While economists generally
view the free market and laissez-faire competitive economic structures as producing
socially optimal results, Frank (2012) argues that Adam Smith’s invisible hand, in
which self-interest promotes the common good and positive social outcomes, is really
a special case and that excessive economic competition generally wastes resources,
harms group outcomes, and that any gains are relative and often only short term.

Frank and Cook (1995) maintain that “winner-take-all” processes in which first-
place finishers get all of the prize, and the remainder get nothing or very little,
misallocate economic resources and cause serious income inequality. Frank (2013)
follows up on the effects of economic inequality by arguing that rising income and
wealth inequality—especially concentrations at the very top of the economic pyra-
mid—have set off “expenditure cascades” that raise the cost of achieving middle class
goals. The middle class is losing the race for economic status that comes from the con-
sumption of what Frank terms “positional goods” imposing important psychological
costs as well as economic costs as resources are diverted into a race for status marked
by what essentially amounts to conspicuous consumption.10

2.1 Canadian evidence

Daly (2016) builds on some of these concepts as he builds an important link between
economic competition and homicides. Daly maintains that most homicides result
between young men from competitive conflicts driven by competition over status
and position, rivalry over women, or issues of respect and deference. Indeed, the great
majority of killers and their victims are men. Rising economic inequality creates more
competition for material goods, and as a result, Daly posits a link between economic
inequality and homicide rates and musters evidence from the literature as well as
empirical evidence to support his claim. Moreover, Daly emphasizes that it is inequal-
ity rather than poverty as captured by absolute income levels that matters. Much of

9 For a discussion, see Coccia (2017).
10 Conspicuous consumption refers to the public display of economic prowess via spending on luxury
items and was coined by Thorstein Veblen (1899).
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this evidence, however, consists of cross-sectional plots and correlations of homicide
rates in a given year against some measure of economic inequality.

Daly,Wilson andVasdev (2001) plot homicide rates in 50US states and 10Canadian
provinces circa 1990 against Gini coefficients for total household income and find a
positive relationship. They also provide some regression results beyond a simple cross
section regressing Canadian provincial homicide rates for the period 1981 to 1996
on the Gini coefficients of after-tax household income inequality, median after-tax
household income, province-specific dummies and annual time dummies. They find
theGini coefficient to be a statistically significant predictor of homicides estimated as a
panel and the estimated coefficients ofmedian income to be positive andnot significant,
with the regression demonstrating an r-squared of 83 percent. They conclude on the
basis of these results that “the degree to which resources are unequally distributed is
a stronger determinant of levels of lethal violence in modern nation states than is the
average level of material welfare.”11 While this result does control for provinces and
time and is a more flexible specification, the use of annual time dummies rather than
a time trend and province-specific rather than regional dummies (e.g., West, Atlantic,
etc.) reduces the degrees of freedom for the regression.

Kennedy et al., (1991) use census information on 24 Canadian CMAs for 1971,
1976 and 1981 to test the relationship between family income inequality measured
using Gini coefficients,12 homicide, social disorganization13 and regional location.
The results find that homicide in Canada exhibits a regional pattern, rising from east
to west. There is a reduction in regional effects via a convergence in homicide rates
between eastern, central and western Canada in census metropolitan areas combined
with higher levels of inequality and social disorganization. The effect of inequality on
the total homicide rate is evident for 1972–1976, but not for 1977–1981, with family
income inequality in 1972–1976 positively associated with homicide. As well, the
proportion of young males within a community also is found to be associated with
higher homicide rates, while the unemployment rate is inversely related to homicide
rates.

2.2 International evidence

There is also a substantial amount of international research on the topic. Fajnzylber,
Lederman and Loayza (2002) study the correlation between the Gini index and homi-
cide and robbery rateswithin and between countries.Using non-overlapping panel data
consisting of 5-year averages for 39 countries during 1965–1995 for homicides and
for 37 countries during 1970–1994 for robberies, they find crime rates and inequality
positively correlated within countries and, particularly, between countries. Moreover,
this correlation reflects causation from inequality to crime rates, even after controlling

11 Daly, Wilson, Vadeva (2001: 231).
12 Kennedy et al., (1991) construct their inequality measures using the Canadian census (Statistics Canada,
1973; 1982) with supplemental information gathered from the Labour Force Survey (Statistics Canada,
1977). They also use an income dispersion measure whereby the distribution of family incomes within a
CMA is compared to the distribution of family income for all of Canada.
13 Social disorganization theory argues that poorly integrated communities with breakdowns in community
control have higher rates of crime. See Kennedy et al. (1991) for an overview. See also Boustan et al. (2013)
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for other aggregate crime determinants. At the same time, they also find that violent
crime rates decrease when economic growth improves and that faster poverty reduc-
tion leads to a decline in crime rates. However, the level of income is not a significant
predictor—it is the change in income that matters.

Harris and Vermaak (2015) examine sub-Saharan African countries and South
Africa’s 52 districts for an association between income inequality and violence. While
there is no evidence of such a relationship in sub-Saharan Africa, there was evidence
of a significant positive relationship between homicide rates and inequality in South
Africa.A one percent increase in inequalitywas found to be associatedwith an increase
in the homicide rate of 2.3 to 2.5 percent. Moreover, this relationship remained signif-
icant even after controlling for other district characteristics. Examining data for Latin
America and Caribbean countries for the period 1950 to 2010, Baier (2014) finds no
link between crime rates and income inequality once accounting for possible spurious
correlation due to common trends in the time series of the two variables. Enamorado
et al. (2016) obtain a substantially positive relationship between drug-related homi-
cides and income inequality measures in Mexico during the 1990–2010 period.

Coccia (2017) examines the effects of both climate and inequality as explanations of
violent crimeusing a sample of 191 countries andfinds that after controlling for thermal
climate (heat hypothesis)14 and other factors, socioeconomic inequality is positively
associated with violent crime. In particular, Coccia argues the results support the
hypothesis that differences between countries in intentional homicides (per 100,000
people) can be explained by the level of income inequality alone, and not thermal
climate as a second predictor or the interaction of income inequality and thermal
climate.

Ouimet (2012), using international data for 165 countries in 2010, demonstrates
that the stage of economic development, income inequality as measured by the Gini
coefficient, and poverty as measured by excess infant mortality are all significant
predictors of the homicide rate for all countries. Moreover, it is income inequality
and not economic development or poverty that predicts homicide for countries with a
medium level of human development.

Szwarcwald et al. (1999) look at the effect of income inequality on homicide rates
in the state of Rio de Janeiro, Brazil, using 1991 census data for both municipalities
and administrative regions, and multiple regression analysis with controls for other
socioeconomic indicators. For the municipalities of the state of Rio de Janeiro, the
regression results found no association between homicide rates and income inequality,
but there was a correlation at the more aggregate administrative region level highlight-
ing the difference in results based on aggregation levels. This difference, however, was
attributed to degrees of urbanization as more urbanized areas had higher homicide and
inequality rates.

In another study,Roberts andWillits (2015) note that choices of inequalitymeasures
and homicide types may account for what are often mixed findings on the income
inequality–homicide link. Using various inequality measures for 208 US cities, they

14 The “heat” hypothesis argues that hot temperatures increase aggression and violent behaviour, while
colder temperatures and more seasonal weather variation result in societies with more emphasis on self-
control. See Coccia (2017) for an overview.
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nevertheless find that all measures of income inequality had significant and positive
associations with both overall and specific homicide rates.

Bailey (1984), in a critique of previous studies, uses US city-level data rather
than more aggregated SMSA data, and several cross sections of data (1950, 1960,
1970), rather than one year of data, and finds a positive relationship between poverty
levels and homicide rates, and only a slight and insignificant relationship between
relative economic deprivation (income inequality) and homicides. Bailey notes that
there is only a weak theoretical linkage between homicide and relative economic
deprivation and is not surprised by the lack of a significant empirical relationship
between inequality and homicide rates. Examining US county-level FBI crime data in
1991, Kelly (2000) finds a positive link between violent crime and income inequality,
but no link between property crime and inequality.

Hicks and Hicks (2014) examine the impact of inequality in consumption expendi-
tures on criminal activity using data on US states for the 1986–2001 period. The paper
looks at various measures of violent and property crimes and distinguishes between
income inequality, consumption inequality and visible consumption inequality.15 The
authors demonstrate that a positive relationship exists between visible consumption
and measures of violent crime, but it fails to hold for measures of property crimes.
Further, income inequality and total consumption inequality do little to explain the
various measures of violent and property crimes.

Summarizing these studies suggests that much of the literature finds that especially
at the national or regional level, inequality affects homicide rates, whereas a soci-
ety’s average income level does not. In other words, it is relative rather than absolute
economic deprivation that is the key determinant of homicide rates. However, this rela-
tionship is not always apparent when more disaggregated data at the city or municipal
level are used. Indeed, the choice of data in terms of its level of aggregation, regional
groupings, time span and geographic coverage does seem to be factors in the results.

2.3 Aggregation

The level of aggregation best suited to studying the relationship between crime and
inequality and empirical relationships in general is an important question and one
raised in other literatures. In health economics, for example, estimates of the income
elasticity of health costs and spending canvarywith data at the national or regional level
reporting high-income elasticities and individual-level data reporting more inelastic
estimates (Di Matteo, 2003). Getzen (2000, 2006) examines the extent to which vari-
ation in health costs differs by the level at which observations are made. He finds that
individual expenditure variation within a particular healthcare system is largely due
to differences in health status rather than income, but across systems, morbidity has
almost no effect on costs while income is more important. For nations, differences
in per capita income explain over 90 percent of the variation in both time series and

15 The authors use household characteristics and annual consumption expenditure data from the NBER
Consumer Expenditure Survey (CEX) family level extracted for the period 1986 to 2001 to construct Gini
coefficients by state year for income and expenditures.
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cross section. He ultimately concludes that units of observation used for analysis of
healthcare spending must be matched to the units at which decision making occurs.

Wilkinson and Pickett (2006) examine the relationship between population health
and income inequality, and a large majority of studies (70 percent) suggest that health
is poorer in societies with large income differences. However, there were substantial
differences in results based on whether the inequality was measured in a large or small
area with the positive inequality–population health link stronger in larger areas of
aggregation. Their reasons for the unsupportive findings include small areas may be
too small to reflect the scale of social class differences in society or the controlled
factors may not be true confounders but merely other reflections of the scale of social
stratification.

The level of aggregation also appears as a concern in the natural resource curse
literature. James and Aadland (2011) point out that there are fewer “institutional or
political differences” at more local levels such as city or state/provincial level. Further,
they also identify that some economic policies are set by city or province planners.
These factors are also relevant when considering the crime–inequality relationship.
Incentives to commit criminal activity because of inequality reasons are more rele-
vant at a local level. Criminal activities like homicide do mostly occur at local level.
Inequality in one city or province is unlikely to drive criminal activity at another city
or province in a country.

As a result, it is important in studies of the relationship to include varying levels
of aggregation with consistent results across these levels as the strongest support for
the resulting relationships. Ultimately, the choice of the level of aggregation cannot
always provide a clear and definitive answerwith interpretation of the results ultimately
requiring judgment based on knowledge of the source of the behavioral decisions being
analyzed as well as the availability of the data. Based on the principle of subsidiarity,
one should drill down to the lowest level at which a decision is made and for which
data are available.

Economic inequality and crime statistics in Canada can be found at a CMA, provin-
cial and national level and in the case of our study would at minimum require the study
of the relationship between homicides and inequality be at the CMA level. Canadian
CMAs are defined as having a population of at least 100,000 which we believe pro-
vides a large enough population to provide income and social diversity. Therefore, we
perform our analysis both at the CMA level and at the provincial level in an effort to
gauge if consistent results in the relationship between inequality and homicides can be
found. We do not use national-level data as the sample size of the annual time-series
data available for Canada would be exceedingly small.

3 Data and trends

3.1 Data

Thehomicide and economic data for this study are for 26Canadian censusmetropolitan
areas (CMAs) and ten provinces. We limit the sample to 26 CMAs since these are
the ones with the most complete data over the time span. The data are panel data
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and include several measures of crime as other recent economic studies dealing with
crime in Canada have employed.16 All data come from Statistics Canada’s Web site
and include:

(1) Provincial unemployment rate, employment levels, employment rate—Table
14–10-0018–01 (1981–2017)

(2) CMA unemployment rate, employment levels, employment rate—Table 14–10-
0144–01 (1987–1995), Table 14–10-0092–01 (1996–2000), Table 14-10-0096-
01 (2001–2017).

(3) Provincial Gini coefficients (based on total income)—Table 11-10-0134-01
(1981–2017).

(4) Median income level excluding zeros (2015 constant dollars)—Table 11-10-
0191-01 (1981–2017).

(5) Median income level by top 1 percent, bottom 50 percent, top 5 percent—Table
11-10-0056-01 (1981–2017).

(6) Homicide rate per 100,000 people—Table 35-10-0071-01 (1981–2017).
(7) Total, violent and property crime rate per 100,000 people—Table 35-10-0177-01

(1998–2017).
(8) Police per 100,000 people—Table 35-10-0077-01—police personnel and

selected crime statistics, municipal police services, annually (2000–2017) and
Table 35-10-0076-01—police personnel and selected crime statistics, Canada,
provinces and territories, annually (1986–2017).

(9) Provincial percentage of persons in low income after tax17—Table 11-10-0136-
01 (1981–2017).

(10) CMA percentage of persons in low income after tax—after-tax low-income
status of tax filers and dependents based on census family low-income measure
(CFLIM-AT), by family type and family-type composition, annually, provincial
and by CMA—Table 11-10-0018-01 (2000 to 2017).

(11) Provincial total and male population aged 15–24 years—Table 17-10-0005-01
(1981–2017).

(12) Provincial total immigrants by year—Table 17-10-0014-01 (1981–2017).
(13) Minimum wage—provincial minimum wages. Historical minimum

wage rates in Canada, Employment and Social Development Canada,
Open Government Licence—Canada, https://open.canada.ca/data/en/
dataset/390ee890-59bb-4f34-a37c-9732781ef8a0.

Data are available from1982 to 2017 for provinces and 2000 to 2017 for CMAswith
the following exceptions.18 First, the police per 100,000 people variable is available
from 1986 to 2017 at the provincial level. Second, total, violent and property crime
rates are available from 1998 for provinces and CMAs. Also, we note that information
for Gini coefficients, total and male 15–24 population, and immigrants is available
at the provincial level only. Finally, the province sample is balanced and the CMA

16 See, for example, Curry et al., (2016).
17 Low-income measure after tax (low-income measures (LIMs) are relative measures of low income, set
at 50% of adjusted median household income).
18 We perform analysis over the 2000 to 2017 period for the provincial data for comparison purposes and
to make sure any results are not an artifact of the sample period.
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sample is unbalanced. Table 7 in appendix contains a list of the CMAs along with their
years of coverage and number of observations. This table also contains the average
number of observations across the CMAs.

In terms of empirical methodology, the use of CMA rather than province-level data
is superior as it adds substantially more observations and degrees of freedom to the
analysis, as well as allowing for greater diversity than more aggregated provincial- or
national-level data. As well, limiting the study to the Canadian federation controls for
institutional and data collection differences that might affect results in the cases where
international data are used.

The income data used are median total income by tax filer for all tax filers, the
top 1 percent of tax filers, the top 5 percent, the top 10 percent and the bottom 50
percent. As Gini coefficients at the CMA level for tax filer income are not available,
we construct three alternate measures of income inequality by taking the ratio of
median total income for the top 1, 5 and 10 percent against the median total income
of the bottom 50 percent. Gini coefficients are available over the 1982–2017 period
at the provincial level of aggregation.19 Although we do not have CMA-level Gini
coefficients, we also consider the effect of provincial Gini coefficients on homicide
rates within CMAs by assigning CMAs their respective provincial Gini coefficients.

As a further point with respect to empirical methodology, we note that the rela-
tionship between income levels, poverty and inequality, trends in income and income
inequality are broadly consistent with trends in poverty with reductions in inequality
usually accompanied by reductions in poverty rates. However, given that inequality is
linked to other social characteristics it may be difficult to isolate its effect on outcomes
such as health or crime (Lynch et al. 2004). Deaton (2003) notes that there is a concave
relationship between health and income illustrating that health is negatively associated
with income inequality in a nonlinear fashion. By extension, this concavity issue can
affect other relationships such as that between crime and inequality.

This suggests the need to separate out the influences that may affect both crime
and inequality either separately or jointly—in other words, controlling as best as
possible for confounding third factors. In essence, there are direct and indirect effects
of inequality on crime, and they may manifest themselves via the effects of absolute
income levels as well as relative income and poverty rates. Therefore, in assessing
the relationship between crime and inequality we should attempt an effort to concern
ourselves with the effects not only of income, but also of poverty.

To control for poverty, we make use of the provincial percentage of persons in
low income after tax as one of our variables. In Connor et al. (2019), poverty rates
are also a useful proxy to control for confounding income effects and the potential
for a concave, nonlinear relationship between crime and income. In the Canadian
setting, another poverty variable to consider is the proportion of families below the
low-income cut-offs as defined by Statistics Canada. The low-income cut-off is defined
as the income threshold below which a family will likely devote a larger share of its

19 A ratio approach to inequality measures has been used in the literature. For example, Harris and Vermaak
(2015) use the ratio of the average income of the richest 10 percent of the population to the average income
of the poorest 10 percent. Lobmayer and Wilkinson (2000) use the 50:10 centile ratio and disposable
household income. For example, the income at the 50th centile (the median income) was twice as high as
at the 10th centile (the top of the bottom decile); the 50:10 centile ratio would equal 2.0.
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Fig. 1 Homicide rate per 100,000 population, Canada 1981 to 2018 Source: Statistics Canada

income on the necessities of food, shelter and clothing than the average family with
this threshold estimated at 20 percentage points more than the average family. The
percent of persons in each province and CMA who are below this family low-income
cut-off is also used as a poverty variable.

3.2 Trends

Figures 1, 2, 3, 4 and 5 provide an overview of the data and some of the relationships
we seek to explore. Figure 1 plots Canada’s homicide rate per 100,000 population
from 1981 to 2018, and it reveals a long-term decline. From a homicide rate of 2.7 per
100,000 in 1981, it reached a rate of 1.8 by 2018 for an overall decline in the rate of 34
percent.20 This decline in homicide rates parallels the overall decline in crime rates in
Canada, which saw the peak reached in 1991, with decline afterward. Between 1991
and 2012, the crime rate in Canada as measured by major police reported criminal
code incidents fell from 10,341.1 incidents per 100,000 to 5,588.0 per 100,000—a
decline of 46 percent.21

The factors behind this decrease in crime have been the subject of some debate, and
explanations including rising prison populations, the legalization of abortion elim-
inating generations of future criminals, the waning crack epidemic, more effective
policing, an aging population and the performance of the economy.22 Indeed, with

20 At the same time, the period since 2013 has actually seen a small increase in Canada’s homicide rate
from 1.5 to 1.8.
21 See Di Matteo (2014: Fig. 1a).
22 See Di Matteo (2014: 6–7), Levitt (1999a, b), Levitt (2004) and Scheider, Spence and Mansourian
(2012).
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Fig. 2 Income inequality ratios, Canada, 1982 to 2017: ratios of median total income by taxfiler income
group and Gini coefficient Source statistics Canada Note: For the vertical axis, left axis captures range of
ratios of median total income measures, while right axis captures range of Gini coefficient values over time

respect to the economic conditions, it has been argued that economic downturns actu-
ally decrease criminal opportunities, as when unemployment is high more people stay
at home serving as “guardians” of their property. During high unemployment periods,
people who are out and about also are likely to carry less cash and possessions.23

Figure 2 plots the three measures of income inequality for Canada over the period
1982 to 2017, and it reveals that income inequality as measured by these median
income ratios and Gini coefficient has grown over time though there has been some
moderation of the trend since the 2008–2009 recession. The ratio of the median total
income of the top 1 percent to bottom 50 percent rose from 15.1 in 1982 to 18.2
by 2017. For the ratio of the top 5 percent to the bottom 50 percent and the top 10
percent to bottom 50 percent, the increases were from 8.5 to 9.1 and from 6.9 to 7.0,
respectively. Finally, the Gini coefficient increases from 0.32 in 1982 to 0.35 in 2017.
Thus, the evidence from Figs. 1 and 2 suggests that at a national level, falling homicide
rates have been accompanied by rising income inequality. However, these results are
simply correlations that do not take into account differences across the country in both
homicide rates and income inequality.

The relationship between greater inequality and higher crime rates is not automat-
ically evident when one examines the evidence visually at the CMA level. Figure 3
plots homicide rates for Canada’s major CMAs in 2017, and they range from rates
of 0 in Saguenay, to a maximum of 5.7 for Thunder Bay. When the ratio of median
total income of the top 1 percent to the bottom 50 percent is ranked and plotted for a
reduced set of available CMAs (Fig. 4), the range is from a low of 11.2 in Thunder Bay
to a high of 20.7 in Calgary. Toronto in 2017 was the most unequal CMA with respect
to income distribution in Canada, as measured by the ratio of the median total income

23 Scheider, Spence, and Mansourian (2012).
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Fig. 3 Homicide rates per 100,000 population in major Canadian CMAs, 2017 Source: Statistics Canada

of the top 1 percent to the bottom 50 percent, and its homicide rate was approximately
in the top third of CMAs. Calgary, which was the second most unequal, was also in
the top third of CMAs for homicide rates. However, Thunder Bay, which ranked first
in homicides, also was the CMA with the second most “equal” income distribution in
Fig. 4, while Ottawa–Gatineau (Que) had the second lowest homicide rate and was
the most “equal” of then plotted CMAs.

In assessing the broad correlation between inequality and homicide rates, Fig. 5 pro-
vides four plots done using a simple nonparametric smoothing technique: LOWESS.24

Figure 5a to 5c plots the relationship for three years: 2017, 2000 and 1982. The 2017
cross section demonstrates a somewhat positive relationship between the homicide rate
and income inequality across Canadian CMAs. The relationship is noticeably flatter
in 2000 and more of an inverse u-shaped relationship in 1982. This demonstrates the

24 Locally weighted scatterplot smoothing.
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Fig. 4 Income inequality, ratio of median total income of top 1 percent to bottom 50 percent of taxfilers,
Major Canadian CMAs in 2017 Source: Statistics Canada

obvious pitfall of relying on a single year cross section of data to draw conclusions
on the relationship between income inequality and homicide rates. When all of the
data from 1982 to 2017 are pooled, as shown in Fig. 5d, the relationship appears to
be flat. Again, these simple cross sections do not account for the long-term decline in
homicide rates over time as well as for other socioeconomic confounding factors that
may be affecting homicide rates such as regional effects.
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Fig. 5 a LOWESS smooth of homicide rate versus ratio of median income of top 1% to bottom 50%,
Canadian CMAs in 2017, b LOWESS smooth of homicide rate versus ratio of median income of top 1% to
bottom 50%, Canadian CMAs in 2000, c LOWESS smooth of homicide rate versus ratio of median income
of top 1% to bottom 50%, Canadian CMAs in 1982, d LOWESS smooth of homicide rate versus ratio of
median income of top 1% to bottom 50%, Canadian CMAs, 1982 to 2017

4 Estimation and analysis

4.1 Specification

To control for correlation of additional factors on homicide rates beyond income
inequality, we perform regression analysis and do so for both province-level andCMA-
level data. We specify the following regression:

yit = αi + Z itδ + X itβ + eit. (1)

The regressions have the ln(1 + homicide rate) as the dependent variable yit , while
Z denotes themeasure of income inequality andαi is a dummyvariable for the province
or CMA.25 The regressions contain two measures of income inequality: (1) the ratio

25 For the purpose of comparison, we also perform regressions with the homicide rate and ln(homicide rate)
as dependent variables. These results are available upon request. We choose report regressions with ln(1 +
homicide rate) as the dependent variable as the homicide rate does equal zero on occasions, especially for
CMA-level data.

123



L. Di Matteo, R. Petrunia

of the median income for the top one percent to the median income of the bottom
50 percent (ratio top 1 to bottom 50) and (2) the Gini coefficient. X is a vector of
control variables, which includes: (1) the median income; (2) unemployment rate; (3)
the employment level; (4) employment rate; (5) percentage of population below the
low-income cut-off; (6) police officers26 per 100,000 people; (7) minimum wage; (8)
percentage of total population who are males aged 15–24 years; (9) new immigrants
per 100,000 people; (10) three regional dummy variables with an Ontario dummy
excluded; and (11) a time trend. Results are reported for both provinces and CMAs.
For the CMA regressions, the provincial measures of the Gini coefficient, percentage
males 15–24 of total population and new immigrants per 100,000 are used and assigned
to each CMA in a given province, since CMA-level information on these variables
is unavailable. For both provincial and CMA data, six specifications are estimated
with two specifications including only the ratio top 1 to bottom 50 variable, two
specifications including only the Gini coefficient and two specifications including
both measures of income inequality.

4.2 Econometric issues

Econometric issues may generate potential biases when estimating Eq. (1), which
complicates this empirical relationship. We note that there is a link in the causes
of these econometric issues. The first issue involves the possibility that unobserved
CMA- or province-specific factors affect both homicide rates and income inequality
leading to a spurious correlation between the dependent and independent variables.
For example, Fajnzylber, Lederman and Loayza (2002) suggest the potential to either
under- or over-report crime rates leads to measurement error. This measurement error
becomes an underlying factor as the under- or over-reporting may likely be related to
the factors affecting crime rates. Further unobserved heterogeneity may still be present
at the CMA or province level. Thus, provincial- or CMA-specific dummy variables
are included in Eq. (1) to control for any additional unobserved heterogeneity, such as
the proportion of population that is Indigenous.

A second issue is the potential for homicide rates to exhibit state dependence or
persistence, whereby the present values are highly correlated with the recent past
values. Jurisdictions with high homicide rates in one year are likely to continue to
have high homicide rates into the near future. To account for this persistence, we
add the lagged homicide rate to the regression specifications. A third issue is the
potential reverse causality between homicide rates and the determinants of homicide
rates. Endogeneity is more likely to affect certain determinant variables than others.
For example, a rising homicide rate can potentially cause an increase in the police
presence (police per 100,000 people) for a jurisdiction.27

26 As noted in Curry, Sen and Orlov (2016: 482), many econometric studies of crime have focused on the
effects of policing numbers in large part because the variable is readily available.
27 In general, while one expects an inverse relationship between crime rates and more police resources,
higher crime rates in turn can be associated with the demand for more resources. See Di Matteo (2014: 27)
for a discussion of this bidirectional causality.
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With the addition of lagged homicide rate as a regressor, we modify Eq. (1), so that
the underlying model becomes:

yit = αi + ρyi,t−1 + Z itδ + X itβ + eit. (2)

The standard approaches to dealing with unobserved heterogeneity in a panel data
setting include the random effects, the within/fixed effects and the first-difference esti-
mators. Each of these estimators transforms the dependent and independent variables
in the model to remove or handle the unobserved heterogeneity. In particular, Nickell
(1981) shows that the least squares dummy variable (LSDV) estimator is inconsistent
for N → ∞ with strictly exogenous regressors. Each of these estimators suffers from
inducing endogeneity in the form of the transformed lagged dependent variable. For
example, if we first-difference the model to remove αi, then the model to be estimated
becomes

yit − yi,t−1 = ρ
(
yi,t−1 − yi,t−2

) + (Zit − Zit−1)δ + (
Xit − Xi,t−1

)
β + (eit − ei,t−1)

(3)

Given the underlying model, the error term in this transformed first-difference
model is correlated with

(
yi,t−1 − yi,t−2

)
, one of the regressors in the transformed

model.
To address these econometric issues, we employ a dynamic panel data estimator

that allows for the presence of endogenous variables.28 This estimator is the Blundel-
l–Bond (1998) systemGMMestimator. The estimator uses both the levels (Eq. (2)) and
the first-difference (Eq. (3)) equations jointly in a system to account for the presence
of both lagged dependent variables and unobserved heterogeneity. The system GMM
estimator allows for any type of endogeneity, including the induced endogeneity in the
first-difference equation and the endogeneity of any regressor in the levels equation,
by using appropriate lagged values and lagged first-difference values of the explana-
tory variables as instruments.29 Moral-Benito (2013) and Moral-Benito et al. (2019)
suggest an alternative maximum likelihood approach for dealing with a dynamic panel
data model. Bun et al. (2020) also use GMM estimation to study crime dynamics in
Australia. They note that the advantages of GMM versus maximum likelihood is that
“it requires much weaker assumptions about initial conditions of the data generating
process and avoids full specification of the serial correlation and heteroscedastic prop-
erties of the error, or indeed any other distributional assumptions.” Further, the GMM
allows for the presence of endogenous regressors, which, as noted, is a concern for
some of the control variables in the regression. Normally, the time-invariant effects are

28 An alternative approach uses Bartik-type instruments to handle endogeneity. For example, see Enam-
orado et al. (2016) and Bouston et al. (2013).
29 Arellano and Bond (1991), Arellano and Bover (1995), and Blundell and Bond (1998) develop GMM
estimation for dynamic panel models. Their estimator uses and instruments for only the first-difference
equation and is known as the “difference GMM” estimator. A third option is to use only the levels equation.
Depending on assumptions, the difference GMM estimator, the levels GMM estimator or the full system
GMM estimator generates consistent estimates. The system GMM estimator assumes variables follow a
stationary process. Fajnzylber, Lederman and Loayza (2002) estimate both the levels and system GMM
models.
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removed through differencing in a panel setting. However, the systemGMMestimator
also allows for the estimation of coefficients on time invariant covariates by using the
levels equation.30 Our set of control variables does contain three regional dummy vari-
ables with Ontario excluded. These regional controls now account for within region
correlations.31

We also report two specification tests for the validity of the instruments.32 The first
test is the Sargan test of over-identification restrictions. The system GMM is over-
identified as there are more instruments, and by extension moment conditions, than
regressors. If the population moments are valid, then the equivalent sample moments
should be close to zero. For the Sargan test, non-rejection provides support for the
validity of the model. The second test examines the serial correlation of the first-
difference error term (eit–ei,t-1). By construction, this first-difference error term suffers
from first-order serial correlation. However, second-order serial correlation indicates
the error term in the levels equation, eit, is also serially correlated and invalidates some
lagged variable values as instruments. In this case, restricting to higher-order lags is
necessary in order to obtain valid instruments. The econometric analysis restricts the
instrument set to higher orders, and we report the test statistic for third-order serial
correlation if the test rejects no second-order serial correlation. Finally, robust standard
errors are reported.33

4.3 Results

Table 1 provides the regression results when considering homicide rates across
provinces. These results essentially represent an update to Daly, Wilson and Vasdev
(2001) by including additional controls, accounting for the econometric issues men-
tioned in Sect. 4.2, and using a longer interval of provincial data spanning the 1982
to 2017 period.34 The results indicate that the income inequality measures both have
a positive relationship with homicide rates at the provincial level. The coefficient on
the Gini coefficient ranges from 3.140 to 4.184 and is always statistically significant.
The coefficient on the ratio of the top 1 to bottom 50 variable lies between −0.008

30 For example, Huynh and Petrunia (2010, 2016) use the system GMM to investigate firm growth and
demonstrate the initial conditions matter to an entrant’s future growth.
31 For example, a further factor of consideration in this analysis is Indigenous population within a juris-
diction. Unfortunately, annual measures of the proportion of population that is Indigenous are unavailable
at both the provincial and CMA levels from 1982 to 2017. This issue is partially dealt with by the inclusion
of regional dummy variables in the regression. Kripfganz and Schwarz (2019) discuss the inclusion of
time-invariant regressions in linear panel data models.
32 The dynamic panel data GMM estimators are over-identified in nature with the number of instruments
increasing with the length of the panel (T). The overfitting of endogenous variable in finite samples poten-
tially leads to a bias versus efficiency trade-off. Alvarez and Arellano (2003) and Bun and Kiviet (2006)
examine the overfitting bias of panel data GMM estimators. Roodman (2009a, b) discusses approaches for
instrument choice in dynamic panel GMM estimators: (i) limit the maximum lag length used as instruments
rather than all lags and (ii) collapse instruments into smaller sets through addition. The results do not change
substantially when changing the lag length of the instrument set and, thus, are robust to the lag length of
the instrument set.
33 All GMM estimation is done using Roodman (2009b) xtabond2 package in Stata 16. We also cross-
validate select results using Kripfganz (2019) xtdpdgmm algorithm.
34 Daly et al. (2001) use provincial data over the 1981 to 1996 period.
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and 0.024 but is positive in three out of four specifications. Statistically significance
occurs in only one of the four specifications that include this variable.

The results change when using CMAs as the cross-sectional unit of observation.
Table 2 presents the regression estimates for CMAs over the 2000 to 2017 period.35 For
theCMAratio of the top 1 to bottom50 variable, the estimated coefficients fall between
− 0.016 and − 0.013 and are always statistically significant. Across specifications,
the coefficient on the provincial Gini measure ranges from − 1.526 to − 0.203 and is
always statistically insignificant. The results at the CMA level suggest homicide rates
and income inequality become negatively correlated after controlling for a range of
confounding factors. The contrasting results for the regressions using provincial data
and the regressions using CMA data indicate that the level of aggregation is indeed a
relevant and important factor.

We highlight the following additional results from Tables 1 and 2. First, homicide
rates do appear to have some positive persistence. The coefficient on the lagged homi-
cide rate is positive and statistically significant. This estimated coefficient is between
0.22 and 0.404 for all provincial specifications in Table 1, while the estimated coef-
ficient is between 0.22 and 0.25 for the CMA regressions in Table 2. However, these
relatively small (not close to one) estimated coefficients indicate that the persistence
in homicide rates is relatively short, suggesting rapid adjustment of homicide rates to
changing conditions over time.

Second, with respect to the estimated coefficients of the other variables, the results
are fairly consistent across all the specifications within each table. The estimated coef-
ficients on the other control variables do vary quantitatively but do not vary greatly
qualitatively within each table. However, there are qualitative and quantitative differ-
ences when comparing the regression results for the provincial (Table 1) versus CMA
(Table 2) data. Specifically, we highlight the following findings. To start, the estimated
coefficient of median income is essentially zero. The unemployment rate appears to
have a negative relationship with homicide rates. The coefficients on unemployment
rate are statistically significant only in the regressions using provincial data. The esti-
mated coefficient on the employment level is positive and statistically significant for
five out of six specifications using the CMA data, while this coefficient is negative
and statistically significant in four out of six specifications using the provincial data.
The estimated coefficient on the police per 100,000 people variable is always posi-
tive and statistically significant for the provincial data. The coefficient on minimum
wage is positive and statistically insignificant. The new immigrants per 100,000 peo-
ple variable always has a positive coefficient and is statistically significant in half
the specifications for both tables. The percentage of persons in low-income variable
generally has a statistically insignificant negative coefficient for the provincial results
in Table 1, while the coefficient is positive and significant for the CMA results in
Table 2. Finally, the coefficient on the fraction of males aged 15–24 years in the total
population variable is positive in most cases. This coefficient is statistically significant
for only the CMA regressions in Table 2.

35 We also redo the regression analysis for the provincial data over the 2000 to 2017 periods. The provincial
results for the shorter time period are similar to those in Table 1. The coefficient estimates on the Gini
coefficient variable are larger in magnitude. These results are available from the authors upon request.
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Finally, the Sargan tests fail to reject the null hypothesis in all cases in Tables 1 and
2. This result provides support that the instruments are valid. However, the results for
the autocorrelation tests differ across the two tables. We expect to uncover first-order
autocorrelation due to construction. Second-order autocorrelation indicatesmisspecifi-
cation as t-2 variables become endogenous and are not valid instruments. The tests find
first-order autocorrelation as the p-values are low in both cases. The results of second-
order autocorrelation differ between the provincial and CMA regressions. Originally,
the results using the provincial data indicated the presence of second-order serial cor-
relation. Therefore, we re-estimated the equation for the provincial data by restricting
the instrument set to higher orders of the lags, thereby accounting for the possible
misspecification problem created by the second-order correlation. Now, these results
depend on no third-order autocorrelation for validity of the instruments. The results
in Table 1 do not suggest the presence of third-order autocorrelation in the provin-
cial regressions. These test results therefore indicate support for the validity of the
restricted higher-order lags of variables as instruments. For CMA regressions in Table
2, second-order autocorrelation does not appear to exist in all specifications. Thus,
the evidence suggests the CMA regressions appear to not suffer from any substantial
misspecification issues.

4.4 Robustness check: alternative estimationmethods

The system GMM estimator is best designed for panel situations with a large cross
section (N) and a small and fixed time dimension (T). Flannery and Hankins (2013)
discuss the trade-offs between theGMMestimators andfixed effect estimators andnote
the performance of each estimator depends on the conditions.36 The ten provinces form
a balanced panel of either 32 or 36 observations each depending on the specification.
The 26 CMAs comprise an unbalanced panel of between 14 and 18 observations with
an average of 17.58. Given the time and cross-sectional dimensions for our data, we
consider alternative estimators. These methods include: (1) the LSDV fixed effects
model (FE); (2) the bias corrected least squares dummy variable model (LSDVC) of
Bruno (2005a), and Bun and Kiviet (2003); (3) the dynamic panel data instrumental
variable estimation with defactored regressors and multifactored error structure (IVD)
of Norkute et al. (2021); and (4) the split-panel jackknife (SPJ) method of Dhaene and
Jochmans (2015).37 The IVDuses defactored covariates as instruments for endogenous
variables. As done for the system GMM estimates previously, the lagged dependent
variable, the two inequalitymeasures, and the police variable are treated as endogenous
for the IVD method. For the IVD estimates, we use two lags of exogenous variables
as instruments and allow up to a maximum of four factors.

The appendix provides results using alternative estimation methods with dynamic
panel data. For each method, the specification includes a full set of control variables

36 An alternative approach suggested by Flannery and Hankins (2013) is to work with long lags as done in
Petrunia (2007, 2008).
37 We implement: the LSDVC method using the xtlsdvc of Bruno (2005b); IVD estimation using the
xtivdfreg command by Kripfganz, and Sarafidis (2021); and the SPJ estimation using the xtspj command of
Sun and Dhaene (2019).
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except the regional dummy variables, since these estimators do not allow for time
invariant covariates. As a comparison, these tables also provide the system GMM
estimates. Table 8 presents results for the provinces. The coefficient on the lagged
homicide rate does fluctuate from close to 0.1 for the FE, LSDVC and SPJ estimators,
0.30 for the system GMM estimator and 0.45 for the IVD estimator. Estimated coeffi-
cients on the inequality measures are relatively stable across methods. The coefficient
on the ratio of the top 1 to bottom 50 variable is close to zero and insignificant in
all cases except for the system GMM estimator. For the Gini variable, estimates fall
between 3 and 4.28 and are statistically significant across methods. Table 9 presents
estimates for the CMAs. These estimates show less stability. The coefficients on both
measures of inequality are always statistically insignificant. These results contrast
results in Table 2 where the ratio of the top 1 to bottom 50 variable always has a
negative and statistically significant coefficient. Finally, the IVD estimates exhibit a
high degree of imprecision with the highest standard errors.

5 Other issues

5.1 Regional analysis

Previous analysis included dummy variables to account for differences across regions.
To delve further into possible regional differences in the relationship between homi-
cide rates and income inequality, we conduct a separate analysis for western and
non-western provinces.We use these groupings because there are economic and demo-
graphic differences not necessarily completely accounted for in the previous analysis
and historically, homicide rates in Canada have risen moving from east to west, with
the western provinces exhibiting much higher homicide rates. Possible reasons for
differences in homicide rates between western and non-western provinces could be
unique demographic factors including the proportion of recent immigrants or propor-
tion of Indigenous population. Indeed, the basis for attempting a separate analysis of
western Canadian CMAs from those in the remainder of the country is rooted in the
distinct historical and cultural development of the Canadian west separately from the
east.

Canadian Confederation originally consisted of eastern-based provinces and
western Canadian development was essentially a process of rapid settlement and col-
onization from the east as part of the national policies in the period after 1870. The
national policies included a land policy by which the Canadian federal government
provided title to 160 acres of land to any settler over 18 years of age after three years
of residence subject to minimum use of the land and a 10-dollar fee (Pomfret, 1993:
183; Martin (1973). For the Canadian west, Norrie (1975) documents the dramatic
increase in the annual registration of homestead entries, especially during the wheat
boom period after 1896 from 1,897 in 1896 to 7,426 in 1900 and then to 44,749 by
1911.

However, this process was not particularly democratic and as noted by Velasco
(2016: 64): “the displacement of indigenous peoples from their land to make place
for the arrival of European settlers and the uneven allocation of land in the hands
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of corporations like the CPR and the HBC also created the conditions for unequal
distribution of wealth in Canada and western Canada particularly.” At the same time,
it has also been noted that the Canadian west in particular experienced boom and bust
economic cycles as a result of settlement and resource development and the initially
more dispersed land holding patterns of the farm economy of western Canada was
also associated with greater wealth equality (Di Matteo, 2012).

The displacement of indigenous peoples during the process of western settlement
has some implications for both crime and inequality in the west given that the popula-
tion share in western Canada of indigenous origin is much higher than eastern Canada.
In 2016, there were 1,673,785 Aboriginal people in Canada, accounting for 4.9% of
the total population of whom half lived in western Canada (BC, AB, SK and MB),
whereas those same provinces only accounted for one-third of the non-Indigenous
population (Statistics Canada, 2017).

In 2015, Indigenous people accounted for 25% of homicide victims, at a rate which
was about seven times that of non-Indigenous people (8.77 victims per 100,000 pop-
ulation vs. 1.31). The homicide rate of Indigenous male victims was about seven
times that of non-Indigenous males (12.85 vs. 1.87). The homicide rate of Indigenous
female victims was six times that of non-Indigenous females (4.8 vs. 0.77) (Canada,
Department of Justice, 2017). As well, indigenous peoples have historically experi-
enced lower incomes and higher rates of poverty. Among Indigenous people living in
an urban area, about half lived in rented dwellings, compared with 29% of the non-
Indigenous population and of those renting in 2016, one in five lived in subsidized
housing (Anderson, 2019).

Table 3 presents results for the province data across these two provincial groupings.
The coefficient estimates on the income inequality variables (Gini coefficients and ratio
top 1 to bottom 50) are positive but are statistically insignificant across groupings and
specifications. Although these estimated coefficients are above 2 for the non-western
provinces, the results show that a consistent province-level relationship between eco-
nomic inequality and homicides breaks down once these regional effects are taken onto
account. Meanwhile, Table 4 provides estimates for CMAs based on western and non-
western province groupings. For western province CMAs, the estimated coefficient
for the ratio of the top 1 to bottom 50 inequality variables is negative and statistically
significant across all specifications and both tables, while the estimated coefficient on
the Gini coefficient is negative and statistically significant in one specification. For the
non-western province CMAs, both inequality variables have positive but statistically
insignificant estimated coefficients.

These results provide further evidence that results can differ based on combinations
of data and levels of aggregation. In explaining these differences, one possible expla-
nation is that there is in fact no consistent positive relationship between inequality and
homicide rates. Themain reason for unsupportive findings advanced byWilkinson and
Pickett (2006) in the case of the relationship between population health and inequality
does not apply here. Whether at the provincial or CMA level, the units used have
sufficiently large populations such that we are confident sufficient social and income
diversity is present (Table 4).
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Table 3 Provincial homicide rate regressions

Western provinces Non-western provinces

Ln(1 +
Hom_ratei,t-1)

0.153* 0.165* 0.152* 0.067 0.068 0.062

(0.087) (0.087) (0.087) (0.073) (0.073) (0.074)

Ratio top 1 to 0.012 0.015 0.002 0.011

Bottom 50prov,t (0.011) (0.010) (0.015) (0.013)

Giniprov,t 0.652 1.299 2.105 2.222

(1.342) (1.234) (2.003) (1.618)

Median
Incomeprov,t

− 0.039 − 0.031 − 0.040 − 0.029 − 0.027 − 0.020

(0.049) (0.049) (0.049) (0.061) (0.059) (0.061)

Unemployment 0.021 0.015 0.023 −
0.051***

−
0.051***

−
0.051***

Rateprov,t (0.016) (0.016) (0.016) (0.015) (0.015) (0.015)

Employment −
0.002***

−
0.001***

−
0.002***

− 0.000 − 0.000 − 0.000

Levelprov,t (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Emp rateprov,t 0.010 0.009 0.012 −
0.032***

−
0.033***

−
0.034***

(0.011) (0.011) (0.010) (0.011) (0.011) (0.011)

LOINC
portionprov,t

0.000 − 0.003 0.003 − 0.009 − 0.009 − 0.002

(0.012) (0.012) (0.010) (0.014) (0.014) (0.013)

MinWageprov,t 0.019 0.006 0.021 0.025 0.024 0.023

(0.027) (0.025) (0.027) (0.035) (0.034) (0.036)

Frac 15–24
maleprov,t

6.014 7.532* 5.793 − 8.876* − 8.814* −
11.289**

(4.625) (4.479) (4.616) (5.239) (5.202) (4.744)

NewImm Per 27.769*** 27.151*** 27.760*** 5.051 4.971 4.431

100,000prov,t (6.073) (6.100) (6.090) (7.546) (7.503) (7.578)

Police Per 0.002 0.001 0.002 0.005*** 0.005*** 0.006***

100,000prov,t (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

N 128 128 128 192 192 192

Sargan p value 0.084 0.103 0.099 0.218 0.234 0.260

AR(1) p value 0.000 0.000 0.000 0.000 0.000 0.000

AR(2) p value 0.414 0.436 0.411 0.095 0.093 0.104

Dependent variable: Ln(1 + homicide rateprov,t)
Standard errors are in parenthesis with *, ** and *** indicating 10 percent, 5 percent and 1 percent levels
of significance, respectively. Median income and employment level are in thousands. Standard errors are
corrected for heteroscedasticity and autocorrelation. Regressions also include a time trend and regional
dummy variables
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Table 4 CMA Homicide rate regressions by regions

Western provinces Non-western provinces

Ln(1 +
Hom_ratei,t−1)

0.130 0.320** 0.130 0.150** 0.151** 0.150**

(0.103) (0.138) (0.106) (0.072) (0.072) (0.073)

Ratio top 1 to − 0.027*** − 0.028*** 0.006 0.007

Bottom 50cma,t (0.006) (0.006) (0.007) (0.007)

Giniprov,t − 1.046 − 2.602** 1.793 2.219

(1.300) (1.065) (1.928) (1.943)

Median
incomecma,t

0.115 − 0.028 0.080 0.234** 0.235** 0.250**

(0.162) (0.203) (0.173) (0.115) (0.116) (0.123)

Unemployment 0.011 0.006 0.010 − 0.045* − 0.045* − 0.044*

Ratecma,t (0.029) (0.027) (0.030) (0.024) (0.024) (0.024)

Employment 0.003*** − 0.001 0.003*** − 0.000 − 0.000 − 0.000

Levelcma,t (0.001) (0.001) (0.001) (0.001) (0.000) (0.001)

Emp ratecma,t 0.043*** 0.037** 0.044*** − 0.014 − 0.013 − 0.015

(0.014) (0.018) (0.014) (0.014) (0.015) (0.014)

LOINC
portioncma,t

0.042*** 0.040 0.040*** 0.019 0.023 0.019

(0.014) (0.027) (0.015) (0.018) (0.019) (0.018)

MinWageprov,t 0.060* 0.069*** 0.058* 0.038 0.034 0.041

(0.033) (0.019) (0.034) (0.058) (0.059) (0.058)

Frac 15–24
maleprov,t

36.749*** 22.675** 35.547*** 6.685 7.150 9.990

(6.740) (11.107) (6.664) (8.812) (8.672) (9.223)

NewImm Per 15.102** 7.846 15.015** − 0.282 − 0.884 3.616

100,000prov,t (5.871) (7.783) (5.832) (11.925) (11.958) (10.908)

100,000cma,t (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

N 125 125 125 332 332 332

Sargan p value 0.221 0.270 0.244 0.542 0.555 0.559

AR(1) p value 0.021 0.020 0.020 0.002 0.002 0.002

AR(2) p value 0.484 0.693 0.509 0.281 0.272 0.291

Dependent variable: Ln(1 + homicide ratecma,t)
Standard errors are in parenthesis with *, ** and *** indicating 10 percent, 5 percent and 1 percent levels
of significance, respectively. Median income and employment level are in thousands. Standard errors are
corrected for heteroscedasticity and autocorrelation. Regressions also include a time trend and regional
dummy variables
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5.2 Other crime rate measures

Homicides tend to be a small portion of both the overall crime rate and violent crime
rate. Further, the previous literature, both theoretical and empirical, suggests a link
between economic inequality and overall criminal activity. This link occurs if criminal
activity is at least partially about capturing resources as often surmised in the literature.
Capturing resources is certainly likely to be a stronger motivation for violent crimes
like robbery and non-violent crimes like theft. To further investigate the impact of
inequality on criminal activity, we replace the homicide rate with total crime rate,
violent crime rate and property crime rate. The total crime rate is defined as all criminal
code violations (excluding traffic) per 100,000 persons. Violent crime rate is total
violent criminal code violations per 100,000 persons. Finally, property crime rate is
total property crime violations per 100,000 persons. Violent crime violations include
homicides, assaults, sexual assaults, robberies, abduction and criminal harassment.
Property crime violations include breaking and entering, possession of stolen property
theft, fraud and arson.38

For these alternative measures of crime rates, Table 5 presents the provincial results
and Table 6 presents the CMA results. Overall, the estimates indicate that there is more
persistence in these crime rate measures when compared to previous estimates looking
at the homicide rates. Across both sets of results, the coefficient estimates of the lagged
crime rate range from 0.847 to 0.905 in Table 5 and from 0.893 to 0.930 in Table 6.
These estimates suggest a high level of persistence with slightly more persistence in
CMAs. This persistence at the local level makes sense given that there can be local
factors and conditions affecting crime in a particular city or city-regional area that
might not affect crime rates in other urban areas.

When looking at the inequality measures, the coefficients are typically negative for
both the provincial and CMA results. However, these coefficients are always statisti-
cally insignificant for the provincial results in Table 5. Thus, the positive relationship
between crime and economic inequality at the provincial level occurs when using the
homicide rate as the measure of criminal activity but disappears when using more
broad measures of criminal activity. In the CMA results in Table 6, the estimated coef-
ficient on the ratio top 1 percent to bottom 50 percent variable is always statistically
significant, while the coefficients on the Gini variable are statistically insignificant.
For CMAs, economic inequality and criminal activity appear to have a negative rela-
tionship regardless of how broadly or narrowly defined the criminal activity measure.

6 Concluding discussion

A substantial national- and international-level literature has documented a relation-
ship between greater economic inequality and higher homicide rates. Using Canadian
provincial- and CMA-level pooled time-series cross-sectional data, we are only occa-
sionally able tofind apositive correlationbetween inequality andhomicide rates.While
we find a province-level relationship between greater economic inequality and higher

38 See Statistics Canada Table 35-10-0177-01 for a complete list.
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Table 5 System GMM provincial dynamic panel regressions crime rate

Total crime rate Violent crime rate Property crime rate

Ln(1 + Crime_ratei,t−1) 0.905*** 0.847*** 0.889***

(0.032) (0.032) (0.035)

Ratio top 1 to − 0.002 − 0.002 − 0.003

Bottom 50prov,t (0.003) (0.003) (0.004)

Giniprov,t − 0.113 0.109 − 0.334

(0.405) (0.406) (0.498)

Median incomeprov,t 0.012 0.034** 0.010

(0.016) (0.016) (0.020)

Unemployment 0.005 − 0.011*** 0.008*

Rateprov,t (0.004) (0.004) (0.005)

Employment − 0.000 − 0.000*** − 0.000

Levelprov,t (0.000) (0.000) (0.000)

Emp rateprov,t 0.004 − 0.005* 0.005

(0.003) (0.003) (0.004)

LOINC portionprov,t 0.005 0.004 0.003

(0.003) (0.003) (0.004)

MinWageprov,t 0.002 0.008 0.001

(0.007) (0.007) (0.009)

Percentage adult − 2.999* − 1.361 − 2.868

Maleprov,t (1.626) (1.681) (2.028)

NewImm per − 3.670*** − 3.110** − 3.337*

100,000prov,t (1.342) (1.413) (1.731)

Police Per − 0.000 − 0.000 − 0.000

100,000prov,t (0.000) (0.000) (0.000)

N 190 190 190

Sargan p value 0.001 0.000 0.010

AR(1) p value 0.000 0.000 0.000

AR(2) p value 0.064 0.212 0.288

Dependent variable: Ln(1 + Crime rateprov,t)
Standard errors are in parenthesis with *, ** and *** indicating 10 percent, 5 percent and 1 percent levels
of significance, respectively. Median income and employment level are in thousands. Standard errors are
corrected for heteroscedasticity and autocorrelation. Regressions also include a time trend and regional
dummy variables. Years 1998–2017

homicide rates, we also find that a consistent province-level relationship between eco-
nomic inequality and homicides breaks down once regional effects are taken onto
account. Moreover, when broader definitions of crime are used, there is also not a pos-
itive relationship between inequality and crime rates at the provincial level. This result
differs from the conclusions reached by Daly et al. (2001) and is partly a function of
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Table 6 System GMM CMA dynamic panel regressions crime rate

Total crime rate Violent crime rate Property crime rate

Ln(1 + Crime_ratei,t−1) 0.930*** 0.911*** 0.893***

(0.023) (0.021) (0.024)

Ratio top 1 to − 0.003*** − 0.003*** − 0.004***

Bottom 50cma,t (0.001) (0.001) (0.001)

Giniprov,t − 0.187 0.429 − 0.405

(0.311) (0.346) (0.423)

Median incomecma,t − 0.008 − 0.010 − 0.006

(0.022) (0.025) (0.022)

Unemployment 0.004** 0.001 0.005*

Ratecma,t (0.002) (0.003) (0.003)

Employment 0.000** 0.000*** 0.000

Levelcma,t (0.000) (0.000) (0.000)

Emp ratecma,t 0.001 0.000 0.002

(0.001) (0.001) (0.001)

LOINC portioncma,t − 0.000 − 0.002 0.001

(0.003) (0.003) (0.003)

MinWageprov,t − 0.010 − 0.012 − 0.006

(0.006) (0.009) (0.007)

Frac adult maleprov,t − 1.809 − 1.917 − 1.132

(1.493) (1.684) (1.776)

NewImm Per 0.242 − 0.746 0.918

100,000prov,t (2.025) (2.502) (2.321)

100,000cma,t (0.000) (0.000) (0.000)

N 439 439 439

Sargan p value 0.010 0.231 0.013

AR(1) p value 0.000 0.000 0.000

AR(2) p value 0.461 0.501 0.635

Dependent variable: Ln(1 + crime ratecma,t)
Standard errors are in parenthesis with *, ** and *** indicating 10 percent, 5 percent and 1 percent levels
of significance, respectively. Median income and employment level are in thousands. Standard errors are
corrected for heteroscedasticity and autocorrelation. Regressions also include a time trend and regional
dummy variables. Years 1998–2017

a longer period of time-series data available to us as well as of aspects of the regres-
sion specification including a much broader range of variables used as confounding
factors. The substantially higher homicide rates in western Canada need to be taken
into account via regional fixed effects. The implication for policy making may be that
the relationship between homicide rates and inequality may be better considered at
the local rather than provincial level.
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The results forCanadianCMAsgenerate a different story.Usingdata fromCanadian
CMAs over the period 2000 to 2017 allows for newer and a substantially larger number
of observations thanpreviousCanadian studies and also controls formany confounding
factors.We find a statistically significant negative relationship between homicide rates
and income inequality for CMAs in Canada when all the CMAs are combined or when
they are broken up into regional units. Furthermore, this result is robust when we also
consider the impact of potential econometric issues such as unobserved specific factors,
reverse causality or persistence effects. The contrasting results for the provincial and
CMA analyses suggest the importance of aggregation issues and the possibility of the
Yule–Simpson paradox being at work in the data here.

We thus conclude that much of the literature that has been finding a relationship
between greater economic inequality and homicide rates needs to be re-examined
within a longer time framework making note of subregional data and regional
groupings. Analysis not accounting for these factors is likely to contain estimated cor-
relations that are spurious and calls into question causal explanations linking greater
inequality to greater amounts of crime and homicides. Strong empirical support for
theory linking economic inequality as a causative factor in homicides or crime requires
consistent results across data sets and different levels of data aggregation. The absence
of consistent results suggests there is a need for new theoretical work to explain such
differences. At minimum, there may need to be more effort expended on rethinking
the causal process as to how inequality and poverty affect crime.
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Table 7 Canadian CMAs and
coverage years City Number Coverage years

Calgary 18 2000–2017

Edmonton 18 2000–2017

Greater Sudbury 18 2000–2017

Halifax 18 2000–2017

Hamilton 18 2000–2017

Kitchener–Waterloo–Cambridge 18 2000–2017

London 18 2000–2017

Montreal 18 2000–2017

Oshawa 18 2000–2017

Ottawa–Gatineau(Ont) 18 2000–2017

Ottawa–Gatineau(Que) 16 2002–2017

Quebec City 14 2003–2016

Regina 18 2000–2017

Saguenay 16 2002–2017

Saint John 18 2000–2017

Saskatoon 18 2000–2017

Sherebrooke 18 2000–2017

St. Catharines–Niagara 18 2000–2017

St. John’s 18 2000–2017

Thunder Bay 18 2000–2017

Toronto 18 2000–2017

Trois-Rivieres 16 2002–2017

Vancouver 18 2000–2017

Victoria 17 2000–2016

Windsor 18 2000–2017

Winnipeg 18 2000–2017

Total observations 457

Average observations per CMA 17.58
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Table 8 Provincial dynamic panel regressions homicide rate

Sys-GMM FE LSDVC SPJ IVD-1

Ln(1 + Hom_ratei,t−1) 0.30*** 0.08 0.12** 0.08 0.45

(0.06) (0.06) (0.06) (0.06) (0.67)

Ratio top 1 to 0.02*** − 0.00 − 0.00 − 0.00 − 0.02

Bottom 50prov,t (0.00) (0.01) (0.01) (0.01) (0.07)

Giniprov,t 4.07** 4.28*** 4.20** 4.28*** 0.07

(1.70) (1.40) (1.63) (1.39) (9.05)

Median incomeprov,t − 0.01 0.05 0.05 0.05 0.10

(0.04) (0.05) (0.06) (0.05) (0.26)

Unemployment − 0.02* 0.02 0.02 0.02 − 0.01

Rateprov,t (0.01) (0.02) (0.02) (0.02) (0.16)

Employment − 0.00*** − 0.00** − 0.00* − 0.00** 0.00

Levelprov,t (0.00) (0.00) (0.00) (0.00) (0.00)

Emp rateprov,t − 0.00 − 0.01 − 0.01 − 0.01 − 0.01

(0.01) (0.01) (0.02) (0.01) (0.11)

LOINC portionprov,t − 0.01 − 0.01 − 0.01 − 0.01 0.01

(0.01) (0.01) (0.01) (0.01) (0.03)

MinWageprov,t 0.04 − 0.00 − 0.00 − 0.00 0.01

(0.03) (0.03) (0.03) (0.03) (0.08)

Percentage adult 1.76 4.48 4.21 4.48 0.00

Maleprov,t (3.27) (3.40) (4.19) (3.38) (.)

NewImm Per 16.20* 8.10 7.38 8.10 0.00

100,000prov,t (9.36) (6.18) (7.86) (6.13) (.)

Police Per 0.01*** 0.00 0.00 0.00 − 0.01

100,000prov,t (0.00) (0.00) (0.00) (0.00) (0.02)

N 320 320 320 320 320

Standard errors are in parenthesis with *, ** and *** indicating 10 percent, 5 percent and 1 percent levels
of significance, respectively. IVD includes two lags of exogenous variables as instruments and allows up to
a maximum of four factors. The number of factors in X equals 1, and the number of factors in U equals 3.
The standard error for the LSDVC is bootstrapped

pt
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Table 9 CMA dynamic panel regressions homicide rate

Sys-GMM FE LSDVC SPJ IVD

Ln(1 + Hom_ratei,t−1) 0.26*** 0.03 0.09* 0.02 0.32**

(0.06) (0.05) (0.05) (0.05) (0.16)

Ratio top 1 to − 0.00 0.01 0.01 0.00 0.05

Bottom 50cma,t (0.00) (0.01) (0.01) (0.01) (0.05)

Giniprov,t − 2.17 1.90 2.00 1.47 − 3.64

(1.72) (2.14) (2.09) (2.11) (4.72)

Median incomecma,t 0.06 − 0.02 − 0.03 0.21 − 0.55

(0.08) (0.13) (0.14) (0.21) (0.36)

Unemployment − 0.02 − 0.01 − 0.01 − 0.02 − 0.00

Ratecma,t (0.02) (0.02) (0.02) (0.02) (0.01)

Employment − 0.00 − 0.00 − 0.00 − 0.00 − 0.01

Levelcma,t (0.00) (0.00) (0.00) (0.00) (0.01)

Emp ratecma,t 0.02 − 0.01 − 0.01 − 0.01 0.01

(0.01) (0.01) (0.01) (0.01) (0.01)

LOINC portioncma,t 0.03** − 0.03 − 0.03 − 0.00 − 0.03

(0.01) (0.02) (0.02) (0.03) (0.03)

MinWageprov,t 0.01 0.04 0.04 0.06* − 0.05

(0.03) (0.03) (0.04) (0.04) (0.05)

Frac adult maleprov,t 28.82*** 18.90* 17.17 19.14* 5.93

(7.12) (10.69) (11.05) (10.41) (26.68)

NewImm Per 11.16 10.59 9.25 5.62 24.89

100,000prov,t (7.04) (10.00) (12.19) (10.39) (18.00)

Police Per 0.00** − 0.00 − 0.00 − 0.00 − 0.01

100,000cma,t (0.00) (0.00) (0.00) (0.00) (0.01)

N 457 457 457 457 413

Dependent variable: Ln(1 + homicide ratecma,t)
Standard errors are in parenthesis with *, ** and *** indicating 10 percent, 5 percent and 1 percent levels
of significance, respectively. IVD includes two lags of exogenous variables as instruments and allows up to
a maximum of four factors. The number of factors in X equals 1, and the number of factors in U equals 1.
The standard error for the LSDVC is bootstrapped
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