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Preface

Dilute Nitride Semiconductors have been of great research interest since their
development in the 1990s, both because of their unique physical properties and
potential device applications. The substitution of small amounts of nitrogen
atoms with group V elements in conventional III–V semiconductors such as
GaAs or GaP strongly affects their electronic structure and allows one to tailor
the band structure of the III–V semiconductors, leading to the development of
novel optoelectronic devices such as light emitting diodes, edge emitting lasers,
vertical cavity surface-emitting lasers, vertical external cavity surface-emitting
lasers, semiconductor saturable absorber mirror structures, solar cells, semi-
conductor optical amplifiers, photodetectors, and modulators. Furthermore,
dilute nitrides promise for developing novel optoelectronic integrated circuits,
combining Si-based electronics with III–N–V compound semiconductor-based
optoelectronics in a single chip.

In this book, leading research groups working on dilute nitrides cover
growth, theory, characterization, and device applications of dilute nitrides
semiconductors. Thanks to the developments in the growth techniques such
as molecular beam epitaxy (MBE), metalorganic chemical vapour deposition
(MOCVD), and chemical beam epitaxy (CBE), dilute nitrides could be grown
with concentrations up to a few per cent of nitrogen into GaAs and GaP. In
Chap. 1, Yu et al. review the synthesis of group III–V dilute nitrides by a highly
non-equilibrium method – the combination of ion implantation, pulsed-laser
melting, and rapid thermal annealing as an alternative growth technique –
and investigate their structural, optical, and electrical properties in detail. In
Chap. 2, Miguel-Sánchez et al. present the understanding of nitrogen rf plas-
mas in MBE process, and the effect of the ions in the chamber during growth
on the optical properties of GaInNAs QWs. They use a novel in situ plasma
characterization method, consisting in the use of a Bayard-Alpert gauge as a
modified Langmuir probe for detecting the presence of plasma ions impinging
onto the surface of the sample.
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Several theoretical approaches have been used to describe the electronic
band structure of nitrogen-containing III–V compounds. In Chap. 3,
Walukiewizc et al. explain the band structure of dilute nitride semiconductors
by the band anticrossing model (BAC) and compare the experimental data
with predictions of the model. BAC model is based on an anticrossing inter-
action with a nearby localized level introduced by the highly electronegative
impurity species which restructures the conduction band of a host semicon-
ductor resulting in a splitting conduction band and a reduced fundamental
bandgap. On the other hand, in Chap. 4, Gorczyca et al. analyse the electronic
band structure of GaNAs by ab initio calculations in a supercell geome-
try using two different approaches based on the local density approximation
(LDA) to the density functional theory and use the Perdew–Zunger param-
eterization of the Ceperley–Alder exchange correlation. The first approach
is the plane wave method based on ab initio pseudopotentials and quantum
molecular dynamics, and the second approach is the linear-muffin-tin-orbital
method (LMTO). They analyse the dependence of the electronic band struc-
ture on chemical composition and hydrostatic pressure and optical properties
of the alloys, and discuss the electron effective mass and its composition and
pressure dependence. In Chap. 5, Skierbiszewski reviews the systematic study
of the basic properties concerning giant non-parabolicity of conduction band
and electron effective mass as a function of the Fermi energy, alloy com-
position and pressure, interband optical transitions, dielectric function, and
effective g*-factor of GaInNAs alloy. Knowledge of conduction band offset and
electron effective mass is of great significance for a full exploration and opti-
mization of dilute nitride material system for device applications. Misiewicz
et al. investigate these parameters by using electromodulation spectroscopy in
Chap. 6. Because this technique sheds light on the optical transitions related
to the ground and excited states, the analysis of interband transitions together
with theoretical calculations makes it possible to determine the energy level
structure including the bandgap discontinuity at quantum interfaces.

Although the addition of small fractions of nitrogen to III–V compound
results in a significant reduction of the bandgap, opening up the potential
for a range of electronic and optoelectronic applications also causes deteriora-
tion at optical and structural quality of the material. In Chap. 7, Mazzucato
and Potter give an overview of how the incorporation of nitrogen into dilute
nitrides affects carrier dynamics, and discuss about the experimental evidence
for exciton trapping presented in the scientific literature, such as the so-called
S-shape temperature dependence of photoluminescence emission, lineshapes,
and radiative decay rates. They also review the various mechanisms that have
been put forward to account for the exciton trapping and discuss how/if these
can be overcome. The successful performance of dilute nitride-based devices
depends on the ability to grow high quality single crystalline epitaxial layers.
One of the key parameters affecting quality is growth temperature, and there-
fore a better understanding of the behaviour of the system and, in particular,
of the composition of the alloy with the growth temperature is needed to
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optimize the performance of the GaInNAs optoelectronic devices. In Chap. 8,
Herrera et al. address the effect of the growth temperature on the composi-
tion fluctuations of GaInNAs structures by transmission electron microscopy
(TEM) in diffraction contrast mode and also approach the phase separation
problem in GaInNAs theoretically.

In Chap. 9, Talwar provides an overview of the experimental and theoreti-
cal status about the dynamical behaviours of N species in III–As–N alloys and
reports results of a comprehensive Green’s function analyses of both infrared
absorption and Raman scattering experiments on localized vibrational modes
to assess the local chemical bonding of N in dilute III–As–N ternary and
quaternary alloys.

The presence of nitrogen into III–V materials is known to cause a large
drop in the electron mobility. In addition to the scattering from nitrogen sites
and clusters, the conduction band becomes highly non-parabolic, which fur-
ther affects the transport properties. In Chap. 10, Vaughan and Ridley explain
the effect of this non-parabolicity on the mobility by using an extension to
the ladder method for solving Boltzmann’s transport equation. An overview
of the electron spin properties in dilute nitride III–V semiconductors is given
in Chap. 11 by Marie et al. They present optical orientation experiments in
GaNAs epilayers and GaInAsN quantum wells, which show that a strong
electron spin polarization can persist at room temperature and dilute nitride
materials could be used as efficient spin filters.

More recently, dilute nitride family has grown up with novel N-containing
materials besides widely conventional GaNAs and GaInNAs material systems.
One of the newest members of this family is GaInNP, which has recently
been suggested as a promising material for GaInP/GaAs-based heterojunc-
tion bipolar transistors with a reduced offset and knee voltages. Buyanova
and Chen review modelling of electronic structure of GaInNP with the effects
of nitrogen on band alignment at the GaInNP/GaAs interface and origin
of radiative recombination in the alloys in Chap. 12. On the other hand,
in Chap. 13, Kunert et al. present GaP-based GaNAsP material system and
reveal that this novel material system has a direct band structure and can be
grown without the formation of extended defects on GaP and hence on silicon
substrates. They prove that these materials are suitable for the intended laser
application on GaP and on Si substrates in the future. In Chap. 14, Güngerich
et al. compare the electronic structure of GaNAs and GaNP alloys showing
the differences between GaNxAs1−x and GaNxP1−x due to the different align-
ment of the N localized states relative to the conduction band minimum in the
two alloys, as well as the different characters of their fundamental bandgaps.

In this book, several device applications including solar cell, quantum well
laser, optoelectronic integrated circuits (OEIC), vertical cavity semiconduc-
tor optical amplifier, photodetector, modulator, and avalanche photodiode
are also presented. Concerning solar cell applications, GaInNAs is a poten-
tial material having the required 1 eV bandgap for a multijunction solar cell
and can be grown lattice matched to GaAs/Ge substrates. Several intrinsic
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characteristics of the GaInNAs, which might influence carrier transport and
hence device applications, are presented in Chap. 15 by Volz et al. The chap-
ter addresses several important topics in the framework of carrier transport in
dilute nitride films. In Chap. 16, a very promising example of OEIC is given
by Yonezu. The chapter reviews the growth of a structural-defect-free GaPN
layer on an Si substrate by MBE. This OEIC is constructed with LEDs and
Si MOSFETs, which are monolithically merged in a single chip with an Si
layer and an InGaPN/GaPN double heterostructure layer lattice-matched to
Si substrate, and light emission from the LED is modulated by switching the
MOSFET.

In Chapter 17 by Alexandropoulos et al. provides design rules for GaInNAs
lasers in terms of laser parameters such as material gain, differential gain, dif-
ferential refractive index, linewidth enhancement factor and investigates basic
properties of GaInNAs-based semiconductor optical amplifiers. The chapter
reveals that GaInNAs is a viable candidate for the near future telecom opto-
electronics. Tansu and Mawst present the physics and device characteristics of
high-performance strain-compensated MOCVD grown 1,200nm GaInAs and
1,300–1,400nm GaInNAs quantum well lasers and discuss approaches based
on dilute nitride quantum wells to extend the emission wavelength up to
1,550nm on GaAs substrate in Chap. 18. Current state-of-the-art GaInAsSbN
quantum well lasers emitting in the 1,550nm regime can only be realized
by MBE due to the ease and efficient incorporation of Sb species into the
GaInNAs material system. The pursuit of GaInAsSbN materials systems by
MOCVD deposition is still immature due to the challenges in incorporating
Sb- and dilute N species into GaInAs material simultaneously under opti-
mum growth conditions. However, in Chap. 19, Arif and Tansu present a novel
approach to realize GaInAsSbN quantum well, which allows one to circumvent
the challenges present in the MOCVD epitaxy of this quinary material system
and shows that combination of MOCVD and interdiffusion approach should
allow realization of GaInAsSbN quantum well with emission wavelength up
to 1,550nm regime without having to grow the mixed SbN-based quinary
compound directly by MOCVD.

The performance of 1,300nm GaInNAs-based vertical-cavity semiconduc-
tor optical amplifiers (VCSOAs) under both continuous-wave and dynamic
excitation is presented in Chap. 20, Calvez and Laurand. It has been demon-
strated that monolithically grown GaInNAs-based devices can reach up 19dB
of on-chip gain with noise figures as low as 4 dB and that these devices
are suitable for single channel amplification of 10Gb s−1 data streams. Cur-
rent material and device progress towards operation at 1,550nm is also
summarized.

The application of the GaInNAsSb compound to the design and fabrication
of photodetector and modulator devices for telecommunications is reviewed
in Chap. 21 by Héroux and Wang. They present an overview of experimen-
tal results on p–i–n resonant cavity-enhanced photodetectors, heterojunction
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phototransistors, avalanche photodiodes and quantum-confined Stark effect
modulators.

This book brings leading scientist in the field as co-authors and reviews
recent research and development of the dilute nitride semiconductors. This
book is a resource for post graduate students and researchers, providing a
detailed overview and current knowledge of dilute nitrides and also a reference
book owing to very extensive references at the end of each chapter.

I wish to express my gratitude to all the authors who collaborated with
me on this project for their invaluable contributions; it was a great pleasure
working with these eminent scientists. This book would not have seen the
light of day without their efforts.

I am grateful to Prof. Naci Balkan for his encouragement in the task of
editing this book. I will remain indebted to him for his continuous support
and invaluable contributions to my scientific life; his presence and place in my
life are very important. Special thanks to him for everything.

Thanks to Prof. Çetin Arıkan for his continuous guidance, advice, and
trust during my scientific life. I must also thank him for supporting me in all
stages of my life. His encouragement and enthusiasm during this project was
very helpful to me.

Istanbul, Ayşe Erol
November 2007
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INSA 135 avenue de Rangueil
31077 Toulouse, France
amand@insa-toulouse.fr

Ronald A. Arif
Center for Optical Technologies
Department of Electrical and
Computer Engineering
Lehigh University
7 Asa Drive, Bethlehem
PA 18015, USA
Raa4@Lehigh.Edu

Carsten Baur
Fraunhofer Institute for Solar
Energy Systems
79110 Freiburg, Germany
carsten.baur@ise.fraunhofer.de



XXII Contributors

Jeffrey W. Beeman
Materials Sciences Division
Lawrence Berkeley National
Laboratory
Berkeley, CA 94720, USA
JWBeeman@lbl.gov

Andreas W. Bett
Fraunhofer Institute for Solar
Energy Systems
79110 Freiburg, Germany
andreas.bett@ise.fhg.de

Piotr Boguslawski
Institute of Physics
Polish Academy of Sciences
al. Lotnikow 6/42
02-668 Warsaw, Poland
bogus@ifpan.edu.pl

Irina A. Buyanova
Department of Physics
Chemistry and Biology
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Energetic Beam Synthesis of Dilute Nitrides
and Related Alloys

K.M. Yu, M.A. Scarpulla, W. Shan, J. Wu, J.W. Beeman, J. Jasinski,
Z. Liliental-Weber, O.D. Dubon, and W. Walukiewicz

Group III–V dilute nitrides, III-Nx–V1−x (with x up to 0.10) have exhib-
ited many unusual properties as compared to conventional semiconductor
alloys. Here we review studies on the synthesis of group III–V dilute nitrides
by a highly nonequilibrium method: the combination of ion implantation,
pulsed-laser melting (PLM), and rapid thermal annealing (RTA). Using this
method, the formation of a wide variety of III-Nx–V1−x alloys including
GaNxAs1−x , InNxP1−x , AlyGa1−y

NxAs1−x , and GaNxAs1−x−yPy has been
synthesized and their optical properties investigated. In particular, ion implan-
tation followed by PLM has been successful in forming thermally stable thin
films of GaNxAs1−x with x as high as 0.016 and structural and optical proper-
ties comparable to films grown by epitaxial deposition techniques with similar
substitutional N content. Using the implantation, PLM technique group II–
VI dilute oxide (II–O–VI) semiconductors, a direct analogue of the III–V
diluted nitrides, have also been formed. In Zn1−xMnxTe, where the O level
lies below the conduction band edge, it was demonstrated that incorporation
of a small amount of oxygen leads to the formation of a narrow, oxygen-derived
band of extended states located well below the conduction band edge of the
ZnMnTe matrix. The three absorption edges of this material (∼0.73, 1.83,
and 2.56 eV) cover the entire solar spectrum providing a material envisioned
for the multiband, single junction, high-efficiency photovoltaic devices.

1.1 Introduction

Recently a novel class of compound semiconductors – the highly mismatched
alloys (HMAs), whose fundamental properties are dramatically modified
through the substitution of a relatively small fraction of host atoms with
a very different element, has attracted much attention. Among these HMAs
are dilute III–V nitrides, notably GaNxAs1−x, which exhibits a reduction of
the band gap by as much as 180meV per N mole fraction, x [1–5]. Compara-
bly large band gap reductions have also been observed in other III-Nx–V1−x
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alloys such as GaInNAs [6, 7], GaNP [8,9], InNP [10], and AlGaNAs [11,12].
The strong dependence of the band gap on the N content has made these
dilute III–V nitrides important materials for a variety of applications, includ-
ing long wavelength optoelectronic devices [13, 14] and high-efficiency hybrid
solar cells [15, 16].

The unusually strong dependence of the fundamental gap on the N con-
tent in the group III–N–V alloys has been the subject of many theoretical
investigations [17–19]. The observation of an additional feature above the fun-
damental gap in the optical spectrum of GaInNAs alloys [1, 20, 21] as well as
the unusual pressure dependence of the band gap and this high-energy transi-
tion led to the development of a band anticrossing (BAC) model (see Chap. 3,
Sect. 1.3). The BAC model takes into account an anticrossing interaction
between localized N states and the extended states of the host semiconduc-
tor matrix. Such interaction splits the conduction band into two subbands,
E− and E+ [1,2,22]. The downward shift of the lower subband (E−) is respon-
sible for the reduction of the fundamental band gap and the optical transition
from the valence band to the upper subband (E+) accounts for the high
energy edge. The model has been successfully used to quantitatively describe
the dependencies of the upper and lower subband energies on hydrostatic pres-
sure and on N content of Ga1−yInyNxAs1−x

, Ga1−yAlyNxAs1−x
, InNxP1−x ,

and GaNxP1−x alloys [1, 11, 12, 23–25]). In the BAC model, the dispersion
relations for E+ and E− conduction subbands of GaNxAs1−x are given by:

E±(k) =
1

2

[

EN + EM(k) ±
√

(EN − EM(k))
2

+ 4C2
NMx

]

, (1.1)

where EN is the energy of the N level, EM(k) is the dispersion relation for
the host semiconductor matrix, and CNM is the matrix element describing
the coupling between N states and the extended states. For GaNxAs1−x , the
downward shift of the lower subband E− can account well for the reduc-
tion of the fundamental band gap using a value of EN = 1.65 eV above the
valence band maximum derived from photoluminescence (PL) measurements
in N-doped GaAs [26] and CNM = 2.7 eV from fitting data on the variation
of the band gap with N content [1, 22, 27]. Recently, the BAC model has
been extended to describe the electronic structure of other HMAs including
ZnSxSe1−x , ZnSxTe1−x , ZnSexTe1−x [2, 28, 29] and the dilute II–VI oxides
(e.g., ZnOxTe1−x ) [30–32].

The BAC model not only explains the band gap reduction in III-Nx–V1−x

alloys but it also predicts that the N-induced modifications of the conduction
band may have profound effects on the transport properties of this material
system [27]. In particular, the downward shift of the conduction band edge
and the enhancement of the density of state effective mass in GaInNAs [33]
may lead to much enhanced maximum electron concentration nmax. Recent
experiments have confirmed such prediction and showed that the modified
conduction band in GaNxAs1−x enables a large enhancement in the maximum
achievable free electron concentration nmax as compared to GaAs [34, 35].
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The dilute nitrides (and HMAs in general) are materials of extreme com-
positions that extend far beyond the thermodynamically allowed solubility
and exist at the limit of kinetic stability. Thus, the epitaxial growth of dilute
nitrides is still a formidable task even when using the most advanced nonequi-
librium deposition processes such as molecular beam epitaxy (MBE). Here we
review our work on the synthesis of a variety of HMAs (see Chap. 3), namely
dilute III–V nitrides and the analogous dilute II–VI oxides by ion implanta-
tion followed by either RTA (conventional ion beam synthesis (IBS)) or PLM
techniques. In the following, we will first briefly review the synthesis of dilute
nitrides using conventional IBS method. A detailed review of the synthesis of
dilute nitrides using ion implantation and PLM (II-PLM) will follow a brief
description of the PLM process. Recent development on the application of
II-PLM for the synthesis of other HMAs – the dilute II–VI oxides, which are
analogous to the dilute III–V nitrides, will also be described. Finally, results
on the formation of a new multiband quaternary III–V nitride, the GaNAsP
will be presented.

1.2 Ion Beam Synthesis of Dilute Nitrides

Dilute nitride thin films were typically grown by either metal organic vapor
phase epitaxy (MOCVD) with dimethylhydrazine as nitrogen source or gas-
source molecular beam epitaxy (GSMBE) using a RF plasma nitrogen radical
beam source [3,4]. Alternative synthesis methods have also been investigated.
For example, Hung et al. [36, 37] attempted to synthesize GaNxAs1−x using
pulsed-laser ablation (PLD) of GaAs in NH3 atmosphere and laser nitridation
of GaAs. In this context, because only a small amount of N (<1%) can lead
to a large reduction in the energy band gap of III-Nx-V1−x materials, conven-
tional IBS – ion implantation followed by thermal annealing is an attractive
alternative approach to synthesize these alloys. Several attempts have been
reported on the formation of thin film as well as nanostructure of diluted III–
N–V alloys using the IBS technique [12,25,38–41]. The fundamental band gap
energy for the ion beam synthesized thin films of GaNxAs1−x , InNxP1−x , and
AlyGa1−y

NxAs1−x after N+ implantation into GaAs, InP, and AlyGa1−y
As

was found to decrease with increasing N implantation dose in a manner similar
to that observed in epitaxially grown thin films. In GaNxAs1−x the highest
value of x achieved using conventional IBS technique was 0.006 [38]; this
corresponds to an N activation efficiency of only ∼15%. In the course of
optimizing the annealing conditions in these studies, it was also found that,
in GaNxAs1−x formed by IBS, the substitutional NAs is thermally unstable
at temperatures higher than 850◦C and will precipitate to form N-related
voids [42].

In our work on the IBS of dilute nitride, typically multiple energy nitrogen
ions were implanted into bulk GaAs crystals, creating ∼2,000–3,500 Å thick
layers with roughly uniform N atomic concentration. The N dose was varied to
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obtain diluted nitride layers with implanted N concentrations corresponding to
N mole fractions of ximp = 0.005−0.05. RTA was performed on the implanted
samples in a flowing N2 ambient in the temperature range of 560–950◦C for
5–120 s with the sample surface protected by a blank GaAs wafer.

The band gaps of the films were measured using photomodulated
reflectance (PR) at room temperature. The PR experiment utilized radia-
tion from a 300W halogen tungsten lamp that was dispersed by a 0.5m
monochromator. The monochromatized beam focused on the samples as a
probe beam. A chopped HeCd laser beam (λ = 442 or 325 nm) provided the
photomodulation. PR signals were detected by a Si or Ge photodiode using
a phase-sensitive lock-in amplification system. The values of the band gap
and the line width were determined by fitting the PR spectra to the Aspnes
third-derivative functional form [43].

The structural damage of GaAs by N+ implantation was studied by chan-
neling Rutherford back-scattering RBS (c-RBS). Figure 1.1 shows the c-RBS
spectra from unimplanted GaAs and N+-implanted GaAs samples with ximp

in the range of 1–4%. Notice that for the <100> aligned spectra from the
N+-implanted GaAs sample performed at room temperature, the channel-
ing yields do not reach the “random” (nonchanneling) level. This suggests
that the sample is highly damaged yet still crystalline even for the sample
with ximp = 4%. This is consistent with the high dynamic annealing rate of
GaAs at room temperature during implantation [44]. For the samples with
ximp = 1 and 2%, dechanneling (change in slope in the c-RBS spectrum)
is observed in the spectra with no observable direct scattering peak, indi-

Fig. 1.1. Channeling Rutherford back-scattering (c-RBS) spectra from unimplanted
and N+-implanted GaAs samples performed at room temperature with ximp = 1, 2,
and 4% taken in the 〈100〉 axial direction. The 〈100〉 aligned spectra from a LNT
temperature 1.6% N-implanted GaAs sample is also shown
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cating that the majority of the damage present in the top 200 nm layer of
the sample consists of extended crystalline defects [45]. For the sample with
ximp = 4%, a direct scattering peak is observed at ∼150 nm below the surface.
This can be attributed to the presence of either displaced Ga and As atoms
or amorphous regions in the sample. On the other hand, when the implanta-
tion was performed at liquid nitrogen temperature (LNT) dynamic annealing
was suppressed and an amorphous layer is formed. This is illustrated in the
<100> c-RBS spectrum from the LNT N+-implanted sample also shown in
the Fig. 1.1. While the projected range of 80 keV N+-implant (the highest
energy used in this implantation series) in GaAs is ∼160 nm, the amorphous
layer of the LNT sample extends to 400 nm.

Figure 1.2 shows the PR spectra from an unimplanted GaAs and a series of
N+-implanted GaAs samples with ximp ≈ 0.018, 0.02, and 0.036 after RTA at
800◦C for 10 s. The PR spectra shown in Fig. 1.2 exhibit well-resolved spectral
features related to the fundamental band gap transitions. It should be pointed
out that no optical transition is detected without thermal annealing from these
samples. The significant broadening of the features in the implanted samples
can be attributed mainly to the tails in the distribution of N and remaining
damage due to implantation. The reduction of the band gap transition in the
N-implanted GaAs is a direct result of the formation of GaNxAs1−x alloy
layers. The mole fraction of “active” N, xact in these IBS GaNxAs1−x layers
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Fig. 1.2. A series of PR spectra from N+-implanted GaAs with implanted N+ doses
of 1.8%, 2.0%, and 3.6% after 10 s RTA at 800◦C. The inset shows the mole fraction
of N incorporated in the As sublattice calculated from the band gap reduction as
observed by the PR measurements using (1.1)
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can be derived from the observed reduction in band gap ∆E values by using
the BAC model (1.1) and is shown in the inset of Fig. 1.2. An activation
efficiency (xact/ximp) of about 10–15% has been achieved for ximp < 0.036.
The highest xact achieved using this method is ≈0.004 for an implanted N
ximp ≈ 0.036.

Investigation on the effect of RTA temperature on the incorporation of N
in GaAs shows that ∆E decreases as the RTA temperature increases, espe-
cially above 800◦C. In fact, only a negligible band gap reduction (∼10 meV)
was observed when the RTA temperature was raised to above 870◦C, indi-
cating that less than 0.1% of N remained substitutional in the As sublattice.
Secondary ion mass spectroscopy (SIMS) measurements showed that the N
did not diffuse out of the implanted region even after RTA at 900◦C for 20 s.
The results indicate that the substitutional configuration of the NAs in IBS
GaNxAs1−x is thermally unstable.

Transmission electron micrographs (TEM) obtained for N-implanted GaAs
samples after RTA at 800◦C for 10 s are shown in Fig. 1.3. In addition to
typical implantation-induced defects, void-like defects were also present in
the samples. Figure 1.3 shows that the region extending from just below the
surface and continued to a depth of about 0.6–0.7 µm contains a very high
density of small voids, with an average size of about 2–3 nm [42]. Such void-
like defects are not observed in samples implanted with S and are present only
in N-implanted samples. This strongly suggests that these voids are related
to N and are likely formed by the segregation of N during annealing. The
formation of these voids may be the result of the presence of a high-vacancy
concentration in the GaAs samples due to the N implantation. During RTA,

Fig. 1.3. TEM micrographs of GaAs implanted with N after RTA at 800◦C 10 s
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the N atoms have a strong tendency to diffuse via these vacancies and form
strong N–N bonds and eventually become bubbles. Such N bubbles, therefore,
may account for the low N activation efficiency in these samples.

In many III–V semiconductors, coimplantation of a matrix element (e.g.,
Ga in GaAs) to restore the local stoichiometry has been used successfully
to enhance incorporation of electrically active dopants on the opposite lattice
sites [46–48]. Attempts to increase the activation efficiency in the N-implanted
GaAs samples by Ga ion coimplantation were also made. Equal amount of Ga
ions coimplanted with N in GaAs in such a way that their atomic profiles over-
lapped results in a more than a factor of two enhancements in the activation
efficiency. This is apparently due to the creation of a locally nonstoichiometric
(Ga-rich) region with a high concentration of As vacancies available for N sub-
stitution. After RTA at 800◦C for 10 s, with Ga coimplantation, xact ≈ 0.0065
has been achieved (see inset, Fig. 1.2).

Moreover, the NAs in the GaNxAs1−x layers formed by Ga and N coim-
plantation in GaAs are thermally more stable. TEM results on the Ga + N
coimplanted sample show that the voids are larger (with an average diame-
ter of about 5–6nm) but their density is much lower. They are located in a
relatively narrow layer at depths between about 0.1 and 0.4 µm. These two
effects indicate that less N is trapped in the voids and could account for the
measured higher (by a factor of two) N activation and thermal stability in the
Ga + N coimplanted samples.

Similar to the GaNxAs1−x , large band gap reduction was also observed in
dilute InNxP1−x alloys grown by GSMBE [10]. The optical transitions from
InNxP1−x formed by N+ implantation with increasing N dose in InP after RTA
at 800◦C for 10 s are shown in Fig. 1.4. A monotonic decrease in the band gap
is observed as the implanted N dose increases. For the highest ximp ≈ 0.048
the band gap is estimated to be 1.17 eV, corresponding to ∆E = 180 meV
with reference to an unimplanted InP sample (Eg = 1.35 eV) [25].

The experimental band gap energies for epitaxial InNxP1−x thin films
grown by GSMBE method can also be described using the BAC model, (1.1)
with a coupling matrix element CNM = 3.5 eV [25]. Using this fitted parameter
the xact in InNxP1−x layers formed by N+ implantation is calculated from the
∆E values obtained by the PR measurements; the results are presented in
the inset of Fig. 1.4. The amount of N incorporated on the P sublattice NP in
the InNxP1−x layers is xact = 0.005, 0.0065, and 0.012 for samples implanted
with ximp ≈ 0.008, 0.016, and 0.048, respectively. Notice that the maximum
value achieved for x, 0.012, exceeds that reported to date (x = 0.009) [10] for
InNxP1−x thin films grown by the GSMBE technique. For the N implantation
dose corresponding to ximp in the range of 0.01–0.02, the activation efficiency
is ∼40%, much higher than that in N+-implanted and RTA GaAs.

Unlike in the IBS GaNxAs1−x layers where the N atoms substituting As
sites is found to be thermally unstable, the N atoms in the P sublattice
in the IBS InNxP1−x layers are thermally stable. Only a small decrease in
∆E (<20 meV) is observed for the highest annealing temperature used in this
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Fig. 1.4. PR spectra from N+-implanted InP with ximp ≈ 0.008, 0.016, and 0.048
after 10 s RTA at 800◦C. The inset shows the mole fraction and activation efficiency
of N incorporated on the P sublattice calculated from the band gap reduction

study (850◦C). The high-activation efficiency and the good thermal stability
of N in InP may be due to the smaller size difference between the N and P
atoms compared to that between the N and As atoms.

Similar N incorporation was also achieved in AlyGa1−y
As with AlAs con-

tent y as high as 0.6 using the conventional IBS method [12, 38]. The active
N contents in the IBS AlyGa1−y

NxAs1−x layers estimated using the known

composition dependence for the Γ band edge, EM (y), the localized N level,
EN (y) and the measured values of E+ and E− are ∼0.002–0.003. This corre-
sponds to an activation efficiency in the range of 10–16%, similar to the case
of GaNxAs1−x .

1.3 Ion Implantation and Pulsed-Laser Melting

The utility of laser radiation to incorporate implanted dopants in semiconduc-
tors was identified in the late 1970s and remains an ongoing topic of research
today. As in the semiconductor industry in general, most studies have focused
on Si, where the incorporation of dopants like B, P, and As at concentra-
tions larger than 1021 cm−3 has been realized [49–53] (this is not necessarily
the active dopant concentration). The formation of supersaturated substitu-
tional alloys of Si and group III and V elements by ion implantation and PLM
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Fig. 1.5. The steps involved in II-PLM processing

has also been studied [51]. Similar results have been reported for dopants in
GaAs [49, 54–56]. PLM has also been used to synthesize equilibrium phases
such as transition metal silicides formed by irradiation of deposited stacks of
the appropriate metal and Si [57, 58]. Recently synthesis of dilute ferromag-
netic Ga1−xMnxAs and Ga1−xMnxP with Curie temperature as high as 130
and 60K, respectively, using the PLM process has been demonstrated [59–62].
In these studies, it was established that the incorporation of concentrations of
impurities higher than the solubility limit at ambient temperatures without
precipitation or the formation of secondary phases is due to fast quenching
during the laser-induced transient heat flow.

Figure 1.5 shows a schematic time sequence of the stages of a typical ion
implantation-pulsed laser melting (II-PLM) experiment: First the semicon-
ductor wafer is implanted with the desired species and then the implanted
sample is irradiated using a single pulse from an excimer laser. The laser pho-
tons are absorbed close to the surface and converted rapidly to heat [57, 63]
which causes the implanted region to melt for times on the order of a few
hundred nanoseconds. As the heat flows into the underlying substrate, epi-
taxial solidification begins from the underlying crystalline template and the
liquid–solid interface. The solidification front moves at velocities of a few
meters per second and the quench rate can reach 109 K s−1 – parameters that
are extraordinary in materials processing. This process results in an epitaxial
film of the desired semiconductor alloy as the implanted atoms remain after
solidification.

Both ion implantation and PLM occur far enough from thermodynamic
equilibrium to be governed by kinetics (as opposed to thermodynamic
equilibrium). Ion implantation produces nonuniform spatial distributions of
implanted species which are quenched in due to near-negligible diffusion
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distances at room temperature. The subsequent PLM exploits the transient
regime of heat flow following a near-impulse deposition of energy to drive
a rapid liquid-phase epitaxial growth which maintains the supersaturation
induced by ion implantation while reinstating crystalline order. These depar-
tures from thermodynamic equilibrium have also been exploited to form
homogeneous dilute nitride semiconductors with N ∼ 2 orders of magnitude
higher than equilibrium solubility limits [64, 65].

In the work presented in Sect. 1.4, the PLM process is carried out using
either a KrF laser (�ω = 5 eV, λ = 248 nm, ∼16 ns FWHM pulse) or XeCl
excimer laser (�ω = 4 eV, λ = 308 nm, ∼30 ns FWHM) with single pulse
energy fluence F = 0.1–0.6 J cm−2 directed onto an implanted sample after
being spatially homogenized. The transient melting and solidification process
is understood to be governed by heat flow into the substrate. The absorption
length for 5 eV photons in amorphous GaAs is approximately 10nm [66]; thus
most of the laser energy is deposited in the near surface region and converted
to heat. This initial temperature profile can have temperature gradients on
the order of 109 km−1; thus heat flows very rapidly. As the heat flows into
the substrate, the melt interface moves through the sample and consumes the
ion damaged region. The melt duration (τmelt) was determined by monitoring
the time resolved reflectivity (TRR) of the samples using an argon-ion laser.
When solidification begins from the underlying crystalline substrate, a process
of single crystalline liquid-phase epitaxial growth occurs as the front returns
to the surface at velocities of a few meters per second. The high-solidification
velocity results in what is known as solute trapping, whereby impurity atoms
are essentially buried in the growing crystal at concentrations far in excess of
the solid solubility because it grows faster than they can diffuse out [58, 66].

1.4 Synthesis of Dilute Nitrides by Ion Implantation
and Pulsed-Laser Melting

Similar to the conventional IBS of dilute nitride, a layer of GaAs (200 nm
thick) with uniform nitrogen concentration of 1–4 mol% (2 × 1020–8 ×
1020 cm−3) was created in GaAs substrate by multiple energy N implanta-
tions [64, 65]. Typically to create a ∼200-nm thick layer with ximp = 0.01
two N+ implants with energies of 80 and 33 keV with doses of 3.5 × 1015

and 1.2 × 1015 cm−2 were used. All implantations were carried out at room
temperature.

Figure 1.6 shows a series of c-RBS spectra from a 2% N+-implanted GaAs
samples after PLM with increasing energy fluence. The threshold energy flu-
ence for melting GaAs was determined by TRR to be ∼0.2 J cm−2. From the
onset of the high-dechanneling slope in the c-RBS spectra, we estimate the
melt-regrown layers for samples subjected to 0.24 and 0.34 J cm−2 laser pulses
to be ∼0.12 and 0.18 µm, respectively. For energy fluences >0.47 J cm−2, the
dechanneling slope in the c-RBS spectra is no longer observable, indicating
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Fig. 1.6. A series of c-RBS spectra from a 2% N+-implanted GaAs samples after
PLM with increasing energy fluence

Fig. 1.7. c-RBS spectra from a 2% N+-implanted GaAs samples as-implanted, after
PLM at an energy fluence of 0.34 J cm−2, and after PLM followed by RTA at 950◦C
for 10 s

that the laser-melted layer exceeds the regions with significant amounts of
implant-damage (≥0.3 µm).

The effects of RTA after the PLM process is illustrated in Fig. 1.7 where
the c-RBS spectra from a N+-implanted GaAs sample with ximp = 0.02 for
the as-implanted condition, after PLM with 0.34 J cm−2, and after PLM fol-
lowed by RTA at 950◦C for 10 s are shown. The <100> aligned spectrum from
the sample exposed to a pulse fluence of 0.34 J cm−2 alone shows complete
recrystallization of the implanted layer with a normalized yield χ (the ratio of
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channeled to random yields) ∼0.08, slightly higher than that for perfect unim-
planted GaAs (χ = 0.04). This suggests that the epitaxially regrown layer is
still defective after PLM, likely containing extended crystalline defects. A high
dechanneling slope is noticeable at ∼0.18 µm below the surface (indicated by
the arrow), suggesting that the region above this point melted and epitaxially
regrew from the liquid phase at this energy fluence. Since the underlying GaAs
was still defective due to the end-of-range implantation damage, a high con-
centration of defects accumulates at the regrowth interface. Additional RTA
at 950◦C for 10 s removed these interfacial defects. c-RBS measurements on
the PLM–RTA sample shows much improved crystalline quality, approaching
that for unimplanted GaAs.

Figure 1.8 shows a two-beam cross-sectional TEM image of the GaAs
sample with ximp = 2% after PLM at an energy fluence of 0.34 J cm−2 followed
by RTA at 950◦C for 10 s. In contrast to the RTA-only sample (Fig. 1.2) the
TEM image of the PLM–RTA sample shows that the subsurface layer is free
from structural defects. Close examination of Fig. 1.8 reveals a sharp interface
at ∼0.2 µm below the surface separating two regions indicated by arrows in
the Fig. 1.8. The high-resolution image of this interfacial region shown in the
inset shows that there is much less crystalline disorder/clustering in the area
above than in the area below this interface. However, small bubble-like defects
typically less than 5 nm in size are still present but the density of these bubbles
is much reduced. We note that some “end-of-range” defects remain below this
interface. TEM images from PLM samples with 0.61 J cm−2 reveals that the
laser-melted region extended to >0.3 µm. This is in perfect agreement with
the channeling results presented earlier.

Fig. 1.8. Bright-field two-beam cross-sectional TEM images of N+-implanted GaAs
samples with ximp = 2% after PLM at an energy fluence of 0.34 J cm−2 followed
by RTA at 950◦C for 10 s The inset shows a high resolution image of the interface
region. Note the much higher disorder/clustering in the area below the interface
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Fig. 1.9. PR spectra measured from a series of samples implanted with increasing
levels of N (ximp) and processed by PLM at an energy fluence of 0.34 J cm−2 and
subsequent RTA at 950◦C for 10 s. The inset shows a PR spectrum from GaAs
sample with ximp = 2% taken over a wide photon energy range (1–2.2 eV) showing
both the E− and E+ transitions

Figure 1.9 shows a series of PR spectra from samples implanted with
increasing amounts of N processed by PLM with energy fluence of 0.34 J cm−2

and subsequently RTA at 950◦C for 10 s. Such PLM–RTA post-implantation
treatments represent the “optimum” conditions giving rise to good crystalline
quality of the nitride layer as well as to clear, sharp optical transitions. PR
spectra from all of the PLM–RTA samples shown in Fig. 1.9 exhibit distinct
optical transitions across the fundamental band gap of the material. The opti-
cal transition energies of the various samples are indicated in the Fig. 1.9. A
monotonic decrease in the band gap with increasing implanted N content ximp

is clearly observed, indicating an increasing fraction of N is incorporated in
the As sublattice with increasing ximp.

In addition to the E− level, the BAC model also predicts an upper subband
E+ as a result of the anticrossing interaction of the localized N states and
the extended conduction band states of GaAs. This electronic transition to
the E+ level has been observed in GaNxAs1−x thin films grown by epitaxial
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techniques for x > 0.008 when it becomes resolvable from the spin–orbit
transition (E0 + ∆) [1, 24]. The inset of Fig. 1.9 shows a PR spectrum taken
over a wide photon energy range (1–2.2 eV) from the 2% N+-implanted GaAs
followed by optimum PLM–RTA processing where xact ≈ 0.009. In addition
to the fundamental band gap transition at 1.25 eV, a transition at 1.8 eV is
observed. This high energy transition is in excellent agreement with transition
to the E+ level as calculated using (1.1) (1.81 eV). The observation of the E+

transition further confirms the successful formation of GaNxAs1−x thin films
by II-PLM process.

The band gap transitions from the valence band maximum to the lower
subband E− of the GaNxAs1−x layers synthesized by II-PLM are plotted
in Fig. 1.10 as a function of implanted N. The band gap transitions from
GaNxAs1−x layers formed by conventional IBS method are also plotted for
comparison. The amount of N incorporated in the As sublattice (“active” N)
for these GaNxAs1−x layers was calculated using the BAC model (1.1) and
the N activation efficiencies for the various samples are indicated the Fig. 1.10.

Figure 1.10 demonstrates that using the II-PLM method, the N incor-
poration efficiency varies with ximp:∼60% for ximp < 0.02 and ∼40% for
ximp > 0.02. For high ximp, this represents a five times higher N activation
than that observed in samples synthesized by conventional IBS. This can
be attributed to the extremely short melt duration (∼200 ns) and regrowth
process that promotes N substitution in the As sublattice and inhibits the for-
mation of nitrogen related voids, which have been observed in samples formed
by N+-implantation followed by RTA only [42].

The effect of laser energy fluence on N incorporation in GaAs samples with
ximp = 1, 2, and 4% is displayed in Fig. 1.11. For ximp of 1 and 2% increasing

Fig. 1.10. Band gap energies of GaNxAs1−x layers synthesized by II-PLM (Fig. 1.9)
are compared with those by conventional IBS. The N incorporation efficiencies for
the various samples are also indicated
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Fig. 1.11. Active N concentration (xact) determined from PR spectra as a function
of PLM energy fluence. The samples were annealed at 950◦C for 10 s following the
PLM process

the energy fluence does not influence the N incorporation in the film. Since
the melt depth exceeds the implanted GaAs layer thickness for the high-laser
energy fluence (>0.5 J cm−2), one might expect a decrease in the incorporated
N concentration if the N atoms are free to redistribute in the melted layer.
The fact that the incorporation of N atoms does not depend on energy fluence
in these cases suggests that they do not diffuse significantly in the short melt
duration of hundreds of nanoseconds. On the other hand, for samples with
ximp = 4% the N incorporation depends strongly on the energy fluence of the
laser pulse. Increasing the energy fluence in this case results in an increase in
the band gap and a decrease in the amount of incorporated N. At a fluence of
0.61 J cm−2, a similar amount of incorporated N (∼0.8%) is found for both the
2 and 4% N-implanted samples. This can be attributed to the high N content
in the GaAs that exceeds the kinetic limit of solubility even for the short melt
duration. Hence the longer duration of the melt associated with the higher
fluence enables the N atoms to migrate to the surface or to coalesce and form
bubbles (i.e., N-related voids).

It should also be pointed out that distinct optical transitions in N+-
implanted GaAs followed by PLM are observable only after RTA at temper-
atures higher than 700◦C. This is consistent with the c-RBS measurements
on the PLM samples that showed the presence of structural defects after the
PLM process. Studies on the effects of RTA temperature on II-PLM samples
with ximp = 2% show a slight, gradual increase in the band gap with increas-
ing RTA temperature. Figure 1.12 shows the band gaps and the linewidth of
the E− transitions measured by PR from N+-implanted GaAs samples with
ximp = 0.02 after PLM at an energy fluence of 0.34 J cm−2 as a function of the
subsequent 10 s RTA temperature. For RTA at 950◦C, the band gap increases
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Fig. 1.12. The band gaps and the linewidth of the transitions measured by PR
from N+-implanted GaAs samples with ximp = 0.02 after PLM at an energy fluence
of 0.34 J cm−2 are plotted as a function of the subsequent 10 s RTA temperature

by 20meV with respect to the sample not treated by RTA. This change in
the band gap, although observable, accounts to only ∼10% of the total band
gap reduction and corresponds to a reduction in active N incorporated in the
layer from xact = 0.0107 to 0.0093.

As a comparison, for IBS GaNxAs1−x samples annealing above 870◦C
resulted in less than 0.1% N incorporation in GaAs [38]. We believe that this
is due to the presence of a high concentration of vacancies in the N-implanted
samples. Upon RTA these vacancies recombine and also act as sinks for the
N atoms, promoting the clustering of N into voids. In the case of PLM the
process of rapid melting and solidification may result in the annihilation of
implantation-induced vacancies as well as a complete local rearrangement of
the atom sites leading to the formation of strong Ga–N bonds, thus stabilizing
N atoms on the anion sites. The subsequent, lower temperature RTA cannot
break these bonds but can improve the overall crystal quality by short range
atomic diffusion and rearrangement. In MOCVD grown GaNxAs1−x layers,
N atoms on As sites are also found to be thermally stable at RTA at 950◦C,
similar to the GaNxAs1−x layers formed by II-PLM.

A narrowing of the linewidth of optical transitions observed in PR mea-
surement occurs as the RTA temperature is increased. This is also depicted
in the Fig. 1.12. Increasing the RTA temperature is more effective in remov-
ing structural imperfections that are still present after the PLM process. The
improved crystal quality of the implanted layer leads to sharper optical tran-
sitions. For samples synthesized by PLM and RTA at 950◦C, the linewidth
of the optical transition becomes comparable to that from GaNxAs1−x thin
films with similar N composition that were epitaxially grown by MOCVD
(<30 meV) [11].
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1.5 Maximum Carrier Concentration
and Mutual Passivation

In addition to the lowering of the fundamental gap, the anticrossing inter-
action between the N impurity level and the GaAs conduction band also
leads to a considerable flattening of the lower subband E− near its minimum
which in turn results in a large increase of the electron effective mass [27,33].
These N-induced modifications of the conduction band were expected to
have profound influences on the transport properties of GaNxAs1−x [27].
Shown in Fig. 1.13 are the electron concentrations in Se doped MOCVD-grown
Ga1−3x In3xNxAs1−x films with x = 0–0.033 measured by Hall effect and
electrochemical capacitance–voltage (ECV) technique. Since the Se atomic
concentrations in these films are in the range of 2–7×1020cm−3, the measured
free electron concentration should be regarded as the maximum achievable
free electron concentration, nmax. The result shown in Fig. 1.13 indicates that
the nmax increases strongly with the N concentration. A maximum value of
7 × 1019 cm−3 was observed for x = 0.033. This value is ∼20 times higher
than that found in a GaAs film (3.5×1018 cm−3) grown under the same condi-
tions. The much-enhanced nmax in Ga1−3x In3xNxAs1−x films can be explained
by considering the conduction band modifications by N-induced anticrossing
interaction within the framework of the amphoteric defect model [67]. The
amphoteric defect model suggests that the maximum free carrier concentra-
tion in a semiconductor is determined by the Fermi energy with respect to

Fig. 1.13. Comparison of the measured maximum electron concentration with the
calculated values as a function of N fraction in Ga1−3xIn3xNxAs1−x. The shaded
area indicates the range of Se concentration in these samples
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the Fermi stabilization energy EFS – a universal energy reference 4.9 eV below
vacuum level [67]. Since the position of the valence band in GaInNAs is inde-
pendent of N concentration, the downward shift of the conduction band edge
toward EFS and the enhancement of the density of states (DOS) effective mass
in GaInNAs lead to much larger concentration of uncompensated, electrically
active donors for the same location of the Fermi energy relative to EFS.

The calculated nmax as a function of x for Ga1−3x In3xNxAs1−x due to
the downward shift of the conduction band only, as well as that including
the increase in the effective mass are also shown in Fig. 1.13. Comparison
of the experimental data with the calculation shows that in order to account
for the large enhancement of the doping limits in Ga1−3x In3xNxAs1−x alloys
both the effects of band gap reduction and the increase in the effective mass
have to be taken into account [34]. The increase in nmax has also been observed
in GaNxAs1−x doped with S, another group VI donor [35]. Surface layer with
high electron concentration has been formed by coimplanting N and S followed
by RTA [68]. In contrast, Si and N coimplantation in GaAs only resulted
in a highly resistive layer. This disparity in the behavior of group VI and
IV donors can be explained by an entirely new effect in which an electri-
cally active substitutional group IV donor and an isovalent N atom passivate
each other’s electronic effects [69, 70]. This mutual passivation occurs in Si
doped GaNxAs1−x through the formation of nearest neighbor SiGa–NAs pairs.
Consequently, Si doping in GaNxAs1−x under equilibrium conditions results
in a highly resistive GaNxAs1−x layer with the fundamental band gap gov-
erned by a net “active” N, roughly equal to the total N content minus the Si
concentration.

Recent pesudopotential large-supercell calculations show that for a group-
IV impurity such as Si, the formation of the nearest-neighbor Si–Ga–N–As
defect complex creates a deep donor level below the conduction band minimum
(CBM). The coupling between this defect level with the CBM pushes the
CBM upward, thus restoring the GaAs band gap; the lowering of the defect
level relative to the isolated Si–Ga shallow donor level is responsible for the
increased electrical resistivity [71].

The general nature of the mutual passivation effect in dilute nitride mate-
rials has also been demonstrated in Ge doped GaNxAs1−x [72] synthesized by
II-PLM method. Ge doped GaNxAs1−x layers were synthesized by sequential
implantation of Ge and N ions into GaAs followed by a combination PLM
and RTA.

The passivation of the N activity by the Ge atoms is illustrated in the
series of PR spectra presented in Fig. 1.14 from 2% Ge+2%N implanted GaAs
followed by PLM at 0.45 J cm−2 with increasing RTA duration at 950◦C. The
band gap energies obtained from the PR spectra are shown in the inset as a
function of the duration of 950◦C RTA treatment. A fundamental band gap
transition at 1.24 eV is observed for GaAs samples implanted with 2% N alone
after PLM–RTA at 950◦C for 10–120 s, corresponding to a GaNxAs1−x layer
with x ∼ 0.01. In contrast, the band gap of the 2% N + 2% Ge samples after
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Fig. 1.14. PR spectra from GaAs samples implanted with 2% N + 2% Ge followed
by PLM–RTA at 950◦C for a duration of 5–120 s. PR spectra from a GaAs wafer
(top spectrum) and a GaAs sample implanted with 2% N only after PLM–RTA at
950◦C for 120 s (bottom spectrum) are also shown. The inset shows the band gap
energies of the samples after PLM–RTA at 950◦C for durations of 5–120 s

PLM increases from 1.24 to 1.42 eV (band gap of GaAs) as the RTA duration
increases to 60 s, revealing that all NAs sites are passivated by Ge. The gradual
increase in the band gap of the 2% N + 2% Ge sample as a function of RTA
temperature and/or time duration can be attributed to the passivation of NAs

by GeGa through the formation of nearest neighbor GeGa–NAs pairs.
Figure 1.15 shows a comparison of the electron concentration of the 2%

N + 2% Ge and 2% Ge samples followed by PLM–RTA for 10 s in the tem-
perature range of 650–950◦C. The electron concentration of both samples
approaches 1019 cm−3 after PLM. This high electron concentration exceeding
the equilibrium nmax results from the highly nonequilibrium rapid melting and
solidification in the PLM process. For the 2% Ge sample, thermal annealing
after PLM drives the system toward equilibrium with an electron concentra-
tion of ∼1×1018 cm−3 which is consistent with the amphoteric nature of Ge in
GaAs. The electron concentration of the 2% N+2% Ge samples, on the other
hand, drops over two orders of magnitude to less than 1017 cm−3 as the sam-
ples are subjected to RTA at temperatures higher than 650◦C. The changes in
the band gap and the electrical behavior in the Ge doped GaNxAs1−x sample
show that the activities of Ge donors and isovalent N mutually passivate each
other via the formation of NAs–GeGa pairs, just as was the case in Si doped
GaNxAs1−x .
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Fig. 1.15. Free electron concentrations of the 2% Ge and 2% N + 2% Ge sam-
ples after PLM+RTA at increasing temperature for 10 s obtained by Hall effect
measurements

The ability to use PLM for a spatially controlled passivation provides a
unique opportunity for the fabrication of novel planar and three-dimensional
structures by the selective implantation of either one or both species. The
mutual passivation effect described here may therefore be exploited for
electrical isolation, band gap engineering, and quantum confinement.

1.6 Synthesis of Dilute II–VI Oxides
by Ion Implantation and Pulsed-Laser Melting

Dilute nitrides are only a subgroup of a much broader class of materials,
HMAs whose electronic structure is determined by the anticrossing interac-
tion. Group II–VI dilute oxide (II–O–VI) semiconductors with the anions
partially replaced by highly electronegative isoelectronic O atoms are a direct
analogue of the III–V diluted nitrides. It has recently been demonstrated that
group II–O–VI alloys in which highly electronegative O partially replaces
the group VI element show behaviors that are similar to those of III–N–V
alloys. For example, a dramatic O-induced reduction of the band gap has
been reported in Cd1−yMnyOxTe1−x

and ZnOxSe1−x [30, 73, 74]. The elec-
tronic band structure of the dilute oxides is determined by an anticrossing
interaction between localized states of O and the extended states of the semi-
conductor matrix. Although similar or even more pronounced effects are also
expected in II–O–VI HMAs [2], much less work has been done on these mate-
rials because of the difficulties in the synthesis of the alloys with large enough
O content [30, 73].
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Conventional IBS technique has been used as our first approach to form
II–O–VI HMAs [73]. For all the CdTe samples implanted with O+ followed by
RTA, no significant band gap reduction can be observed. This indicates that
the implanted O does not reside in the Te sublattice, but possibly agglomerates
to form O bubbles, similar to the case of N in N+-implanted GaAs after RTA
at temperatures higher than 950◦C. In CdTe crystals alloyed with >2% Mn
(Cd1−yMnyTe with y > 0.02), small amounts of O up to x ∼ 0.004 can
be incorporated in the Te sublattice after 600◦C 10 s RTA, causing a sizable
decrease in the band gap (∼70 meV). The band gap reduction increases with
y; the largest value observed is 190meV in O+-implanted Cd0.38Mn0.62Te.

Much enhanced band gap reduction in O+-implanted CdTe is observed
when PLM is used as a post-implantation process instead of RTA. This is
illustrated in the series of PR spectra in Fig. 1.16 from CdTe with increasing
implanted O dose followed by PLM with an energy fluence of 40 mJ cm−2. PR
spectra from a CdTe substrate and an unimplanted CdTe after PLM (0% O)
are also included for direct comparison. A large band gap reduction (∆E) is
immediately evident in the O+-implanted CdTe samples after PLM. For the
CdTe sample implanted with 2% of O after PLM, the fundamental gap is
1.37 eV, corresponding to a band gap reduction ∆E = 140 meV. This large

Fig. 1.16. PR spectra of O+-implanted CdTe samples followed by PLM with an
energy fluence of 40 mJ cm−2. The samples were implanted with O with total dose
corresponding to 0–4 mol.% of O in CdTe
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reduction in the band gap is a clear indication of O incorporation in the Te
sublattice, forming CdOxTe1−x alloys. Contrary to the case of PLM of N+-
implanted GaAs where an optical transition can only be observed after RTA
following PLM, O+-implanted CdTe samples show clear, sharp optical transi-
tions after PLM without additional thermal annealing. This can be attributed
to the higher resistance of CdTe (and II–VI alloys in general) to the formation
of structural defects due to the more ionic nature of the crystals.

Figure 1.16 also shows that the band gap reduction (or O incorporation)
increases as the implanted O content increases up to 2%. However, a further
increase in the implanted O concentration leads to a saturation of the band
gap at ∼1.37 eV. This suggests that there is a maximum in the amount of
O that can be incorporated in the Te sublattice in CdTe under the present
PLM conditions. Notice that there is no reduction in the band gap energy for
an unimplanted CdTe sample after PLM (0% O). This clearly shows that the
band gap reduction indeed arises from the O incorporation in the Te sublattice
but not from the laser melting process. It should be pointed out that for all
the CdOxTe1−x alloys synthesized by the II-PLM process, no transition from
the valence band to the upper subband E+ has been observed. This can be
explained by the fact that the E+ subband edge in this case is formed from
states of largely localized-like character. Since the dipole interaction for optical
transitions couples much more strongly to extended states than localized ones,
the transition related to E+ is inherently weak.

Figure 1.17 summarizes the band gap energies of the CdOxTe1−x alloys
formed by II-PLM with laser energy fluence in the range of 40–100 mJ cm−2

as a function of the implanted O+ concentration. No band gap reduction is
found in O+-implanted CdTe followed by PLM with energy fluence lower than

Fig. 1.17. The band gap energies of the CdOxTe1−x alloys formed by O+-
implantation in CdTe followed by PLM with laser energy fluence in the range of
40–100 mJ cm−2 as a function of implanted O+ concentration



1 Energetic Beam Synthesis of Dilute Nitrides and Related Alloys 23

30 mJ cm−2, suggesting that under the present PLM conditions the threshold
for melting the implanted CdTe region is between 30–40 mJ cm−2. This is
in agreement with the recently reported melting threshold energy fluence for
CdTe determined by TRR [75].

For O+-implanted CdTe samples PLM at 40 and 60 mJ cm−2, the band
gap follows a similar trend. It is reduced for the implanted O range from 1
to 2% and then it saturates at ∼1.37 eV when more O atoms is introduced
into the substrate. This saturation can be attributed to the O content exceed-
ing the kinetic solubility limit even for the short melt duration of ∼300 ns. On
the other hand, the band gap of samples melted at energy fluence higher than
60 mJ cm−2 becomes insensitive to the total implanted O dose. Moreover, for
fixed implanted O content, an increase in the band gap is observed as the
PLM energy fluence increases. This indicates that for high O content, less O
is incorporated in the Te sublattice as the O+-implanted CdTe samples are
exposed to laser pulse with higher energy fluences. This can be understood
since increasing the energy fluence increases the melt depth in the sample and
consequently also prolongs the duration of the melt/crystallization process,
driving the system closer to the equilibrium state. For CdTe implanted with
1–4% of O and irradiated with energy fluence greater than 150 mJ cm−2, no
band gap reduction was detected. This is consistent with the reported ablation
threshold of ∼0.12 J cm−2 for CdTe using a 248nm KrF laser pulse [75].

The amount of O incorporated in the Te sublattice in CdOxTe1−x HMAs
can be determined using the BAC model (1.1). The location of the O level
EO in CdTe was determined to be ∼1.9 eV above the valence band maximum
by PL studies in ZnTe [76] and the known band offsets between ZnTe and
CdTe. These positions of the EO with respect to the valence band in CdTe
and ZnTe are in good agreement with recent calculations using first-principles
band structure method and supercells up to 4,096 atoms per cell [77], despite
discrepancies on the band offset obtained from the calculation. From the
dependence of the coupling parameter COM in the various II–VI HMA systems
on the anion electronegativity difference, we make the reasonable assump-
tion that COM ≈ 2.2 eV in II–O–Te alloys [78]. Using COM ≈ 2.2 eV and
(1.1), the “active” O mole fractions incorporated in the Te sublattice for
CdOxTe1−x HMAs using a laser fluence of 40 and 80 mJ cm−2 as a function
of implanted O concentration are calculated and shown in Fig. 1.18. The x
values shown in Fig. 1.18 reveal that for the lower implanted O+ concentra-
tion of 1% the O activation efficiency is close to 100%. Moreover, the kinetic
limit of solubility of O in CdTe for PLM at 40 mJ cm−2 is ∼0.015. For a PLM
fluence of 80 mJ cm−2 this limit decreases to ∼0.01 because of the prolonged
melt/crystallization duration.

Thermal stability of the CdOxTe1−x alloys formed by implantation and
PLM was also studied by subjecting the alloy to RTA for 10 s in the temper-
ature range of 300–500◦C. A reduction in the energy shift of the fundamental
gap at RTA temperature higher than 300◦C was observed. This again sug-
gests that the Cd–O bonds are relatively weak and these CdOxTe1−x alloys
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Fig. 1.18. The “active” O mole fractions incorporated in the Te sublattice for
CdOxTe1−x synthesized by II-PLM using laser fluence of 40 and 80 mJ cm−2 as a
function of implanted O concentration

are thermally less stable than GaNAs. At an RTA temperature of 400◦C, only
the original EM transition is observed, suggesting that most of the implanted
O atoms that resided in the Te sites after PLM diffused out of the Te sites,
possibly forming O bubbles when subjected to the RTA process.

For the cases of N in GaAs or O in CdTe, the localized states are located
within the conduction band and consequently a relatively wide lower subband
is formed through the anticrossing effect. The conduction band states associ-
ated with the E− edge retain the extended EM-like character and those at the
E+ edge have a more localized EN (EO)-like character. A narrow lower band
can be formed only if the localized states lie well below the conduction band
edge. In this case the E− subband states are of highly localized character and
the E+ subband states become more extended. This situation occurs when O
is introduced into the II–VI semiconductors ZnTe, MnTe, and MgTe.

Figure 1.19 shows PR spectra from a Zn0.88Mn0.12Te substrate and two
Zn0.88Mn0.12Te samples implanted with 3.3% of O followed by PLM with
laser energy fluence of 0.15 and 0.3 J cm−2. Two optical transitions in the
vicinity of ∼1.8 and 2.6 eV are clearly observed from the O+-implanted sam-
ples after PLM. These transitions occur at energies distinctly different from
the fundamental band gap transition at EM = 2.32 eV of the Zn0.88Mn0.12Te
matrix, and can be attributed to transitions from the valence band to the
two conduction subbands, E+(∼2.6 eV) and E−(∼1.8 eV) formed as a result
of the hybridization of the localized O states and the extended conduc-
tion band states of ZnMnTe. The strong photomodulated transition signals
indicate the extended nature of these electronic states and the substan-
tial oscillator strength for the transitions. Optical absorption shows that
the intermediate band (E−) has a relatively large absorption coefficient
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Fig. 1.19. PR spectra obtained from Zn0.88Mn0.12Te samples as-grown and im-
planted with 3.3% O+ followed by PLM with energy fluence of 0.15 and 0.3 J cm−2

(α ∼ 105 cm−1); similar to that obtained above the band gap in direct gap
materials. PLM of O+-implanted ZnMnTe samples with energy fluence in
the range of 0.02–0.3 J cm−2 indicates that the threshold for melting through
the implanted region in ZnMnTe is between 0.04 and 0.08 J cm−2 under the
current PLM conditions [32].

The substitutional mole fractions of O for the Zn0.88Mn0.12OxTe1−x layers
synthesized by II-PLM are calculated using the BAC model with the assumed
value of COM = 2.2 eV and estimated to be x ∼ 0.024. X-ray diffraction
(XRD) shows only extra diffraction peaks at higher diffraction angle of the
(002) and (004) diffraction peaks of the substrate ZnTe. This confirms the
formation of epitaxial ZnOxTe1−x layer with a smaller lattice parameter and
no polycrystalline secondary phase.

Furthermore, photomodulated transmission (PT) measurements of a II-
PLM Zn0.88Mn0.12OxTe1−x sample under hydrostatic pressure showed that
the pressure-induced energy shift of the E− transition of Zn0.88Mn0.12OxTe1−x

is much weaker (initial slope ≈ 2 meV kbar) and nonlinear as compared to
the change of the direct band gap of Zn0.88Mn0.12Te [31]. This weak pressure
dependence of the E− transition can be fully understood with the BAC model.
The fact that E− is located much closer to the energy level of the localized
O states gives its wavefunction a pronounced O-like character. The best fits
to the data yield the energy position of the O level (relative to the top of the
valence band) EO = EV + 2.0 ± 0.1 eV at atmospheric pressure with a pres-
sure dependence of 0.6±0.1 meVkbar−1. It is also observed that the pressure
dependence of E− is slightly stronger than that of the O level as expected
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from the admixture of extended conduction-band ΓC states of the matrix to
the E− band edge states.

Similar behavior of the E− subband edge under applied pressure was pre-
viously observed in GaNxAs1−x at the pressures high enough to shift the Γ
conduction-band edge of GaAs matrix above the localized N level [1, 2, 22].
Although it can only be explained by the BAC model as a pressure-induced
transformation of the nature of the E− subband from an extended to highly
localized state GaNxAs1−x , the pressure dependence of E− conduction band
edge along with the origin of the E+ transitions as well as its pressure depen-
dence have been a subject of debate due to the complexity of the conduction
band structure of GaAs, the close proximity of the localized N level to the
L conduction-band edges in particular. Here, the Zn1−yMnyOxTe1−x

system
serves well as a test case for the BAC model since the conduction-band L and
X edges are located far away from the Γ edge (>1.0 eV) in the Zn1−yMnyTe.
The much simpler band structure makes it much easier to directly evidence
that the E− and E+ transitions are the results of a BAC interaction between
the extended Γ conduction band states and highly localized states in HMAs.

1.7 Photovoltaic Applications
of Highly Mismatched Alloys

In addition to the unconventional conduction band structure, the Zn1−yMny

OxTe1−x alloys represent an interesting case of a semiconductor with multiple
direct gaps that has technological potential for photovoltaic applications. To
date, the highest power conversion efficiency of ∼33% has been achieved with
multijunction solar cells based on standard semiconductor materials [79–81]. It
was recognized over 30 years ago that the introduction of states in a semicon-
ductor band gap presents an alternative to multijunction designs for improving
the power conversion efficiency of solar cells [82–85]. It was argued that deep
impurity or defect states could play the role of the intermediate states for
this purpose. Detailed balance calculations indicate that a single junction cell
with one and two properly located bands of intermediate states (intermediate
band solar cell, IBSC) could achieve maximum power conversion efficiencies
up to 62% [83] and 71.7% [84], respectively. However, difficulties in control-
ling the incorporation of high concentrations of impurity or defect states have
thwarted prior efforts to realize such materials [85].

The three absorption edges of the II-PLM Zn0.88Mn0.12OxTe1−x alloy:
E+(k = 0) − EV(k = 0) = 2.56 eV, E−(k = 0) − EV(k = 0) = 1.83 eV, and
E+(k = 0)−E−(k = 0) = 0.73 eV span much of the solar spectrum; thus these
alloys are good candidates for the multiband semiconductors envisioned for
high efficiency IBSC. Calculations based on detailed balance theory [83,84,86]
for this material yield an ideal power conversion efficiency of 45%. Even with
this nonoptimal band gap configuration the ideal power conversion efficiency
is higher than that of any solar cell based on a single junction in a single gap
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semiconductor and is comparable to the efficiency of a tandem cell (∼55%)
with two semiconductors of optimal band gaps (0.7 and 1.5 eV) [83].

The potential technological importance of the multiband semiconductors
raises the question if they can also be realized in group III-Nx −V1−x HMAs
as well. In most III–V compounds the localized N level lies above the con-
duction band edge. An exception is the GaAs1−yPy alloy system in which
N-level falls below the conduction band edge for y > 0.3. Consequently the
anticrossing interaction of the N states with the extended conduction band
states in these GaAsP alloys is expected to result in the formation of a nar-
row band of intermediate states. This is supported by the observation that the
fundamental band gap in GaNxP1−x is transformed from indirect to direct for
x > 0.005. [24,87,88]. However, the novel band structure of GaNxAs1−x−yPy

alloys has not been explored [89, 90].
Synthesis of quaternary GaNxAs1−x−yPy alloys using the II-PLM method

has also been explored [91]. Figure 1.20 shows a series of PR spectra from
MOCVD grown GaAs1−yPy epitaxial layers (∼0.5 µm thick) on GaAs with
0 ≤ y ≤ 0.38 implanted with 2% of N followed by PLM with 0.4 J cm−2 laser
pulse and RTA at 950◦C for 10 s. The energy gap, EM of as-grown GaAs1−yPy

and the N level EN are indicated in the Fig. 1.20. The PR spectrum from
the N+-implanted GaAs sample after PLM and RTA exhibit a strong, well-
resolved interband transition from the valence band maximum to the lower

E- EN

EM

E+
E−

E+EN

EM

Fig. 1.20. PR spectra from 2% N+-implanted GaAs1−yPy (y = 0–0.4) PLM at
0.4 J cm−2 followed by 950◦C 10 s RTA. Positions of the E− and E+ transitions as
well as the energy levels of the conduction band minimum of the substrate EM and
the N level EN are also indicated
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subband E− at ∼1.24 eV. This location of E− corresponds to ∼1% of sub-
stitutional N incorporated in the GaAs lattice, similar to the result shown
above.

PR spectra from the N+-implanted GaAs1−yPy samples (y > 0) show two
well-resolved optical transitions E− and E+, distinctly different from the band
gap transitions of the corresponding GaAs1−yPy substrates. The locations of
E+ and E− vary as the P content increases. It is also important to note the
change in the relative strength of these two transitions. In GaAs and in As-rich
GaAs1−yPy the E− transition is much stronger than E+ transition. However
as seen in Fig. 1.20 the relative strength of the E+ transitions increases with
increasing P content and becomes stronger than E− for y > 0.25. This behav-
ior is similar to the case of ZnOxTe1−x alloys and can be easily explained by
the BAC model, taking into account the much weaker dipole optical coupling
of the valence band to EN compared with the coupling between the valence
band and EM. As is shown in Fig. 1.21 the energy values of the E− transi-
tions follow EM at low and EN at high P contents. On the other hand E+

transitions mostly follow EN at low and EM at larger y. The character of the
wavefunctions and thus also the strength of the optical transitions depend on
the location of the E− and E+ states relative to EN and EM.

Figure 1.21 also shows the calculated values of E+ and E− transitions
using the BAC model assuming an N concentration of 0.3, 1, and 2% in the

Fig. 1.21. Measured values of the E− and E+ transitions in GaNAsP are shown as
closed and open circles, respectively. The positions of the conduction band minimum
at the Γ point EM for the GaAs1−yPy substrate and the N level EN are also shown
as a function of P content, y. Calculated values of the E− and E+ transitions based
on the BAC model for x = 0.003, 0.01, and 0.02 are also shown
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GaNxAs1−x−yPy layers. Comparison between the calculated and measured
E+ and E− values in Fig. 1.21 shows that for GaAs1−yPy layers with y ≤
0.12 ∼ 1% of N is incorporated in the film (∼50% of the total implanted N).
This is similar to the N activation efficiency observed for II-PLM GaNxAs1−x .
For GaAs1−yPy layers with y > 0.12, the incorporated N concentration is
smaller (x ∼ 0.003), and corresponds to an activation efficiency of 15% of the
implanted N. This may be due to the high density of the misfit dislocations
in GaAs1−yPy epitaxial layers coming from the large lattice mismatch with
the GaAs substrate (>0.4% for y > 0.12). These dislocations may act as a
sink for the preferential segregation of N during the PLM and RTA processing
steps.

As shown in Fig. 1.21, at a P content y ≥ 0.3, EN, lies below the direct
CBM EM of the GaAs1−yPy alloy; these are precisely the conditions that are
required to make the narrow intermediate band required for a multiband solar
cell. An upper limit to the P content is set by the appearance of an indirect
band gap (EX < EΓ) at y > 0.5. Although only small fraction of N (x = 0.003)
is incorporated in GaAs1−yPy layers with y > 0.2 using the present II-PLM
conditions, strong and distinctive optical transitions are indeed observed. As
illustrated by the BAC calculation shown in Fig. 1.21, for a GaNxAs1−yPy

multiband semiconductor with y = 0.4 and an x = 0.02, a N derived narrow
band of extended states E− is separated from the upper subband E+ by about
0.8 eV. Three types of optical transitions are possible in this band structure:
0.8 eV (E− → E+), 1.5 eV (EV → E−), and 2.3 eV (EV → E+). A theoretical
maximum efficiency of between 55% and 60% is expected for IBSCs fabricated
using this alloy. It should be emphasized that unlike the dilute II–VI oxides,
GaNxAs1−yPy with significant N content (>4%) can be grown using the MBE
technique [89, 90, 92, 93].

1.8 Conclusions

In this chapter we have reviewed our works on the synthesis of HMAs using
both conventional IBS and ion implantation followed by PLM (II-PLM) meth-
ods. The synthesis of III–V dilute nitrides and their structural, optical, and
electrical properties are discussed in detail. Using II-PLM thermally stable
GaNxAs1−x thin films with N content up to 1.6% with fundamental band
gap of 1.16 eV was obtained. N activation efficiency in II-PLM GaNxAs1−x

thin films is as much as a factor of five higher than that in GaNxAs1−x thin
films synthesized by N+ implantation and RTA only. The II-PLM method was
also exploited to study the mutual passivation effect of group IV donors and
isovalent N in GaNxAs1−x .

Moreover, group II–VI dilute oxide (II–O–VI) semiconductors, a direct
analogue of the III–V diluted nitrides, with the anions partially replaced
by highly electronegative isoelectronic O atoms have been successfully syn-
thesized by II-PLM. Specifically, in the case of Zn1−xMnxTe, where the O
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level lies below the conduction band edge, incorporation of a small amount
of oxygen by II-PLM leads to the formation of a narrow, oxygen-derived
band of extended states located well below the conduction band edge of
the ZnMnTe matrix. The three absorption edges of this material (∼0.73,
1.83, and 2.56 eV) cover the entire solar spectrum providing a material envi-
sioned for the multiband, single junction, high-efficiency photovoltaic devices.
Finally, recent work on the quaternary GaNxAs1−x−yPy (with y > 0.3) alloys
that is another three band semiconductor with potential applications for
high-efficiency intermediate band solar cells is also discussed.
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52. A. Herrera-Gómez, P.M. Rousseau, G. Materlik, T. Kendelewicz, J.C. Woicik,

P.B. Griffin, J. Plummer, W.E. Spicer, Appl. Phys. Lett. 68, 3090 (1996)
53. Y. Takamura, S.H. Jain, P.B. Griffin, J.D. Plummer, J. Appl. Phys. 92, 230

(2002)
54. P.A. Barnes, H.J. Leamy, J.M. Poate, S.D. Ferris, J.S. Williams, G.K. Celler,

Appl. Phys. Lett. 33, 965 (1978)
55. J.A. Golovchenko, T.N.C Venkatesan, Appl. Phys. Lett. 32, 147 (1978)
56. D.H. Lowndes, Pulsed Laser Processing of Semiconductors, ed. by R.F. Wood

et al. (Academic Press, Orlando, FL, 1984), p. 472
57. M. Von Allmen, S.S. Lau, in Laser Annealing of Semiconductors, ed. by J.M.

Poate, J.W. Mayer (New York, Academic Press, 1982), p. 439
58. M. Von Allmen, A. Blatter, Laser-Beam Interactions with Materials: Physical

Principles and Applications, 2nd edn. (Springer, Berlin Heidelberg New York,
1995)

59. M.A. Scarpulla, K.M. Yu, O.P.M. Monteiro, M.C. Ridgway, M.J. Aziz, O.D.
Dubon, Appl. Phys. Lett. 82, 1251 (2003)

60. O.D. Dubon, M.A. Scarpulla, K.M. Yu, W. Walukiewicz, Proc. Inst. Phys. Conf.
Ser. 184, 399 (2005)

61. M.A. Scarpulla, B.L. Cardozo, R. Farshchi, W.M. Hlaing Oo, M.D. McCluskey,
K.M. Yu, O.D. Dubon, Phys. Rev. Lett. 95, 207204 (2005)



1 Energetic Beam Synthesis of Dilute Nitrides and Related Alloys 33

62. P.R. Stone, M.A. Scarpulla, R. Farshchi, I.D. Sharp, E.E. Haller, O.D. Dubon,
K.M. Yu, J.W. Beeman, E. Arenholz, J.D. Denlinger, H. Ohldag, Appl. Phys.
Lett. 89, 012504 (2006)

63. M. Von Allmen, Laser Annealing of Semiconductors, ed. by J.M. Poate, J.W.
Mayer (New York, Academic Press, 1982), p. 43

64. K.M. Yu, W. Walukiewicz, J.W. Beeman, M.A. Scarpulla, O.D. Dubon, M.R.
Pillai, M. Aziz, Appl. Phys. Lett. 80, 3958 (2002)

65. K.M. Yu, W. Walukiewicz, M.A. Scarpulla, O.D. Dubon, J. Jasinski, Z. Liliental-
Weber, J. Wu, J.W. Beeman, M.R. Pillai, M.J. Aziz, J. Appl. Phys. 94, 1043
(2003)

66. C.W. White, in Pulsed Laser Processing of Semiconductors, ed. by R.F. Wood
et al. (Orlando, Fla., Academic Press), p. 44

67. W. Walukiewicz, Physica B 302–303, 123 2001
68. K.M. Yu, W. Walukiewicz, W. Shan, J. Wu, J.W. Beeman, J.W. Ager III, E.E.

Haller, App. Phys. Lett. 77, 3607 (2000)
69. K.M. Yu, W. Walukiewicz, J. Wu, D. Mars, D.R. Chamberlin, M.A. Scarpulla,

O.D. Dubon, J.F. Geisz, Nat. Mater. 1, 185 2002
70. J. Wu, K.M. Yu, W. Walukiewicz, G. He, E.E. Haller, D.E. Mars, D.R.

Chamberlin, Phys. Rev. B 68, 195202 (2003)
71. J. Li, P. Carrier, Wei Su-Huai, Li Shu-Shen, Xia Jian-Bai, Phys. Rev. Lett. 96,

035505 (2006)
72. K.M. Yu, W. Walukiewicz, J. Wu, W. Shan, J.W. Beeman, M.A. Scarpulla,

O.D. Dubon, M.C. Ridgway, D.E. Mars, D.R. Chamberlin, Appl. Phys. Lett.
83, 2844 (2003)

73. K.M. Yu, W. Walukiewicz, J. Wu, J.W. Beeman, J.W. Ager III, E.E. Haller,
I. Miotkowski, A.K. Ramdas, P. Becla, Appl. Phys. Lett. 80, 1571 (2002)

74. Y. Nabetani, Mater. Res. Soc. Symp. Proc. 744, M3.4 (2003)
75. V.A. Gnatyuk, T. Aoki, O.S. Gorodnychenk, Y. Hatanaka, Appl. Phys. Lett.

83, 307704 (2003)
76. M.J. Seong, H. Alawadhi, I. Miotkowski, A.K. Ramdas, S. Miotkowska, Phys.

Rev. B 60, R16275 (1999)
77. J. Li, S.-H. Wei, Phys. Rev. B73, 041201(R) (2006)
78. K.M. Yu, W. Walukiewicz, J. Wu, W. Shan, J.W. Beeman, M.A. Scarpulla,

O.D. Dubon, P. Becla, J. Appl. Phys. 95, 6232 (2004)
79. P.K. Chiang, J.H. Ermer, W.T. Nishikawa, D.D. Krut, D.E. Joslin, J.W.

Eldredge, B.T. Cavicchi, J.M. Olson in Proceedings of 25th IEEE Photovoltaic
Specialists Conference (IEEE, New York, 1996) p. 183

80. S.R. Kurtz, D. Myers, J.M. Olson, in Proceedings of 26th IEEE Photovoltaic
Specialists Conference, (IEEE, New York, 1997) p. 875

81. R.R. King, P.C. Colter, D.E. Joslin, K.M. Edmondson, D.D. Krut, N.H. Karam,
S. Kurtz, in Proceedings of 29th IEEE Photovoltaic Specialists Conference,
(IEEE, New York, 2002) p. 852

82. M. Wolf, Proc. IRE 48, 1246 (1960)
83. A. Luque, A. Marti, Phys. Rev. Lett. 78, 5014 (1997)
84. A.S. Brown, M.A. Green, R.P. Corkish, Physica E 14, 121 (2002)
85. L. Cuadra, A. Marti, A. Luque, Thin Solid Films 451–452, 593 (2004)
86. W. Shockley, H.J. Queisser, J. Appl. Phys. 32, 510 (1961)
87. H.P. Xin, C.W. Tu, Y. Zhang, A. Mascarenhas, Appl. Phys. Lett. 76, 1267

(2000)



34 K.M. Yu et al.

88. J. Wu, W. Walukiewicz, K.M. Yu, J.W. Ager III, E.E. Haller, Y.G. Hong, H.P.
Xin, C.W. Tu, Phys. Rev. B 65, 241303 (2002)

89. Y. Fujimoto, H. Yonezu, A. Utsumi, K. Momose, Y. Furukawa, Appl. Phys.
Lett. 79, 1306 (2001)

90. K. Momose, H. Yonezu, Y. Furukawa, A. Utsumi, Y. Yoshizumi, S. Shinohara,
J. Cryst. Growth, 251, 443 (2003)

91. K.M. Yu, W. Walukiewicz, J.W. Ager III, D. Bour, R. Farshchi, O.D. Dubon,
S.X. Li, I.D. Sharp, E.E. Haller, Appl. Phys. Lett. 88, 092110 (2006)

92. W.G. Bi, C.W. Tu, Appl. Phys. Lett. 69, 3710 (1996)
93. C.W. Tu, W.G. Bi, Inst. Phys. Conf. Ser. 155, 213 (1996)



2

Impact of Nitrogen Ion Density on the Optical
and Structural Properties of MBE Grown
GaInNAs/GaAs (100) and (111)B Quantum

Wells

J. Miguel-Sánchez, Á. Guzmán, A. Hierro, E. Muñoz, U. Jahn,
and A. Trampert

The impact of nitrogen ion density, present in the chamber during molecular
beam epitaxial growth of the GaInNAs quantum wells, on their structural
and optical properties is presented. The growth on two different substrate
orientations, GaAs (100) and (111)B has been studied. The quantum well
optical emission was found to be strongly increased when the nitrogen ion
density was reduced during the growth, as determined by photoluminescence
experiments. Cathodoluminescence mappings of quantum wells grown under
different ion densities are compared, showing a stronger compositional modu-
lation depth, and thus a higher structural disorder, when a higher ion density
is present during the growth. This technique was also used to study the opti-
cal activity of defects found in GaAs (111)B samples. We applied deflecting
magnetic fields to tune the amount of nitrogen ion density in the chamber dur-
ing growth. Atomic force microscopy (AFM) measurements in similar epilayers
showed that ions cause an important structural disorder of the layers, showing
approximately twice the root mean square (RMS) roughness when the density
of ions is not reduced by external magnetic fields. Additionally, transmission
electron microscopy (TEM) measurements of buried GaInNAs quantum wells
is presented, showing that lateral compositional fluctuations of In and N are
suppressed when the quantum wells are protected from the ions. Finally, we
have found that quantum wells exposed to higher ion densities during the
growth show deeper localization levels and higher delocalization temperatures.
These results clearly show that the structural properties such as the rough-
ness and the compositional modulation, as well as the optical properties, such
as the optical emission and localization energies are strongly dependent on
the density of nitrogen ions present in the chamber during the growth of
GaInNAs quantum wells. Rapid thermal annealing (RTA) experiments are
also consistent with this hypothesis.
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2.1 Introduction

2.1.1 Overview

In this chapter, we describe in detail our research concerning the impact of
the nitrogen plasma parameters on the optical and structural properties of
dilute nitrides. We performed an extensive characterization of this plasma.
Optimum parameters for the growth of high quality GaInNAs quantum wells,
and a method to decrease the damage produced by such plasma ionic species
are presented.

2.1.2 Material Properties, Nitrogen Plasmas, and (111)B

It is known from the literature that the addition of small concentrations of
nitrogen to GaInAs layers (typically N mole fractions lower than 5%), cause
a strong reduction of the optical quality of quantum wells, due to the forma-
tion of nonradiative defects, mainly due to the creation of Ga vacancies [1],
interstitial incorporation of nitrogen [2] and damage caused by the ionized
nitrogen species from the plasma [3–7]. The formation of the first two types
of defects is directly related to the growth dynamics and can be controlled by
using the proper growth conditions. In this work, we study the latter type of
defects, i.e., those formed by ions generated in the nitrogen plasma, and their
impact on the GaInNAs quantum wells (QWs) grown on GaAs (111)B and
(100) has been assessed.

In order to incorporate nitrogen in the dilute nitride QW an atomic nitro-
gen source is needed. The most extended method to achieve this goal in
molecular beam epitaxy (MBE) systems is to create a plasma from ultra-pure
nitrogen. In these plasmas, different species coexist simultaneously: electrons
(e−), atomic nitrogen (N), diatomic nitrogen (N2) and their excited species
(N2

+, etc) [6–8]. The ratio of the ionized species to the atomic species is called
ionization factor. The lower this ionization factor, the higher the quality of
the plasma for epitaxial growth applications, as we will show in the following
sections.

Since electron cyclotron resonance (ECR) plasma sources show high ioniza-
tion factors [8,9], the most extended nitrogen sources for the growth of nitrides
and diluted nitrides are radio frequency (rf) plasmas and direct current (dc)
plasmas. In this work, we used an Oxford applied rf source.

To precisely control the amount of atomic nitrogen in the plasma, we used
an optical emission detector (OED) that detects the characteristic emission of
atomic nitrogen. This device gives an in situ and real-time value proportional
to the amount of atomic nitrogen in the plasma. It consists of an optical
detector, capped with a narrow band pass optical filter tuned to the emission
energy of the photons emitted from excited nitrogen atoms in the plasma.

In the following sections, different ways for in situ characterization of plas-
mas allowing to determine optimum working conditions for epitaxial growth
are described.
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In the literature, almost each work devoted to the study of the GaIn-
NAs material refers to the (100) orientation [10–12]. In the present chapter
we additionally propose the study of dilute nitride materials grown on the
GaAs (111)B substrates. Our motivation is due to the interesting properties
of heterostructures grown along this orientation. First of all, the presence of a
piezoelectric field in strained heterostructures grown on (111) surfaces of zinc-
blende structures [13]. These properties have been extensively studied in the
literature for the well-known GaInAs/GaAs (111)B system and an excellent
descriptions can be found in [14–17]. With this material system, laser emis-
sion up to 1.1 µm has been reached, with low thresholds [18–21]. Additionally,
this piezoelectric field has been used for the design of nonlinear devices and
optical modulators based on GaInAs/GaAs [22–26]. Recently, the first GaIn-
NAs laser diode grown on GaAs (111)B and working at room temperature
was demonstrated by our group [27].

Another interesting property refers to the critical layer thickness on this
orientation. Several publications claim that the theoretical critical layer thick-
ness is greater than for GaAs (100) [28, 29]. However, some experimental
results seem to indicate that the critical layer thickness is approximately the
same [30, 31].

Apart from above features, an additional interesting property of the GaAs
(111)B surface is the difficulty to find a transition from the 2D to the 3D
Stranski–Krastanov growth mode. There is some controversy in the liter-
ature about this point, since some authors could not find any 3D growth
mode [31–33], but on the other hand, some authors reported the growth of
quantum dots on GaAs (111)B [34–39]. This problem could be interesting
for the growth of dilute nitrides to avoid the transition to 3D growth mode
reported in the literature for GaInNAs on GaAs (100), under certain growth
conditions. Additionally, if the critical layer thickness is higher, higher In
mole fraction could be incorporated in the QWs without relaxation, so longer
wavelengths with high-optical quality material could be achieved.

2.2 Experimental Setup

Samples characterized in this chapter were grown by MBE in a Riber 32
machine equipped with a rf plasma source. The structure of the GaAs (111)B
samples is a p–i–n diode, unless otherwise stated in the text. It consists of a
500nm intrinsic region between 300-nm thick p+ and n+ regions doped with
beryllium and silicon, respectively. In the middle of the intrinsic region, a
7-nm thick GaInNAs quantum well was grown.

Photoluminescence (PL) characterization was performed using a He–Ne
laser, with samples cooled in a cryogenic system down to 16K. Light was
collected and focused by two lenses, dispersed by a computer-controlled
monochromator, and finally detected by a cooled Ge detector.
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RTA were performed in a conventional RTA oven under a 1.3 bar nitrogen
pressure with samples sandwiched between two dummy GaAs pieces.

2.3 Plasma Characterization

2.3.1 Basic Characterization

To achieve an accurate control of the plasma properties we can tune two
different external parameters: the molecular nitrogen flux and the applied rf
power. In this section, we will show techniques, which are suitable to charac-
terize nitrogen plasmas in an effective manner. So, plasma conditions can be
achieved allowing for the fabrication of GaInNAs QWs with optimum optical
emission properties.

The basic plasma characterization is to determine the amount of atomic
nitrogen found in the plasma cavity for each applied power and nitrogen flux.
For that purpose, we measured the OED intensity as a function of the applied
power, for several nitrogen fluxes. Additionally, this basic measurement is
valid to perform a calibration of the system, in order to know the amount of
nitrogen for each pair of rf power and nitrogen flux. The OED characterization
of the plasma used in this work is shown in Fig. 2.1 for three different nitrogen
fluxes: 0.3, 0.5, and 1.0 standard cubic centimeter per minute (sccm).

For low rf powers (lower than 70W), no stable plasma could be ignited in
our system, which is the reason for the absence of data points for that range
of powers in the curves shown in Fig. 2.1. By increasing the applied power,
the OED output increases. For powers between 70 and 200W the difference
for the three nitrogen fluxes is almost negligible. This difference increases as
the applied rf power is increased, specifically for rf powers higher than 200W,
approximately. Thus, at the highest applied powers, there is an increment of
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Fig. 2.1. OED characterization as a function of the applied rf power for three
different nitrogen fluxes
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Fig. 2.2. Low-temperature (16K) PL spectra of two GaInNAs QWs, grown under
the same conditions, except for plasma parameters: 280 W and 1 sccm (black line)
as well as 340 W and 0.45 sccm (grey line). OED intensity was the same for both
samples

active nitrogen (OED) of up to 20% when the nitrogen flux is increased from
0.3 to 1.0 sccm.

To effectively verify that the OED signal is strongly correlated to the
nitrogen content incorporated in the dilute nitride samples, the following
experiment was performed: Two p–i–n structure samples were grown on GaAs
(111)B (exhibiting the previously described structure), using exactly the same
growth conditions for both samples (substrate temperature, growth rate, As
flux, and OED intensity). The only difference between both samples was the
plasma conditions to achieve the same OED intensity. We used two different
powers, 280 and 340W applied to two different nitrogen fluxes of 1.00 and
0.45 sccm, respectively, to achieve exactly the same OED value. In Fig. 2.2,
low-temperature PL spectra of both samples are shown.

Both spectra are vertically shifted for clarity. The PL peak emission from
both samples is exactly at the same wavelength (within measurement errors).
As the In contents from both samples are nominally the same, we can finally
conclude that the OED output is a reliable parameter for the accurate control
of the nitrogen mole fraction in GaInNAs QWs grown by MBE. Additionally,
in this figure, it is shown that the emission from the sample grown with the
lower rf power (280W) is stronger than the emission from the sample grown
with the higher rf power (340W). Thus, we may conclude that it is the rf
power and not the flux that determines the optical quality of GaInNAs QWs.
A lower structural quality of samples grown with higher nitrogen fluxes is
expected, since high nitrogen fluxes strongly decreases the mean free paths
of atoms and molecules in the chamber and over the surface. For this reason,
further experimental parameters, apart from rf power and nitrogen flux, must
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be taken into account to control the optical quality of GaInNAs QWs, as it
will be shown in following sections.

2.3.2 The Modified Langmuir Probe Method

In order to characterize rf plasmas, electrical methods were commonly used
in the past. The most spread one is based on Langmuir and consists of a
narrow metallic wire (probe) introduced in an ignited plasma. By biasing
this wire, current–voltage measurements were obtained, from which impor-
tant plasma parameters can be extracted to characterize the plasma [8]. For
dilute nitrides growth, the plasma characterization found in the literature was
almost exclusively optical [6,7,40]. By a careful inspection of the optical emis-
sion coming from the plasma, radiative transitions of various species (atomic,
excited, molecular, etc.) could be detected and measured in the plasma. This
method is very accurate, but requires the presence of complex optical equip-
ment near the plasma source, which is sometimes not possible due to the
position of the cells in the growth chambers. Additionally, the characteriza-
tion of the plasma performed in this way gives information about the plasma
inside the nitrogen source, in which completely different conditions may hold
when compared to the plasma impinging onto the sample.

In this section we present an easy and novel electric method for in situ
plasma characterization at the sample position, where the conditions must
be accurately known to control the epitaxial growth process, since it is
in this region where growth dynamics and thermodynamics determine the
characteristics of the grown material [41].

This novel method is based on the use of a Bayard–Alpert vacuum gauge
as a modified Langmuir probe. Bayard–Alpert gauges are found in almost
every ultra-high vacuum system (UHV system) and in MBE systems, due to
the need of accurate pressure measurements in the 1× 10−5 to 1× 10−11 Torr
range. The operation of these gauges is as follows: a tungsten filament is
heated producing electrons due to the thermionic effect. A biased grid accel-
erates these electrons. When these electrons travel through an effective cross
section of the atomic or molecular species in the vacuum, ionization occurs by
the lost of an electron from the outer shells of these gaseous species. Finally,
ionized species impinge onto a narrow metallic wire (collector), being collected
and generating an electric current directly proportional to the amount of par-
ticles in the chamber that is proportional to the pressure at every moment.
In standard MBE chambers, this gauge can be moved to exactly the same
position of the growing surface. This allows the precise characterization of the
incident flux that combined with precise reflection high electron energy diffrac-
tion (RHEED) observations permit an accurate calibration of the growth rate
for several material systems [41].

On the other hand, the Langmuir probe consists of a short metallic wire
introduced in the plasma cavity. Charged species impinge onto the probe
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Fig. 2.3. Schematic view of the biasing of a Bayard–Alpert gauge to be used as a
modified Langmuir probe

generating a current in an external circuit proportional to their density. Typ-
ically, these probes are biased to obtain I–V characterization of the plasma,
as stated above [8]. The proposed method takes the advantages from both
the gauge and the probe: the plasma has to be characterized at the sample
position, to obtain an accurate measurement of the ions impinging onto it
during growth. For this purpose, we propose a vacuum-gauge triode-like con-
figuration for the Bayard–Alpert gauge to work as a modified Langmuir probe
(Fig. 2.3), with the plasma acting as a cathode. A precision electrometer is
connected in series with the probe collector. This will work as the anode.
Thus, the different charged species impinging onto it will generate a positive
or negative current, depending on the charge of the incident particles. The
grid of the probe will act as the deflection grid found in electronic vacuum
valves. A voltage source is connected in series with the grid to bias it. Thus,
if the bias voltage is negative, negatively charged species from the plasma
will be deflected, and therefore a positive current will be measured. In the
literature, this is called ion saturation region. On the other hand, when a pos-
itive bias is applied to the grid, positively charged species (ionized atoms and
molecules) will be deflected, which will yield a negative current, the electron
saturation region. Thus, by using this technique we could directly measure
the I–V characteristics of the generated plasma in our system, as shown in
Fig. 2.4.

Using this setup, the typical characteristics expected from a conventional
Langmuir probe are obtained [8]. In our system, by applying bias voltages
lower than −60 V, a positive current is obtained in the ion saturation region.
As reducing the bias voltage, the measured current turns negative due to
the reduction of the electron shielding: the amount of electrons deflected is
reduced. For bias voltages higher than 50V, the I–V characteristics show
another plateau, the electron saturation region, where ions are deflected and
electrons attracted toward the collector. With the proposed model, we have
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two plasmas generated using the same nitrogen flux (0.3 sccm) and two different rf
powers, 135 W (circles) and 270 W (squares)

detected a positive current generated in the probe that could be only due to
positively charged species impinging onto the collector. Thus, we have mea-
sured a nonnegligible amount of ionic nitrogen species coming from the plasma
during the growth of dilute nitrides.

To assess this point, we performed the I–V plasma characterization for the
same nitrogen flux, but using two different applied rf powers, 135 and 270W
(giving rise to different OED intensities, 195 and 356 a.u.). A detail of the ion
saturation region from the measured I–V characteristics is shown in Fig. 2.5.
According to this data, the application of higher rf powers to the same nitrogen
flux yields a more positive current. Thus, we can conclude that the positively
charged species measured using this novel modified Langmuir probe method
originate from the ignited plasma and are not due to the self-ionization of
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the gas due to the grid biasing (these biases are still much lower than the
usual bias voltage applied to typical Bayard–Alpert gauges, around 150V).
The objective of the modified Langmuir probe method is the detection and
the quantification of ions arriving at the position of the sample. To use this
method for an exact quantization of the ion density (charged particles per
unit surface in a time unit), impinging onto the surface, a detailed theoretic
treatment, a more accurate knowledge of the geometry of the system, and
an exact measurement of the area of the collector are needed. On the other
hand, this method can be readily used for the optimization of the plasma
parameters, to minimize the generated amount of ions, for a given amount
of active nitrogen. This is the main objective, since, as previously stated,
ionic nitrogen species strongly damage the optical properties of the grown
materials [3–5,42]. To choose the optimum conditions, a set of measurements
have been performed, as described below. The first experiment consists of the
measurement of the collector current (directly correlated with the amount of
ions found in the chamber) for different applied rf powers for three different
nitrogen fluxes. The results of these measurements are depicted in Fig. 2.6.

For a given rf power typically used in the growth experiments (below
350W, in our system), we observe that the lower the nitrogen flux, the lower
the measured collector current. If we now measure the amount of nitrogen
atoms by reading the OED intensity for several fluxes (Fig. 2.7), it is also
observed that the lower the nitrogen flux the lower the OED intensity, for
a given applied rf power. This variation is almost negligible (around 3% for
a given OED intensity). We can thus conclude that for a given amount of
nitrogen to be incorporated in the samples (a given OED, for given growth
conditions) the amount of ions is minimized by using a lower nitrogen flux.
This nitrogen flux cannot be reduced indefinitely, since there is a minimum
flux, for which ignited plasma turns unstable and eventually disappears. Other
groups [43] have drawn the same conclusions using other techniques.
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2.3.3 Application of Magnetic Fields to Nitrogen Plasmas

Previously, basic measurements allowed us to easily find the optimum condi-
tions to minimize the amount of ions in the MBE chamber during the growth of
dilute nitrides. As we are dealing with ions, we must note that these charged
species can interact with electromagnetic fields. Other authors proposed in
the past the application of electromagnetic fields to deflect ions generated in
DC [3] and ECR [44] plasmas. In our case, we will use static magnetic fields to
deflect the ionic species. With the measurement setup proposed in Sect. 2.2,
we will check the effect on the QWs of the ion deflection by the magnetic field.

The first step is to check the effect of the magnetic field in the normal
operation of the plasma source. In practice, to apply this static magnetic field,
a 0.2T magnet was used, placed under an extension tube between the plasma
source and the growth chamber. In this position, the magnetic field lines are
perpendicular to the flux of nitrogen species from the source to the sample.
The position was chosen by minimizing the current measured by the modified
Langmuir probe. The OED intensity, for two different nitrogen fluxes, and
the effect of the application of a magnetic field are shown in Fig. 2.7. For
comparison purposes, measurements carried out with no magnetic field are
also shown in Fig. 2.7. We can observe that the OED intensity obtained by
applying the magnetic field is slightly higher than the OED intensity when no
field is present. This effect could be due to an enhancement of the confinement
of the plasma due to the magnetic field. On the other hand, this difference is
almost negligible for the applications used in this work, lower than 2% and
comparable to the 1% resolution of our OED measurement system. Thus, we
can conclude that the operation of the nitrogen source is not significantly
altered by the presence of the magnetic field.

We can now use the modified Langmuir probe to check the effect of the
magnetic field on the ions (Fig. 2.8). It is clear from this figure that the



2 Impact of Nitrogen Ion Density 45

0 100 200 300 400 500 600
0

500

1000

1500

2000

2500

3000

3500

MagnetC
u

rr
en

t 
(p

A
)

rf power (W)

No magnet

Fig. 2.8. Measured current by the modified Langmuir probe as a function of the
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application of a magnetic field reduces the collected current, and thus, it
reduces the amount of ions reaching the sample. In the following sections we
will show how the ion density present during the growth, impinging onto the
sample, strongly affects the optical and structural properties of the GaInNAs
quantum wells grown on GaAs (111)B and (100), and how the reduction of
this density by the application of magnetic fields strongly reduces the damage
introduced in the quantum wells during growth.

2.4 Minimizing the Impact of the Ions

In this section we will briefly describe how the ratio of the incorporated nitro-
gen atoms and the density of ions in the chamber can be tuned. Using these
techniques, different samples with different [N]/[Nion] ratio can be grown [42],
to check whether the reduction of the ions effectively enhances or not the
optical sample quality.

The nitrogen concentration [N] incorporated to the samples was deduced
from QW photoluminescence measurements. Additionally, [Nion] is propor-
tional to the collected current using the modified Langmuir probe, as stated
in previous sections. Thus, as we are dealing with a plasma, two approaches
can be used to modify the [N]/[Nion] ratio: using the nitrogen cell shutter
and by the application of a magnetic field. By the combination of the two
techniques, we grew three equivalent samples, on GaAs (100), using the same
growth conditions, with the only difference in the [N]/[Nion] ratio, as described
below and in Fig. 2.9.

The three samples were 7-nm thick single GaInNAs single QWs, with a
100nm GaAs cap and barrier layer. A first sample was grown (sample A,
Fig. 2.9a), under the application of a magnetic field in the way explained in
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Sect. 2.3.3. The following sample was grown exactly under the same conditions,
using no magnetic field deflection (sample B, Fig. 2.9b). The third sample was
grown with the nitrogen cell shutter closed (sample C, Fig. 2.9c). In order to
achieve a similar N incorporation in the sample a higher rf power was applied,
since the shutter does not interrupt but strongly reduces the flow of atomic
and ionic species toward the sample.

Due to this high power, the current measured by the modified Langmuir
probe, when the cell shutter was closed, was still very high. For this rea-
son, sample C has the lowest [N]/[Nion] ratio of the three samples. Sample
A has the highest ratio, since exactly the same N contents are found for this
and for sample B, but the ion density was strongly reduced by the magnetic
deflection. For the three samples, low-temperature photoluminescence mea-
surements were carried out to compare their optical properties. The results
are shown in Fig. 2.10.

In Fig. 2.10a, the low-temperature (16K) PL peak intensity is shown as
a function of the [N]/[Nion] ratio. As seen in this figure, the higher this
ratio, the higher the PL intensity, which implies a lower concentration of
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Fig. 2.10. PL peak intensity (a) and FWHM (b) of the A, B, and C samples
described in the text, for several ion contents

nonradiative recombination centers. Full width at half maximum (FWHM)
from the same measurements is shown in Fig. 2.10b. There we can clearly
observe that this FWHM is wider (lower optical quality) when the [N]/[Nion]
decreases. From these experiments we can conclude that the utilization of
higher powers combined with a closed cell shutter is not a reliable proce-
dure for the development of good quality dilute nitride-based optoelectronic
devices. For this reason, this method was not employed in this work. We will
focus on the growth of quantum wells with and without the application of
magnetic fields, thus varying the [N]/[Nion] ratio, and studying the effect of
these ions on the optical and structural properties of dilute nitride quantum
wells in the following sections.

2.5 The Role of Ions on GaInNAs/GaAs (111)B QWs

To study the impact of these ionic species on the optical properties of
GaInNAs/GaAs (111)B QWs two equivalent samples were grown, with the
only difference that the first of the samples (IM1) was grown under the
application of a magnetic field, and the second sample (NIM1) was grown con-
ventionally. The structure of both samples is the p–i–n diode described in pre-
vious sections. There is an evident difference between the photoluminescence
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Fig. 2.11. (a) PL spectrum (16K) of the NIM1 sample, grown with no magnet. (b)
Low-temperature (16 K) PL spectrum of the IM1 sample, grown with the magnetic
deflection

spectra from both samples. In Fig. 2.11 the low-temperature (16K) photo-
luminescence spectra of both samples are shown. We can observe how the
IM1 sample shows a well-defined peak at 1,300nm, with the usual energy
tail related to the formation of low energy states below the band gap. On the
other hand, the sample grown without the magnet, and thus with a higher ion
density present in the chamber during growth, shows no clear peak emission,
but a very broad emission. The impact of the ions on the optical properties
of GaInNAs is thus shown: higher ion densities degrade the optical properties
of the QWs like in the case of GaAs (100) (see Sect. 2.4).

As widely reported, a RTA cycle maximizes the optical emission of QWs
[3, 11, 12, 15]. We describe now some results regarding the behavior of both
samples IM1 and NIM1 after different RTA cycles. In Fig. 2.12, we show how
after RTA annealing (30 s at 850◦C) both samples show a well-defined peak.

The cycle used in this experiment was chosen based on results of our
previous experiments. For each sample (growth conditions) this optimum cycle
has to be studied, since it strongly depends on the structural quality of the as-
grown material [45]: The lower the structural quality of the GaInNAs quantum
wells (compositional modulation, undulation of the interfaces), the higher the
optimum RTA temperature, for a given dwell time. For these reasons, we
performed a detailed RTA characterization of samples IM1 and NIM1, to
extract indirectly structural information from the QWs. The results of such
experiments are shown in Fig. 2.13.
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There we have plotted the relative increase of the measured intensity after
annealing when compared to its as-grown value. 30 s was the annealing time
for all the experiments. We can clearly observe that the optimum annealing
temperature is much lower for the IM1 sample than for NIM1 sample, what
is consistent with a higher structural quality of the GaInNAs quantum well
sample grown under the lower density of ions.

Another effect produced by the RTA annealing is the shift of the quan-
tum well emission toward higher energies (blueshift). If we compare this shift
from both samples, as a function of the annealing temperature (Fig. 2.14), we
observe a strong difference in blueshifts from both samples assuming that IM1
and NIM1 samples contain the same nominal N mole fraction: In that case, for
the sample IM1 the blueshift would be much lower than for sample NIM1. We



50 J. Miguel-Sánchez et al.

0 750 800 850 900 950

1120

1140

1160

1180

1200

1220

1240

1260

1280

1300

1320

NIM1: No magnet 

IM1: Magnet

16 K

RTA: 30s

W
av

el
en

g
th

 (
n

m
)

RTA temperature (°C)

Fig. 2.14. Peak wavelength of the low-temperature PL spectra after RTA annealing,
for a dwell time of 30 s. No magnet: squares, magnet: circles

will see in the following section that this reduced blueshift using ion deflec-
tion is confirmed in the case of GaInNAs/GaAs (100) QWs. In this figure,
the absence of data for the as-grown sample and for the lower temperature
annealing is due to the fact that no clear peak emission could be measured
from this sample. This is an important result, since we have determined a
method to reduce blueshifts in dilute nitride samples for given nitrogen con-
tents. Thus, to achieve a given wavelength in the design of the optoelectronic
device, a slightly lower nitrogen contents have to be incorporated into the
quantum wells when using the magnetic deflection. This effect will give rise
to an enhanced emission from the QW, since it is known in the literature that
an increase in nitrogen content in the GaInNAs QWs yields to a reduction in
their optical quality. As shown in Sect. 2.6, similar results are found for the
GaInNAs/GaAs (100) system. Therefore, we can tentatively conclude that the
reduction of nitrogen ions during the growth enhances the formation of In–
N bonds, more favorable energetically [46], what would explain the reduced
blueshift and the stronger emission from these samples [47, 48].

2.6 The Role of Ions on GaInNAs/GaAs (100) QWs

The observations and measurements found in Sect. 2.5 for the GaInNAs on
GaAs (111)B quantum wells are not exclusive for this material system. In this
section we will describe the impact of the ions on the optical and structural
quality of GaInNAs quantum wells grown on GaAs (100).
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2.6.1 Optical Characterization

For this purpose, we studied the optical properties of two equivalent samples,
consisting of 7-nm thick GaInNAs QWs (nominal In and N mole fractions
of 30% and 1.7%, respectively). A 100-nm thick GaAs barrier and cap layer
was grown over both QWs. As described in the previous section, the only
difference between both samples is again the application of magnetic fields
during the growth of one of the samples (IM2), whereas the second sample
(NIM2) was grown conventionally, with no ion deflection. Thus, to achieve a
given wavelength in the design of the optoelectronic device, a slightly lower
nitrogen contents have to be incorporated into the quantum wells when using
the magnetic deflection. This effect will give rise to an enhanced emission from
the QW, since it is known in the literature that an increase in nitrogen content
in the GaInNAs QWs yields to a reduction in their optical quality. As shown
in the following section, similar results are found for the GaInNAs/GaAs (100)
system. Therefore, we can tentatively conclude that the reduction of nitrogen
ions during the growth enhances the formation of In–N bonds, more favorable
energetically [46], what would explain the reduced blueshift and the stronger
emission from these samples [47, 48].

Photoluminescence Measurements

Low-temperature PL measurements are shown in Fig. 2.15. As seen in this
figure, and as it was found for GaInNAs on GaAs (111)B, sample IM2, grown
with the lower ion density, shows a stronger luminescence (four times higher)
and a 10meV narrower FWHM. This comparison was performed at room

1200 1300 1400 1500 1600

IM2

NIM2

High ion density
Low ion density

300 K

P
L

 In
te

n
si

ty
 (

au
)

Wavelength (nm)

Fig. 2.15. Room Temperature PL measurements of the IM2 (black line) and NIM2
(grey line)
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temperature, where localization effects are almost negligible for these two
samples. The impact of the ion nitrogen density on the optimum anneal-
ing temperature was also measured for these samples, similarly to what we
did for the (111)B orientation. In Fig. 2.16a, we show the ratio of the peak
intensity after annealing to the as-grown intensity. We clearly observe that
the optimum temperature for the sample grown without the magnet is much
higher than for the sample IM2. Thus, to achieve a given wavelength in the
design of the optoelectronic device, a slightly lower nitrogen contents have to
be incorporated into the quantum wells when using the magnetic deflection.
This effect will give rise to an enhanced emission from the QW, since it is
known in the literature that an increase in nitrogen content in the GaInNAs
QWs yields to a reduction in their optical quality. As shown in the follow-
ing section, similar results are found for the GaInNAs/GaAs (100) system.
Therefore, we can tentatively conclude that the reduction of nitrogen ions
during the growth enhances the formation of In–N bonds, more favourable
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energetically [46], what would explain the reduced blueshift and the stronger
emission from these samples [47, 48].

If we measure the blueshift of the PL emission, we observe how for anneal-
ing temperatures greater than 750◦C this blueshift is lower for the samples
grown under a lower ion density. This is again a positive result for the devel-
opment of optoelectronic devices based on dilute nitrides: the application of
magnetic fields implies that a lower blueshift will appear after annealing. Thus,
in the design of the GaInNAs QW-based optoelectronic devices lower nitro-
gen mole fraction should be incorporated in the growth process to achieve
a given final (after annealing) emission wavelength of the device. The intro-
duced procedure yields to a double enhancement of the emission of the QWs:
ion deflection reduces nonradiative centers and the lower nitrogen content to
be incorporated additionally improves optical quality.

Cathodoluminescence Measurements

Although cathodoluminescence (CL) at these wavelengths is a powerful tool
for the analysis of GaInNAs material, only very few reports have been pub-
lished about this topic [12, 49]. We obtained CL mappings at 10K. Some
results are shown in Fig. 2.17.

The darker area shown in the sample grown with no magnetic field, NIM2
(Fig. 2.17a), is caused by a dust particle on the surface, as observed in the cor-
responding SEM image (not shown). Both figures show a rather homogeneous
lateral distribution of the luminescence intensity, but a slight granularity is
detected in both images. To analyze this CL distribution quantitatively, we
performed CL intensity profiles or line scans.

Results of such measurements are shown in Fig. 2.18 performed at the
same energy as the CL mappings of Fig. 2.17. The intensity fluctuations visi-
ble in this figure show areas of different brightness of around 4 µm in diameter.
These were previously observed in GaInNAs material by Kitatani et al. [12],
who reported similar granularity in the same scale. To directly compare both

20 µm 

Fig. 2.17. (×2,000) CL images of (a) NIM2 sample (no magnet) at 1,330 nm and
(b) IM2 sample (magnet) at 1,300 nm. Scale is indicated by the white line
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Fig. 2.18. CL emission from samples IM2 and NIM2, (grey and dark lines,
respectively), at 12K

line scans, we used the RMS modulation depth, as defined in [50]. We can then
directly compare both samples. Calculations of this parameter yield values of
17.3% and 9.7% for samples NIM2 and IM2, respectively. The modulation
depth reveals the underlying disorder of the GaInNAs QW [50, 51] and indi-
cates a higher degree of disorder for the sample grown without magnetic field.
This conclusion is consistent with the previous experiments (RTA annealing
and photoluminescence). In Sect. 2.6.2 we will describe structural measure-
ments that corroborate our hypothesis of a better quality of the GaInNAs
QWs grown under an applied magnetic field.

2.6.2 Structural Characterization

To complement the optical measurements presented in Sect. 2.6.1, we per-
formed some structural analysis, using two different microscopy techniques,
AFM and TEM.

Atomic Force Microscopy

To use this powerful characterization tool for the analysis of GaInNAs mate-
rial, we grew two equivalent 7-nm thick epilayers, with the same composition
than NIM2 and IM2 QWs, and which we will call NIM3 and IM3, for the
conventionally grown epilayer and under the application of a magnetic field,
respectively. These epilayers were grown under exactly the same conditions
of IM2 and NIM2 QWs. Plasma and nitrogen flux were immediately stopped
after the completion of the epilayer.

Figure 2.19a, b show two 500 × 500 nm regions for both samples.
Figure 2.19c, d show the same region with a higher detail (180 × 180 nm).
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Fig. 2.19. Atomic force microscope scans of samples NIM3 (no magnet, figures
a and c) and IM3 (magnet, figures b and d). Scan scales: (a) 500 × 500 nm. (b)
500 × 500 nm. (c) 180 × 180 nm. (d) 180 × 180 nm
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Fig. 2.20. Height profiles from the surfaces shown in Figs. 2.19a, b. Grey and black
lines represent the section profiles of IM3 (magnet) and NIM3 (no magnet) samples,
respectively

In Fig. 2.19a the NIM3 epilayer is shown, grown under the usual ion density
in the chamber. This image shows a great modulation of the surface, and the
presence of holes tens of nanometers wide. The formation of such holes has
been observed by other groups previously [52].

The depth of some holes is higher than ten atomic monolayers. In the
scanned area the RMS roughness of this surface is 0.53 nm. Figure 2.20 shows
profiles of a random section from both surfaces. In these profiles, the fluctua-
tions of the surface can be easily observed. Undulations of the same magnitude
have been observed for GaInNAs QWs by other groups [53].

On the other hand, if we observe the IM3 surface (Fig. 2.19b), grown with a
lower ion density, we can clearly see a flatter, more homogeneous, and compact
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Fig. 2.21. Normalized fast Fourier transform of a mean section (shown in Fig. 2.20)
of the surfaces from samples IM3 (magnet) and NIM3 (no magnet), represented by
white circles and dark squares, respectively

layer, with a RMS roughness of only 0.35nm, almost half that of NIM2. The
profile measurements show that only fluctuations from one to four monolayers
are found. Thus, we can conclude from these measurements that the applica-
tion of the magnetic fields strongly reduces the roughness of the upper layer
from GaInNAs QWs, for given growth conditions. The statistical analyses of
every section of the images give rise to similar results. In Fig. 2.21 we show
the mean fast Fourier transform (FFT) taken from several profiles from the
surfaces. We obtain from this transform information about the periodicity of
the features of the surfaces. Continuous lines are interpolations between the
points, representing the data. As seen in this figure, we observe a clear peri-
odicity in patterns (holes) in the sample grown with no magnetic deflection
(black squares), with strong components with periods between 20 and 50 nm.
On the other hand, if we repeat the analysis for sample IM3, we obtain dif-
ferent results: a wide band (white circles) is obtained, which indicates a more
flat surface, with no apparent periodicity due to surface modulation.

Transmission Electron Microscopy

Structural properties of GaInNAs material are quite sensitive to the growth
parameters [54] and to the growth temperature in particular [55]. This growth
temperature must be low (compared to the optimum growth temperatures
for materials such as GaInAs, around 450◦C), to suppress 3D or Stranski–
Krastanov growth mode and minimize the formation of undulations from the
upper quantum well interface. Additionally, an intermediate step between 2D
and 3D modes was described in the literature, consisting of the 2D growth
mode, with the formation of a lateral composition modulation from In and N
mole fractions, with modulations periods in the range of 10–50nm, typically
[56–58]. These modulation fluctuations are directly related to the incorpora-
tion of N, since these variations have not been found such strongly in GaInAs
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Fig. 2.22. TEM micrographs (g = 002) from NIM2 (a) and IM2 (b). The growth
direction was from the bottom to the top of the figures

QWs, and as shown in [53]. In this section we show how this lateral composi-
tion modulation is strongly reduced if the ion density in the growth chamber
is reduced. For this reason, we studied samples IM2 and NIM2 by TEM.

Figure 2.22a, b show TEM photographs taken with a diffraction vector
g = 002, sensible to the material composition [53, 56]. As observed in this
figure, we only see slight fluctuations in the upper interface of the QW, indi-
cating that no 3D growth mode occurred. This is consistent with the streaky
patterns observed in the RHEED during the growth. A slight modulation of
the upper interface is observed for sample NIM2 (Fig. 2.22a). In addition to
this fluctuation, a lateral composition modulation is also observed. This fluc-
tuation is caused by the simultaneous incorporation of In and N, as shown
in [56]. This modulation has not been observed for InGaAs. These compo-
sition fluctuations are spaced apart between 20 and 100 nm, as depicted in
Fig. 2.22a. The period of this fluctuation is in the same range than that found
in the previously showed AFM measurements. Analyzing sample IM2, shown
in Fig. 2.22b, we cannot now appreciate fluctuations in QW thickness, which
is consistent with a perfect 2D growth mode. Additionally, no compositional
modulation was found along the QW. With this experiment, we have a direct
evidence of the strong correlation of the ion density present in the chamber
during the growth and the lateral composition modulation of the GaInNAs
QWs: When this density is reduced by the application of magnetic fields this
lateral composition modulation is suppressed for QWs grown under exactly
the same conditions.

Figure 2.23 shows a high-resolution TEM micrograph from sample IM2.
Here we can appreciate the high quality of the quantum well and its interfaces.
Upper and lower interfaces are almost undistinguishable. Only variations of
very few monolayers are to be seen in the micrograph.

Effect of Plasma Ions on Carrier Localization

The incorporation of small nitrogen quantities in GaInNAs QWs shifts the gap
of the material toward lower energies [10]. But additionally, a nonnegligible
density of localized states is formed below the GaInNAs conduction band
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Fig. 2.23. High-resolution TEM micrograph of IM2 sample, grown with the low-ion
density
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Fig. 2.24. Left: PL peak energy as a function of the temperature for samples IM2
and NIM2, white circles and black squares, respectively. The continuous lines are
β-spline interpolations between the data. Dashed-dotted lines are Varshni fits to
the data. Right: evolution of the FWHM of the PL spectra as a function for the
temperature for the same samples IM2 and NIM2

[56]. Several experiments have been made to detect and characterize them. In
photoluminescence at different temperatures we can observe S-shape behavior
of the QW peak emission [59,60]. PL spectra from IM2 and NIM2 QWs, similar
results are shown in Fig. 2.24.

The peak energy emission from both samples is plotted in this figure by
white circles and black squares, for samples IM2 and NIM2, respectively.
Solid lines are β-spline interpolations between experimental data, drawn as
a guide for the eye. Dashed-dotted lines are fittings to the Varshni model,
which describes the variation of the gap with temperature. These fittings were
also performed by other authors for GaInNAs QWs with good results [60].
Varshni’s formula, to be fitted, is

E(T ) = E(0) − αT 2

T + β
. (2.1)



2 Impact of Nitrogen Ion Density 59

Table 2.1. Parameters used in Varshni fits for the single quantum well GaInNAs
samples IM2 and NIM2, shown in Fig. 2.24

Parameter IM2 NIM2

α 3.4 × 10−4 eV K−1 3.4 × 10−4 eV K−1

B 296 K 296 K
E(0) 0.9285 eV 0.9385 eV

Table 2.2. Localization parameters measured for the single quantum well GaInNAs
samples IM2 and NIM2, shown in Fig. 2.24

Parameter IM2 NIM2

Tloc 77 K 100 K
Eloc (16K) 10 meV 18 meV
Eloc @ Tloc 34 meV 60 meV

Fitting parameters are listed in Table 2.1. These are very close to those found
in the literature [60]. At lower temperatures, the optical emission is mainly due
to transitions from localized states. In this region, it is observed that the tran-
sition energy is linearly reduced as the temperature is increased. After reaching
the delocalization temperature (Tloc), if the temperature is increased, carriers
are thermally activated, and the conduction band population is increased. If
the delocalization temperature is exceeded, the optical emission observed is
mainly due to transitions from the conduction band. As observed in the figure,
the fitting of the data with Varshni model is quite satisfactory for tempera-
tures higher than 100K for both samples, where localization effects are almost
negligible.

To make an estimation of the localization energy, we can study different
parameters [45]. First of all, a comparison of the delocalization temperatures
can be made. In Fig. 2.24 we can clearly observe how the delocalization tem-
perature Tloc is lower for the low-ion density QW (Tloc

IM2 = 77 K) than for
the other sample, with a higher Tloc

NIM2 of 100K. Another estimation for the
localization energy is the difference from localized states measured from the
PL experiments and the simulated gap energy. At the lowest temperature from
our experimental setup, 16K, the localization energy is (Eloc

IM2 = 10 meV),
again lower than the localization energy of the sample with higher ion density,
Eloc

NIM2 = 18 meV. If this energy is estimated at the delocalization energy,
the difference is higher, as shown in Table 2.2.

Additionally, we can observe the FWHM of the PL emission of the same
samples NIM2 and IM2 (Fig. 2.24, right). We see in this image how the maxi-
mum of the FWHM occurs at higher temperatures in the NIM2 sample. This
is again consistent with a deeper localization energy in the case of the sample
grown conventionally with no ion deflection.

We thus conclude that the observed localization energy from GaInNAs
QWs is strongly dependent on the ion density present in the chamber during
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growth. The higher ion density causes the deeper the localized states. This
effect could also be due to the structural properties discussed in the previous
subsection, since it is known that QW morphology plays a fundamental role
on the localization energy [45].

2.7 Conclusions

In this chapter, our contributions to the characterization and understanding
of nitrogen rf plasmas, and the effect of the ions on the optical properties of
GaInNAs QWs grown by MBE have been presented.

A novel in situ plasma characterization method, consisting in the use of a
Bayard–Alpert gauge as a modified Langmuir probe, has been proposed and
demonstrated. We used this technique to perform a reliable characterization of
the ignited plasma. This proposed setup can be used for the characterization
of plasma parameters exactly at the sample position. Combining this method
with other widely extended standard plasma characterization techniques (as
for example the OED), optimum plasma parameters (Nitrogen flux, rf applied
power) can be chosen for the growth of high-quality quantum wells.

Using the modified Langmuir probe method, the presence of plasma ions
impinging onto the surface of the sample was detected. Since the presence of
these ions during growth reduces the quality of the QWs, the application of
external static magnetic fields was proposed to deflect the flux of ions flowing
from the nitrogen source toward the growing surface, thus reducing the density
of charged particles impinging onto the surface. With the modified Langmuir
probe an effective reduction of the ion current at the position of the sample
was measured, assessing the effectiveness of the deflection method.

The effects of the ion density impinging onto the sample during the growth
of GaInNAs layers grown on GaAs (111)B and (100) were presented. The
results for both orientations are similar: It was found that samples grown
under a higher ion density showed poorer optical (reduced intensity and
broader emission) and structural quality (compositional fluctuations, QW
undulation), as shown by combined experiments of microscopy (AFM and
TEM), and luminescence techniques (PL and CL).

We found that using the proposed magnetic deflection, the ion density is
effectively reduced and the overall quality of the GaInNAs quantum wells is
therefore strongly increased. Particularly, on GaAs (100) it was shown that the
application of a deflecting magnetic field during the growth yielded a strong
reduction of lateral compositional modulation of the GaInNAs quantum wells.
Finally, we found from PL experiments that the samples grown with higher
ion density showed a more pronounced and a deeper localization energy than
the optimal samples grown under the magnetic deflection.
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Electronic Band Structure
of Highly Mismatched Semiconductor Alloys

W. Walukiewicz, K. Alberi, J. Wu, W. Shan, K.M. Yu, and J.W. Ager III

The large changes in the electronic structure in dilute III–V nitrides and other
semiconductor alloys containing isoelectronic impurities of high electronega-
tivity or low ionization energy can be explained by the band anticrossing
model. Interaction between the localized levels introduced by a highly elec-
tronegative impurity, such as N in GaNxAs1−x, and the delocalized states of
the host semiconductor causes a restructuring of the conduction band into E+

and E− subbands, which in this case effectively lowers the conduction band
edge of the alloy. This restructuring is not only responsible for the reduction
of the fundamental band gap energy but also accounts for the direct band gap
nature in GaNxP1−x and the enhanced electron effective mass observed in
GaNxAs1−x. Conversely, the incorporation of large-sized isoelectronic impu-
rities with low ionization energy into III–V and II–VI compounds is found
to induce a restructuring of the host valence band by the same anticrossing
mechanism. Integration of the conduction and valence band anticrossing mod-
els provides an accurate description of the electronic structure of these alloys
across their entire composition range.

3.1 Introduction

Alloying offers the ability to tailor the band gap as well as the conduction
and valence band edge positions of a semiconductor through the manipula-
tion of its composition, enabling the use of these materials in a wide variety
of applications, including power transistors, lasers, light emitting diodes, pho-
todetectors, and solar cells. It is well known that alloys composed of two
compounds of similar character can be treated within the virtual crystal
approximation (VCA), where the potential of the periodic crystal is taken as
an average of the atomic potentials of the constituents [1–3]. Thus, the band
gaps of these alloys may be well described through the quadratic relationship
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between the band gaps Eg
A and Eg

B of the endpoint compounds A and B
and is given by [1]

EAB
g (x) = xEA

g + (1 − x)EB
g − bx(1 − x). (3.1)

Here, x is the fraction of compound B mixed in compound A, and b is the bow-
ing parameter, which represents the divergence of the band gap energy from
the linear interpolation. Alloys of mixed cation species, such as AlxGa1−xAs
or BxGa1−xAs, typically fit this trend quite well, as do alloys containing anion
species of similar character, including GaAsxP1−x [4–6]. For these materials,
the atomic potentials of the two elements occupying either the cation or anion
sublattice are substantially similar, and the bowing parameter in (3.1) is much
smaller than the band gaps of the endpoint compounds.

With advances in thin film growth techniques, it is now possible to fabri-
cate single-phase alloys from constituents that are highly “mismatched” with
respect to electronegativity, size, and/or ionization energy. The VCA approach
to modeling the band gaps of these alloys is not applicable due to the local-
ized nature of the impurity, and a single bowing parameter can no longer
adequately describe the trend in the band gap. The dilute III–N–V alloys fall
into this category of moderately or highly mismatched alloys (HMA) [7–11].
Instead, a more advanced theory is required to calculate the electronic struc-
ture of these alloys in order to explain the composition dependence of the
band gap as well as other optical and transport properties that cannot be
accounted for by a simple bowing parameter. This chapter details the band
anticrossing theory, which was developed to explain the anomalous character-
istics observed in dilute nitrides and similar alloys and highlights some of the
major experimental findings achieved to date.

3.2 Localized Impurities

Although isovalent impurities behave as electrically neutral components within
a host semiconductor, they may differ in properties such as electronegativity
or size from the atoms they are substituting. When the differences are large,
these impurities act as deep centers with localized potentials. Because the
wavefunctions of these centers are localized in real space, they are comprised
of Bloch functions originating from many bands in a wide region of k-space.
For this reason, the impurity energy levels are not sensitive to the positions
of the conduction and valence band edges and thus are not expected to shift
significantly in energy with a change in composition or pressure.

The behavior of deep centers in semiconductors has been extensively
treated by Hjalmarson and Vogl [12]. The presence of an impurity atom alters
the bonding–antibonding energy of the host crystal, introducing an impurity-
related deep trap state. Deep trap states with A1 symmetry tend to lie in a
range of energies relative to the vacuum level that happens to be near the con-
duction band edges of most semiconductors, while those with T2 symmetry are



3 Electronic Band Structure of Semiconductor Alloys 67

located near the valence band edges. Assessment of the relative energy levels
of these deep states can be carried out within the Koster–Slater model using
a tight-binding basis [12]. This generalized theory is intended to identify the
broad chemical trends in the localized levels of the impurities and is therefore
effective in predicting the approximate behavior of an impurity within a host
crystal. The calculations consider the interaction of the host semiconductor
with a localized potential introduced by the impurity and can be determined
by solving the subsequent Schrödinger equation. When the defect potential
is restricted to nearest neighbor distances, the problem is simplified to a dif-
ference in s-orbital energies of the impurity and host for A1 symmetries and
p-orbital energies for T2 symmetries.

The nature of the impurity within the host will ultimately determine
the symmetry of the deep center and consequently its location within the
bandstructure of the host semiconductor. Highly electronegative isoelectronic
impurities, such as N in III–V compounds, act as weak acceptors and localize
electrons in A1 states near the conduction band edge of the host. For exam-
ple, the Koster–Slater theory predicts that the N defect level is resonant with
the conduction band in GaAs, while it is bound just below the conduction
band minimum (CBM) of GaP [12]. These calculations correspond quite well
with experimental observations [13,14]. Oxygen in II–VI compounds behaves
in a similar manner and is a bound A1 state in ZnTe [15]. Likewise, C is
expected to lie within the conduction band of both Si and Ge [12]. Metallic
impurities, on the other hand, act as weak donors and localize holes in a T2

state near the valence band of the host semiconductor. For example, the As
defect level lies just above the valence band edge of GaN [16, 17]. Antimony
and Bi have a lower ionization energy than As as well, and their defect levels
are also predicted to lie near or within the valence bands of other III–V com-
pounds [18,19]. These approximate trends serve as a guide to the behavior of
dilute nitrides and other moderately and highly mismatched alloys.

3.3 The Band Anticrossing Model

A number of theoretical approaches have been applied to explain the optical
bowing in dilute nitride alloys. First-principles local density approximation
(LDA) calculations, carried out by Wei and Zunger, utilized a composition
dependent bowing parameter to explain the large band gap reduction in
GaNxAs1−x [20]. Due to band gap errors introduced in the LDA method, this
model was replaced by empirical pseudopotential calculations that increas-
ingly focus on the interactions of N-clusters [21–23]. Alternatively, a band
anticrossing (BAC) model has been proposed to explain the properties of III–V
dilute nitrides as well as other mismatched alloys. The BAC model describes
the electronic structure of HMAs by considering the interaction between
the delocalized states of the host semiconductor and the localized states
of the impurity. In the case of highly electronegative impurities, localization
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of electrons occurs at A1 states, inducing a restructuring of the conduction
band of the host. This situation can be handled in a straightforward man-
ner by considering a two-band anticrossing situation carried out within the
many-impurity Anderson model [24]. The Hamiltonian describing a system
of randomly dispersed impurity atoms within a host crystal can be written
as [25, 26],

H =
∑

k

Ec
kc+

k ck +
∑

j

Ed
j d+

j dj +
1√
N

∑

j,k

(

eik·jVkjc
+
k dj + h.c.

)

. (3.2)

The first term in (3.2) corresponds to the Hamiltonian of the electrons in the
delocalized band states of dispersion Ec

k, while the second term refers to the
localized electrons at the jth impurity site with energy Ed

j . The third term
expresses the change in energy of a single electron induced by the hybridization
of the band and localized states. The hybridization strength of this dynamic
mixing is determined by the parameter Vkj , which is defined as [24]

Vkj =
∑

l

eik(l−j)

∫

a∗(r − l)HHF(r)ϕd(r − j) dr. (3.3)

The term a(r − l) is the Wannier function of the delocalized band, ϕd(r − j)
is the localized wavefunction of the impurity at the jth site, and HHF(r) is
the energy of a single electron in the Hartree–Fock approximation [24]. Solu-
tions may be obtained through the use of Green’s function methods. Dilute
alloys follow a many-impurity Anderson model, in which 0 < x << 1, and
consequently the coherent potential approximation (CPA) must be applied
to address the issue of random impurity placement [27–29]. Configurational
averaging while neglecting correlations between the positions of the impurities
leads to the partial restoration of the space translational invariance, and k can
again be considered a good quantum number. Green’s function now takes the
form [25,27–29]

Gkk(E) =

[

E − Ec
k − V 2x

E − Ed − iπβV 2ρ0 (Ed)

]−1

. (3.4)

The dispersion relations are then determined by the poles of Gkk(E), and
the approximate solutions are ascertained from the two-state-like eigenvalue
problem:

∣

∣

∣

∣

Ec
k − E(k) V

√
x

V
√

x Ed + iΓd − E(k)

∣

∣

∣

∣

. (3.5)

The term Γd = πβV 2ρ0

(

Ed
)

is the broadening parameter of Ed in the single-
impurity Anderson model. The unperturbed density of states (DOS) of Ec

k,
ρ0, is evaluated at Ed and is then multiplied by an experimentally determined
prefactor, β. From (3.5), it is evident that the BAC model predicts the splitting
of the conduction band into two subbands. In the event that Γd = 0, the
dispersion relation of these bands is given as [30]
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E±(k) =
1

2

[

(

Ec
k + Ed

)

±
√

(Ec
k − Ed)

2
+ 4V 2x

]

. (3.6)

However, if Γd is nonzero, but obeys the relationships 2V
√

x >> πβV 2ρ0 (Ed)
and

∣

∣Ec
k − Ed

∣

∣ >> πβV 2ρ0 (Ed), then the approximate analytical solution is
given as

E±(k) = E±(k) + iΓd
[E±(k) − Ec

k]

[E±(k) − Ec
k] + [E±(k) − Ed]

= [E±(k) + iΓ±(k)] .

(3.7)

The dispersion relation in (3.7) is an extension of the BAC model, with the
real part defined in (3.6). The addition of the imaginary part accounts for the
hybridization induced uncertainty in electron energy, which is proportional to
the fraction of the localized states (|d >) in the restructured wavefunctions
(|E±(k) >). In the two-state-like perturbation situation it is described by
(3.6) [29]:

Γ±(k) = | 〈d|E±(k)〉 |2 · Γd. (3.8)

The dispersion relations of the restructured E+ and E− bands calculated
using (3.7) are shown in Fig. 3.1 for the alloy GaN0.005As0.995 [30]. Notice
that the broadening is most pronounced in the regions of the dispersion
relations located near the unperturbed N defect level, Ed. The E− band
now constitutes the conduction band edge and determines the band gap of
the alloy. Figure 3.2 displays the composition dependence of the band gap
energy for GaNxAs1−x as calculated by the BAC model. Agreement with the

Fig. 3.1. Dispersion relations for the restructured conduction E+ and E− sub-
bands of GaAs0.995N0.005. The broadening of the curves (shaded regions) illustrates
the energy uncertainties defined in (3.8). The dashed lines represent the unper-
turbed conduction band dispersion curves of the GaAs conduction band, EC, and
the localized N defect level, EN



70 W. Walukiewicz et al.

Fig. 3.2. Composition dependence of the GaNxAs1−x band gap. The BAC model
accurately fits the trend in the experimentally determined values [31–34]

experimentally measured values was achieved with a single coupling parameter
of V = 2.7 eV [31–34].

The hybridization-induced modification of the electronic structure influ-
ences other properties of HMAs as well. The density-of-states electron effective
mass for the lowest conduction subband, E−(k), can be evaluated from the
dispersion relations displayed in (3.6) as [35, 36]

m∗
− (kF) = �

2

∣

∣

∣

∣

k

dE− (k) /dk

∣

∣

∣

∣

k=kF

= m∗
0

[

1 +
V 2x

(Ed − E− (kF))
2

]

, (3.9)

where m∗
0 is the electron effective mass of the unperturbed dispersion Ec

k. The
relationship between the free electron concentration (n) and the Fermi energy,
EF = E− (kF), is given by

n (EF) =

∫

ρ (E) dE

1 + e
E−EF
kBT

, (3.10)

where ρ(E) is the restructured density of states [37].
The original density of states for a parabolic conduction band assumes the

following form:

ρ0 (ε) = 4π
√

ε − Ec
0/ε

3/2
b , (3.11)

where εb = �
2 (2π/b)

2
/ (2m∗) is on the order of the conduction band width, b

is the lattice constant of the unit cell, and m∗ is the effective mass. The new
density of states associated with the restructured bands is determined by the
imaginary part of the Green’s function, given as
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Fig. 3.3. Density of states of GaNxAs1−x predicted by the BAC model for several
compositions. The black dots correspond to the band edge of E+ and E− defined
by (3.12)

ρ (E) =
1

π
Im
∑

k

Gkk (E) =
1

π

∫

ρ0 (Ec
k) Im [Gkk (E)] dEc

k. (3.12)

The integration in (3.12) converges rapidly with Ec
k over a small range that is

proportional to x. The perturbed DOS derived from (3.12) for various com-
positions of GaNxAs1−x is shown in Fig. 3.3. The anticrossing interaction
redistributes the electronic states in the conduction band between the E−

and E+ states and produces a widening of the gap between the two as the N
concentration increases.

The enhancement of the density-of-states electron effective mass and the
finite lifetime for the E− band defined by the broadening parameter also affect
the mobility of electrons within the band, imposing the limit [38]

µ =
eτ (kf)

m∗
− (kf)

≈ e�

m∗
− (kf) · Γ− (kf)

(3.13)

Finally, the k-dependence of the interaction term Vkj can be obtained assum-
ing that the Hartree–Fock energy changes slowly in space and therefore it
can be replaced by a constant, εHF. With this assumption (3.3) can now be
expressed as

Vk = εHF

∑

l

eik·l

∫

a∗ (r − l)ϕd(r) dr. (3.14)

The localized nature of a(r) and ϕd(r) substantially reduces the overlap
integral when they are separated by a sizeable distance. Consequently, the
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integral in (3.14) can be replaced with an exponentially decaying function
≈ exp(−l/ld) to produce

Vk = εHF

∑

l

eik·l−l/ld =
V0

(1 + l2dk
2)

2 . (3.15)

Experimental evidence suggests that the value of Vk at the L-point in
GaNxAs1−x and the X-point in GaNxP1−x are approximately three to four
times smaller than the value at the Γ-point [39, 40]. This ratio indicates a
localized wavefunction decay length, ld, of roughly a lattice constant, imply-
ing that the anticrossing interaction appreciably involves the off-zone-center
conduction band minima only when their energies are close to the localized
level. This result is consistent with measurements of the optical properties
of Ga1−yInyNxAs1−x alloys, in which the high energy transitions at large
k-vector depend only weakly on the N concentration [36].

3.4 Experimental Investigation
of Dilute III–N–V Alloys

The BAC theory presented in Sect. 3.3 has been successfully applied to explain
the optical and electronic properties of a wide variety of III–V and II–VI
HMAs with highly electronegative impurities. This section highlights the
major results and findings obtained from investigations carried out on dilute
III–N–V alloys. The thin films used in these studies were mostly grown by
molecular beam epitaxy (MBE) using a rf plasma nitrogen source, or by met-
alorganic vapor phase epitaxy (MOVPE) operated with a dimethylehydrazine
nitrogen gas source. Alternatively, thin films can be fabricated by an ion
implantation and pulsed laser melting (II-PLM) method, which is detailed in
Chap. 1. The compositions of the samples were determined by secondary ion
mass spectrometry (SIMS) and x-ray diffraction (XRD) analysis. The optical
properties were primarily characterized by photomodulated reflectance spec-
troscopy, which is a differential detection method utilizing modulation of the
built-in E-field on the surface of a semiconductor material through photo-
injected carriers by a periodically modulated light beam, such as a chopped
laser beam. It is generally conducted in reflection geometry and is thus referred
to as photomodulated reflectance (PR). The modulation-induced changes in
both the real and imaginary parts of the dielectric function of a material
produce third-derivative-like spectral features associated with the band-to-
band transitions in a PR spectrum (∆R/R) of the material, which correspond
to the critical points in the band structure. Photoluminescence (PL), opti-
cal absorption, and Hall measurements were also used to characterize the
samples.
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3.4.1 Interband Transitions in Dilute Nitrides

The restructuring of the conduction band of both GaNxAs1−x and Ga1−yIny

NxAs1−x due to the presence of N has been explicitly observed by PR mea-
surements [30, 41, 42]. The PR spectra of several GaNxAs1−x thin films of
various N concentrations are displayed in Fig. 3.4, which reveal three dis-
tinct interband transitions in N-containing samples [41]. The E0 transition
corresponds to the fundamental band gap at 1.42 eV in GaAs (x = 0). The
introduction of N into GaAs to form GaNxAs1−x alloy films induces a splitting
of the conduction band into E− and E+ subbands, which diverge in energy
as the N concentration increases. The band gap (E− transition), now defined
as the transition from the valence band maximum (VBM) to the conduction
band minimum, decreases as the E− band is pushed downward in energy.
The reduction in the band gap energy by approximately 180meV for 1% of N
incorporated onto the As sublattice, as shown in Fig. 3.5, can be fitted with
the BAC model using a coupling parameter of V = 2.7 eV and correlates quite
well with the previously reported values displayed in Fig. 3.2 [41]. Likewise, the
spin–orbit split-off band to E− band transition (E−+∆0) decreases by roughly
the same energy as well, indicating that the spin–orbit splitting energy, ∆0,
remains constant. This result suggests that the valence band structure is not
appreciably affected by the presence of N. Finally, the valence band to E+

transition increases in energy according to (3.6).

Fig. 3.4. Photoreflectance spectra of GaAs1−xNx films with 0 < x < 0.02. The
splitting of the E0 transition from the valence band to the conduction band into
two transitions, E− and E+, is evident in the alloy films. The position of the E1

transition does not split significantly with x
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Fig. 3.5. GaAs1−xNx critical point energies determined from the PR measurements
shown in Fig. 3.4. The composition dependencies of the E+ and E− bands predicted
by the BAC model are also shown

The alloy Ga1−yInyNxAs1−x exhibits a similar trend in the restructuring
of the conduction band [42–44]. Indium is known to be insufficiently mis-
matched with Ga to induce any band anticrossing effects and instead affects
the positions of the conduction and valence band edges of GaAs in a manner
well predicted by the VCA. Therefore, the effects of In and N on the band
gap of Ga1−yInyNxAs1−x are completely separable, and thus the valence and
conduction band edges of the alloy only need to be adjusted slightly within
the BAC model to account for the effects of In. Figure 3.6 displays the cor-
responding positions of the E− and E+ subbands relative to the VMB of
GaNxAs1−x and Ga1−3xIn3xNxAs1−x lattice matched to GaAs [41,45]. Here,
the E− and E+ bands are simultaneously shifted downward in energy due
to the In-induced upward shift in the VBM and downward shift in the CBM of
the alloy. The splitting of the conduction band, however, is entirely the result
of the anticrossing of the delocalized Ga1−yInyAs conduction band states and
the localized N states.

The effects of state broadening on the optical properties of Ga1−yInyNx

As1−x have also been observed through absorption measurements [37, 46].
From the DOS expression in (3.12), the optical absorption coefficient can be
written as

α(E) ∝ 1

E

∑

ν

∫

ρ0(E
c
k)Im [Gkk (E + Eν

k )] dEc
k (3.16)

The sum over ν represents the contributions from the heavy hole, light hole,
and spin–orbit split-off valence bands. The contributions from the individual
bands along with the total absorption are displayed in Fig. 3.7. The theoret-
ical prediction is in good agreements with the experimental data taken from
a Ga0.96In0.04N0.01As0.99 film when a broadening parameter β = 0.22 in the
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Fig. 3.6. Composition dependence of the E+ and E− subbands of GaAs1−xNx and
Ga1−yInyNxAs1−x. The dashed and solid lines show the composition dependence of
the BAC-predicted E+ and E− transitions for GaNxAs1−x and Ga1−3xIn3xNxAs1−x,
respectively. The squares and circles represent the experimentally determined
transition energies in GaNxAs1−x [41] and Ga1−3xIn3xNtAs1−x [45], respectively

Fig. 3.7. Absorption spectrum of a free standing In0.04Ga0.96As0.99N0.01 film. Also
shown are the theoretically determined contributions from the heavy hole, light hole,
and spin–orbit split-off valence band-related transitions [37]
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Green’s function in (3.16) is applied. The initial rapid rise in α at 1.2 eV
corresponds to the band gap (VBM to E− band edge transition), while the
additional increase in the absorption at this energy is attributed to the exciton
continuum absorption effect, which is not considered in the theoretical calcu-
lations. The subsequent rise at 1.5 eV correlates with the spin–orbit split-off
valence band to E− band transition, and the increase at 1.8 eV results from
the VBM to E+ band edge transition.

The band anticrossing interaction depends on the energy separation
between the localized nitrogen levels and the conduction band edge. This
is why hydrostatic pressure experiments in which one can change the relative
positions of those two sets of levels played such a crucial role in the discovery
of the BAC phenomena in Ga1−yInyNxAs1−x, and consequently the develop-
ment of the BAC model. Figure 3.8 displays the pressure dependencies of the
E− and E+ transitions in GaNxAs1−x as measured with PR [47]. As indicated
in the graph, the localized nature of the N impurity level significantly reduces
its related pressure coefficient as compared to that of the GaAs matrix at the
Γ-point. At low pressures, the E− transition has a strong pressure dependence

Fig. 3.8. Pressure dependencies of the E− (up arrow) and E+ (down arrow)
transitions in GaN0.015As0.985 (open symbol) and Ga0.95In0.05N0.012As0.988 (filled
symbol). Pressure dependence of the conduction band edge at the X and Γ -points
for Ga1−yInyAs as well as the localized N-level are also shown
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Fig. 3.9. Calculated E−(k) and E+(k) dispersion relations of GaN0.012As0.988 for
three different hydrostatic pressures

and closely follows the EΓ
M trend. However, at higher pressures, the delocalized

host level and the localized N level interact strongly, and as a result its pres-
sure dependence decreases. The E+ transition, on the other hand, follows the
opposite trend. At low pressures it has a weak dependence resembling that of
the N level and then converts to a much stronger dependence at high pres-
sures. The results obtained from the Ga0.95In0.05N0.012As0.988 sample further
demonstrate the distinct effects that both the In and N constituents have on
the alloy, as In only slightly translates EΓ

M downward in energy.
The behavior of both subbands may be further verified by examining the

dispersion relations of the E−(k) and E+(k) bands shown in Fig. 3.9, as cal-
culated by the BAC model for three different pressures [43]. The pressure
dependencies of the subbands most closely approximate that of the nearest
lying unperturbed band (EM or EN). This result suggests that the E− sub-
band edge transitions from a delocalized host-like to a localized impurity-like
nature with a gradual increase in pressure, where the E+ subband edge evolves
from a localized impurity-like to a delocalized host-like character.

Similar band anticrossing behavior has been observed in comparable alloys
containing dilute concentrations of highly electronegative isovalent impurities.
The band edge bowing exhibited by III–V materials including InNxP1−x [9,43,
48], GaAsxSb1−x [37], InAsxSb1−x, InNxSb1−x [49], and GaPxSb1−x can be
well explained by the BAC model, as can II–VI alloys, such as ZnOxTe1−x [15],
CdOxTe1−x [49], ZnSxTe1−x and ZnSexTe1−x [50]. Further discussion on the
processing and properties of these materials may be found in Chap. 1.

So far, the discussion of band anticrossing has been limited to examining
the restructuring of the conduction band at the Γ-point in direct band gap
alloys. However, the BAC model applies to indirect gap semiconductors with
dilute concentrations of mismatched impurities as well. The GaNxP1−x system
provides a good example, in which the localized N level lies roughly 0.1 eV
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Fig. 3.10. PR spectra of GaP and GaN0.023P0.977 demonstrating the direct band
gap nature of GaNxP1−x

below the CBM (Xc) and about 0.6 eV below the Γ-point edge. Experimental
investigation suggests that the strength of anticrossing interaction between
the localized and delocalized states varies across the different conduction band
minima (X, L, Γ-points), changing the fundamental nature of the gap [51]. The
PR spectra shown in Fig. 3.10 demonstrate how the transition energies at the
Γ-point change as N is added to GaP. In contrast to the spectrum of GaP,
which contains only one transition at 2.78 eV, two transitions are now present
in the GaN0.023P0.977 film. The low energy transition below the indirect band
gap (EgX) at 1.96 eV corresponds to the newly formed E− subband and the
high energy feature above the direct band gap (EΓ) at 2.96 eV is attributed
to the E+ subband. The strong nature of the E− transition indicates that
the addition of N to GaP produces a new subband of extended states at the
Γ-point and changes the nature of the band gap from indirect to direct.

One salient feature of the BAC model is that the impurity-induced down-
ward movement of the E− subband is matched by an equivalent upward
movement of the E+ subband. Figure 3.11 displays the experimentally deter-
mined subband energies relative to the VBM of GaP as a function of the N
concentration along with the theoretically calculated trends obtained with a
coupling parameter of V = 3.05. Also shown are the positions of the X-point
(EX) and Γ-point (EΓ) minima and the localized N level (EN). Notice that
the E− and E+ subbands originate from the unperturbed EN and EΓ levels,
respectively, and diverge in a symmetrical manner.

The influence of the anticrossing interactions on the bandstructure of
GaNxP1−x has been further elucidated by examining the effects of hydro-
static pressure on the PL energies. The pressure dependencies of three
GaNxP1−x samples of various compositions are shown in Fig. 3.12 along with
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Fig. 3.11. Composition dependencies of the E− and E+ transitions in GaNxP1−x

Fig. 3.12. Pressure dependence of the band edge in GaNxP1−x measured by pho-
toluminescence. The dashed lines show the pressure dependencies of the Γ and X
band minima in GaP as well as the localized N level. The solid curves indicate the
lowest conduction band energies of the three N concentrations calculated with the
BAC model
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the dependencies of the Γ (EΓ) and X (EX) conduction band minima and
localized N level (EN) [40]. The upward shift in the PL energy at low pres-
sures clearly opposes the pressure dependence of the indirect transition and
instead is more consistent with the expected movement of the direct gap. The
measured pressure coefficients of the samples are much smaller than the pres-
sure coefficient of the EΓ conduction band edge (dEΓ/dP = 10 meVkbar−1) of
GaP but are slightly larger than the pressure coefficient of the highly localized
N level (dEN/dP = 1.5 meVkbar−1) [52]. This behavior arises from the more
localized nature of the E− subband, as it mostly derives from the EN level. At
higher pressures, the X-point again becomes the lowest conduction band edge,
and the trend in the experimental data reverses direction to follow EX instead.

3.4.2 Electronic Properties of Dilute Nitrides

The impurity-induced restructuring of the conduction band in these HMAs not
only affects the optical properties but has stark implications for the electronic
properties as well. As stated in the previous section, the electron effective
mass will change significantly due to the hybridization of extended states of
the matrix with the localized states of the impurities. This effect has been
confirmed by measuring the PR transitions in GaNxAs1−x/GaAs multiple
quantum well (MQW) samples of various well thicknesses [53]. Figure 3.13

Fig. 3.13. (a) Composition dependencies of the E− and E+ transitions in
GaNxAs1−x multiple quantum wells determined from the PR spectra shown in (b).
Also displayed are the theoretical fits of the BAC model using the effective mass
of GaAs (dashed lines) and an enhanced effective mass determined by (3.17). The
GaNxAs1−x/GaAs MQW structures consisted of a repeat of 7 nm GaNxAs1−x QW
with a 20 nm GaAs barrier
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displays the energy levels of the two confined levels in the conduction band of
the GaNxAs1−x wells, denoted E1 and E2, as a function of N concentration
[54]. The decrease in the energy of these two levels results from the band gap
reduction in the alloy caused by anticrossing effects. Also shown in Fig. 3.13 are
the expected energies of E1 and E2 calculated with a finite-depth square well
confinement model assuming an electron effective mass equal to that of GaAs
(m∗

GaAs = 0.067m∗). These expected values overestimate the experimental
data. The BAC model predicts a nonparabolic electron dispersion relation for
the E− band, and therefore the effective mass now conforms to the following
relation [54]:

m∗ = �
2

∣

∣

∣

∣

k

dE− (k) /dk

∣

∣

∣

∣

k=0

= 2m∗
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⎡

⎣1 − Ec (0) − Ed

√
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2

+ 4V 2x

⎤

⎦

(3.17)
The experimental data fits quite well with the BAC-determined effective mass,
suggesting an enhanced electron effective mass due to the flattening of the
E− band. It has also been demonstrated that the application of hydrostatic
pressure also induces an increase in the electron effective mass [54].

It is also well known that the electron mobilities of GaAs and Ga1−yInyAs
are reduced by 1–2 orders of magnitude upon the incorporation of N [55,56].
Figure 3.14 displays the electron mobility in a Ga0.93In0.07N0.017As0.983:Si
film as a function of electron concentration [47]. At high concentrations, the
Fermi level is pushed upward toward the unperturbed localized N level, and
the homogeneous broadening caused by the resulting anticrossing interac-
tion becomes the dominant scattering mechanism that limits the mobility.
In this region, the theoretically calculated electron mobility, µ1, fits the
experimental data quite well. At low electron concentrations, the mobility
also drops. In this regime, electron scattering is now caused by the poten-
tial fluctuations that occur from the structural and compositional disorder
in the alloy. The estimate of electron mobility dominated by alloy disor-
der scattering, µ2, is also shown in Fig. 3.14. The experimental data agrees
well with the calculated values when taking these two factors into account
(1/µtotal = 1/µ1 + 1/µ2).

Reviewing the band anticrossing-induced novel phenomena, it is apparent
that the optical and electrical properties of these HMAs can be manipulated
by controlling the amount of active isoelectronic impurities as well as the elec-
tron concentration. Mutual passivation of an impurity on the anion sublattice
with a donor residing on the cation sublattice provides a means of restricting
the anticrossing interaction [57]. On the other hand, the maximum electron
concentration of the alloy may be enhanced through the restructuring of the
conduction band and the correct choice of donor dopant species [58,59]. These
two effects will be explored in further detail in Chap. 1.
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Fig. 3.14. Room temperature of mobility of Ga0.93In0.07N0.017As0.983:Si as a func-
tion of electron concentration. The conduction band-broadening (µ1) and alloy
scattering (µ2) limited mobilities as well as the final fit are also displayed. The
Fermi level is also shown

3.5 Valence Band Anticrossing

Large isoelectronic impurities behave in an analogous manner to highly elec-
tronegative impurities if they are sufficiently mismatched in ionization energy
from the host anion. The localized T2 states of these metallic impurities
often lie near the valence band edge of the host matrix, resulting in a band
anticrossing-induced restructuring of the valence band. The hybridization
of the localized impurity states with the extended host states can be ana-
lyzed with a valence band anticrossing (VBAC) model. The conventional
6×6 k ·p matrix describing the six delocalized states of the host valence band
is augmented with the localized impurity states of the same six momentum-
decoupled wave functions as the basis, producing a 12 × 12 Hamiltonian
matrix [19]. The energy levels of the impurity atoms are divided into three
doubly degenerate pairs, corresponding to the heavy and light hole states
of energy EImp, and the spin–orbit split-off states of energy EImp-so, which
are determined from the atomic spin–orbit splitting energy of the impurity.
Finally, the hybridization energy between the localized and extended states is
defined as

V =
〈

PA
X |U |X

〉

=
〈

PA
Y |U |Y

〉

=
〈

PA
Z |U |Z

〉

, (3.18)

where U is the localized potential of the impurity species in the host crys-
tal, PA represents the wavefunction of impurity A, and X, Y , and Z refer



3 Electronic Band Structure of Semiconductor Alloys 83

to the Bloch wavefunctions of the host. Configurational averaging over the
randomly distributed impurity atoms with fraction x yields the following
simplified expression:

V = CA

√
x (3.19)

The term, CA, is the coupling parameter that describes the strength of the
interaction and depends on the difference in ionization energy of the two anion
elements. The restructuring of the valence band can now be understood as a
function of three anticrossing interactions; those between the localized and
extended heavy hole states, light hole states, and spin–orbit split-off states,
respectively.

As a natural extension to the discussion on conduction band anticross-
ing in dilute nitrides, the valence band anticrossing model has been applied
to GaN1−xAsx, in which As is now the minority species replacing the N
anion [17]. Photomodulated transmission (PT) measurements on GaN1−xAsx

thin-film samples with various compositions (0 < x < 0.06) reveal a dis-
continuous decrease in the band gap, resulting from the formation of an
As-related impurity band located 0.6 eV above the valence band edge of GaN.
The downward shift in the energy of this transition with increasing x can be
well explained with the VBAC model, as shown in Fig. 3.15. Hybridization
produces a set of three E+ and E− bands. The heavy and light hole (HH/LH)
E+ and E− bands derive from the As impurity heavy and light hole levels
and the host crystal, respectively, while the corresponding spin–orbit split-off
(SO) E+ and E− bands originate from the host and As levels, respectively, as
shown in Fig. 3.16.

Fig. 3.15. Experimentally measured band gap values of GaN1−xAsx as well as the
VCA- and BAC-determined trends.
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Fig. 3.16. Composition dependence of the heavy hole (HH), light hole (LH), and
spin–orbit split-off (SO) related E− and E+ band edges in GaN1−xAsx

Valence band anticrossing effects have also been observed in other III–V
and II–VI alloys. The localized T2 level of Te is located just above the valence
band edges of ZnSe and ZnS. Alloying ZnTe with either ZnSe or ZnS produces
an abrupt decrease in the band gap of each alloy as well as a significant
increase in the spin–orbit splitting energy, suggesting hybridization between
the localized Te states with the delocalized host valence band states [60].
Recently, the incorporation of dilute concentrations of Sb and Bi into GaAs
have also been shown to lead to a decrease in the band gap energy [61–65].
The VBAC model can explain these trends as well [19].

By understanding how impurities of high electronegativity and low ioniza-
tion energy influence the bandstructure of a host semiconductor, the band gap
of a highly mismatched III–V or II–VI alloy can be characterized by a linear
interpolation between the two extremes. The final composition dependence of
the band gap can be expressed as

Eg (x) = (1 − x)EN−rich
g (x) + xEAs−rich

g (x) (3.20)

This scheme weights the two band anticrossing effects according to the major-
ity component. Shown as an example, Fig. 3.17 displays the band gap of
GaN1−xAsx across the entire composition range. Note that the experimentally
determined values within both the N-rich and As-rich extremes are approxi-
mated quite well by the weighted BAC model, while they deviate significantly
from the trends predicted by the VCA or a simple quadratic relationship
containing a bowing parameter.
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Fig. 3.17. Composition dependence of the band gap of GaN1−xAsx determined by
the VCA, quadratic bowing parameter, and BAC methods. The BAC calculations
provide the best fit to the experimental data [17]

Fig. 3.18. Coupling parameters used in the conduction and valence band anticross-
ing models of various HMAs as a function of electronegativity and ionization energy,
respectively. The dashed lines represent the general trend

As discussed in the previous sections, the coupling parameter in the con-
duction and valence band anticrossing models depends on the mismatch
in electronegativity and ionization energy, respectively, between the two
anion elements. Comparison of the alloy systems examined here, shown in
Fig. 3.18, reveals that C increases with an increase in the mismatch in either
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Fig. 3.19. The A1 and T2 defect level positions relative to the vacuum level for the
common group V and IV impurities

electronegativity or ionization energy between the two anion species in III–V
and II–VI HMAs. This suggests a direct correlation between the coupling
parameter and mismatch and is entirely expected considering that a greater
disparity in either the electronegativity or ionization energy will lead to an
enhanced spatial localization of carriers at the isoelectronic impurity sites and
thus a greater strength of the anticrossing interaction.

The universal positions of the isoelectronic impurity A1 and T2 defect
states are summarized in Fig. 3.19. They follow a general trend as well. The
A1 states of impurities with high electronegativities tend to lie at compar-
atively low energies relative to the vacuum level. This places them close to
the conduction band edges of host compound semiconductors, allowing them
to interact strongly with those delocalized states. Likewise, the T2 states of
the impurities with low ionization energies are located near the valence band
edges of the host compounds, inducing a similar effect.

3.6 Conclusions

The BAC model has been successfully applied to describe the electronic
structure of highly mismatched alloys including dilute III–V nitrides. An anti-
crossing interaction with a nearby localized level introduced by the highly
electronegative impurity species restructures the conduction band of a host
semiconductor, resulting in a split conduction band and a reduced fundamen-
tal band gap. Composition and pressure dependence studies carried out on
GaNxAs1−x, Ga1−yInyNxAs1−x, GaNxP1−x, and other alloy systems confirm
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that the unusual optical and electronic properties observed in these materials
can be attributed to the band anticrossing behavior of the restructured con-
duction subbands. This model has recently been extended to III–V and II–VI
HMAs with dilute species of low ionization energy, which induces a restruc-
turing of the valence band of a host material. These two models can be
simultaneously applied to describe the band gap across the entire compo-
sition range of an alloy system with two very dissimilar binary constituents,
as has been demonstrated for GaN1−xAsx. Full understanding of the effects of
the valence band anticrossing phenomenon, such as its dispersion in k-space
and its chemical trend compared with ab initio calculations, requires further
investigation into the mechanisms of these interactions.
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Electronic Structure of GaNxAs1−x

Under Pressure

I. Gorczyca, P. Boguslawski, A. Svane, and N.E. Christensen

The electronic band structures of GaNxAs1−x alloys are examined within
the density functional theory. The calculations, including structural optimiza-
tions, are performed by means of full-potential linear muffin-tin-orbital and
pseudopotential methods. The effects of applying external pressure and of
varying the composition, x, are examined.

The host conduction states near X and L in the Brillouin zone are modified
by addition of N. Their interaction with the lowest conduction bands induce a
pronounced nonparabolicity of this band and affect strongly the value of the
effective electron mass and its pressure and composition dependences. The
origin of the additional E+ optical transition is elucidated.

4.1 Introduction

GaNxAs1−x and Ga1−yInyNxAs1−x
alloys with a small content of nitrogen

have attracted a substantial attention during the last few years due to their
technological potential for device applications in fabrication of infrared diode
lasers, light detectors operating in the 1.3–1.5 µm wavelength regime, effi-
cient multijunction solar cells [1], and possibly the most important application
nowadays: vertical cavity surface emitting lasers (VCSELs) [2].

Quaternary alloys offer the possibility of independent tuning of the lattice
constant and the energy bandgap [3], which creates an additional flexibility
desired in many applications. For example, the Ga1−yInyNxAs1−x

alloy for
x = 0.01 and y = 0.03 has an energy bandgap which is ≈ 0.2 eV lower than
that of GaAs, but has the same lattice constant, leading to reduced strain in
Ga1−y InyNxAs1−x

/GaAs heterostructures.
Beside the technological importance, the GaNAs alloys are very interesting

from the scientific point of view due to their peculiar properties related to
the large lattice mismatch between GaAs and GaN (or, alternatively, the
large difference of atomic radii of As and N), as well as large differences
of electronegativities of As and N. Due to these features, GaNxAs1−x and
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Ga1−y InyNxAs1−x
alloys belong to a new class of semiconductors, the so-

called highly mismatched alloys, whose properties are dramatically modified
through the substitution of a small fraction of host atoms with an element
of very different electronegativity. To the same class belong ZnTe1−xOx and
MnyZn1−y

Te1−xOx alloys with small values of x and y, which were recently

investigated and also look promising from the application point of view [4].
The first experimental investigations of N impurities in GaAs were per-

formed by Wolford et al. [5], Liu et al. [6], and Leymarie et al. [7]. In all
cases, N concentrations were lower than 1018 cm−3. The energy of the N-
induced state was assessed from luminescence under hydrostatic pressure up
to 3 GPa [6], 6 GPa [7], and 7GPa [5], respectively. It was demonstrated that
N, in this extremely diluted limit, introduces a resonance about 150meV above
the conduction band (CB) minimum, which is labeled a1(N) in the following.
Since the pressure coefficient of the a1(N) level is lower than that of the CB,
the a1(N) state becomes a deep state in the bandgap for pressures higher than
2GPa. For pressures higher than about 6GPa, the energy of the secondary
minimum at the X point of the Brillouin zone (BZ) is lower than a1(N), which
consequently becomes a resonance degenerate with the conduction band at X.
The picture above is valid only in the impurity limit, in the alloy regime the
nitrogen incorporation leads to quite different features. The a1(N) state moves
rapidly to very high energies as x is increased, as shown by Mattila et al. [8].

Progress in epitaxy have allowed to overcome the low solubility of N in
GaAs, and to obtain GaNAs alloys with compositions up to 15% of N [9,10].
Experimentally, adding a few per cent of N to GaAs leads to unexpectedly
strong modifications of the electronic structure. The most important features
observed in the typical nitrogen concentration regime (x = 0.005–0.03) are
the following:

(1) A significant reduction of the bandgap with increasing N content [11–19].
This demonstrates a strongly nonlinear dependence of the fundamen-
tal bandgap on the alloy composition, i.e., the bandgap bowing, since
the bandgap of GaN is larger than that of GaAs by about 2 eV. More-
over, in most III–V alloys the composition dependence of the bandgap is
quadratic. This relation is not obeyed in GaNAs, indicating that N induces
very strong perturbations of the GaAs band structure, which cannot be
described within the virtual crystal approximation and the second-order
perturbation theory.

(2) The pressure dependence of the bandgap is sublinear and weaker as com-
pared to that of GaAs, and it exhibits a tendency to saturate at high
pressures [13,15,19,20]. The magnitude of the effect depends on the alloy
composition.

(3) Electroreflectance and absorption measurements have revealed the appear-
ance of a new transition called E+. For samples with x ≥ 0.008 its energy
is about 0.4 eV higher than the bandgap, denoted as E−, and increases
with the N content [13, 14, 16, 18, 19, 21–23]. These results show that the
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states close to the CB minimum at the Γ point are drastically modified.
In contrast, optical transitions at other points of the GaAs BZ are almost
unaffected by the presence of N [18].

(4) Large and strongly composition-dependent values of the electron effective
mass, which increase further as the wavevector is shifted away from the
center of the BZ [16, 21]. Moreover, for low N concentrations (0.1–0.2%)
the pressure coefficient of the electron effective mass is reported to be
almost an order of magnitude larger than that observed in GaAs [24].

From the theoretical side, several calculations [8, 15, 25–33] of the electronic
structure of GaNAs have been performed. It has been found that the addition
of nitrogen strongly modifies the CBs, and has a negligible effect on the valence
bands. A good agreement between theory and experiment is found for the
composition and pressure dependence of the bandgap. In particular, the results
reveal a very important role played by the lattice relaxations around N atoms.
An analysis of the results complemented by a group theoretical approach also
explains the presence and the nature of the E+ state. The separation between
the E− and E+ edges as a function of the composition is well described [26],
as well as the relative oscillator strengths of the optical transitions involving
these levels. Finally, the dependence of the effective mass on both the pressure
and the composition is well accounted for [32].

Here, we present such detailed analyses of the GaNxAs1−x energy bands
obtained by ab initio calculations, examining the nature of individual states,
calculating the electron effective masses, as well as studying the pressure
effects on these quantities.

4.2 Methodology

The electronic structures of GaNxAs1−x alloys have been analyzed by ab
initio calculations in a supercell geometry using two different approaches.
Both are based on the local density approximation (LDA) [34] to the density
functional theory, and use the Perdew–Zunger [35] parameterization of the
Ceperley–Alder exchange correlation [36].

The first approach is the plane wave method based on ab initio pseudopo-
tentials [37–39] and quantum molecular dynamics [37,38]. We have employed
the standard pseudopotentials [39]. A cutoff energy of 30Ry for the plane
wave basis set was sufficient to obtain converged results.

The second approach used is the linear-muffin-tin-orbital method (LMTO)
[40]. A full-potential (FP) version was applied in order to allow structural opti-
mizations. The version is based on the code developed by Methfessel [41, 42],
modified by van Schilfgaarde [43] and Novikov et al. [44]. It allows for a simul-
taneous optimization of lattice axial ratios, angles, and atomic coordinates by
total-energy minimization. A so-called triple-κ basis set was used (κ refers
here to the decay constant of the LMTOs outside the muffin-tin spheres). For
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Ga, As, and N angular momenta up to ℓ = (2, 2, 1) were included in the three
κ channels. The semicore Ga-3d states were included as local orbitals [45]. As
usual, in open structures, empty spheres (muffin-tin spheres without nuclear
charge) were included for the accuracy of interpolation of the charge den-
sity [46]. No orbitals were associated with these, but the “E-spheres” used
in the full-potential version play a somewhat different role from those of the
atomic-spheres-approximation (ASA) [40,46], where orbitals must be included
at these sites. The k-space integrations used up to 1,728 k-points in the BZ.
All (nonoverlapping) muffin-tin spheres are chosen to have the same size.

In both approaches, we relax the atomic positions in order to find the
equilibrium atomic configuration. As we show in the following, the inclusion
of atomic displacements in the vicinity of N atoms is necessary for a proper
description of the electronic structure of GaNAs.

In the following, presenting the results obtained by the two methods
we show that they lead to the same picture of the GaNAs properties. The
first method, pseudopotentials, is well suited for calculations of the atomic
relaxations in the whole supercell by applying quantum molecular dynam-
ics. The second method, FP-LMTO, allows for the gap adjustment, as will
be described later. For example, the band structures presented in Fig. 4.1
were obtained by FP-LMTO method with adjusting potentials to get the
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Fig. 4.1. Band structure of GaNxAs1−x for x = 0.031 (64 atoms) – solid lines, in
comparison with the GaAs band structure – dashed lines, for the wavevectors along
the (111) and (100) directions in the BZ of a cubic supercell. The point (1,1,1)π/2asl

is only halfway toward the BZ edge (asl is the supercell lattice constant, i.e., twice
the “normal” lattice constant of GaAs). FP-LMTO with gap adjusting potentials;
scalar-relativistic calculation, i.e., spin–orbit coupling is omitted
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bandgaps in agreement with experimental data. Similar band structure calcu-
lations were performed by means of the pseudopotential method, without
adjustment, leading to comparable relative values of energies and similar
pressure and composition dependences. Consequently, the conclusions related
to the features of GaNAs alloy were drawn on the basis of both kinds of
calculations.

The nitrogen concentrations, x = 0.062, 0.031, 0.016, and 0.009, have been
realized by substituting one As atom by N in a supercell with n = 32, 64, 128,
and 216 atoms, respectively. Energy levels at the high-symmetry points X
and L in the BZ of the face-centered cubic lattice for zinc-blende (ZB) GaAs,
specifically L1c and X1c, fold into states at the Γ point of the BZ of the
structure built from n-atom supercells. The experimental lattice constants of
the end compounds were assumed, together with the alloy lattice constants
chosen according to Vegard’s law.

4.2.1 Bandgap Adjustment

It is well known that the LDA underestimates the bandgaps of semiconductors.
Compared to experiment, the values of the bandgaps of GaAs at Γ, L, and
X are underestimated by about 1 eV. Moreover, close to the Γ point, the
LDA gap errors are k-dependent, which leads to errors in the derived effective
masses, see [47] and Table II in [48]. On the other hand, the wavefunctions of
the CB are well described by LDA. Consequently, the pressure dependence of
both the bandgap and of the effective mass, as well as the momentum matrix
elements (which determine the oscillator strengths of optical transitions), are
expected to be correct as discussed in [26, 47, 49, 50].

In order to perform a more detailed analysis of the effective mass (see
Sect. 4.4) as a function of x and compare it with the experimental data we
have included a semiempirical correction scheme for the LDA gap errors and
thereby obtained results for gaps, effective masses as well as pressure coef-
ficients which are quantitatively more reliable. One should note that it is
necessary to correct not only the fundamental gap, but also the dispersion of
the CB, so that the effective mass at the Γ point is affected. For this reason a
correction using a “scissors operator” (a rigid shift of the CBs [51]) is useless,
since it does not change the dispersion of the CB and the value of the effective
CB mass.

There are well-established methods for correcting the LDA bandgaps. The
so-called GW method [52, 53] is based on fundamental theoretical principles
(G and W are the Green’s function and the screened Coulomb potential,
respectively), and we would have preferred to use this for the present work.
A combination of the GW theory with methods of including electron–hole
correlations, see for example [54–56], would be very interesting, but at present
we cannot implement any of these schemes for supercells containing as many
atoms as considered here. We therefore apply the ad hoc method of [47], which
was successfully applied to superlattices [57]. This is a simple procedure for
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correcting the bandgaps and dispersion by introducing additional external
potentials of the form [47]:

V (r) = V0
r0

r
exp

[

−
(

r

r0

)2
]

, (4.1)

where V0 and r0 are adjustable parameters. At the (real) atomic sites V0 (pos-
itive) is usually chosen to be very large, and the range parameter, r0, small. In
this way the potentials become sharply peaked at the nuclear positions, and
they produce “artificial Darwin shifts,” i.e., they push s-states, which have
nonzero density at the nuclei (r = 0), upward in energy.

In compound semiconductors we choose different parameters at anion and
cations sites, but the fact that for the relatively open zinc-blende structure we
need to insert the interstitial “empty spheres” (E-spheres) implies additional
flexibility in the adjustment of the lowest CB. By using extra potentials also
on the E-sites we can make gap corrections at several points in the BZ, for
example at Γ, X, and L. In that way we correct not only the fundamental
gap, but also the dispersion of the CB, and the effective mass at the Γ point.
On E-sites smaller values of V0 and larger range parameters r0 must be cho-
sen because the charge density in the interior of the E-spheres is small. The
potentials are transferable [47, 58] in the sense that they can be determined
at ambient conditions by adjusting to experimental gap values, and then used
unchanged while the volume is varied, i.e., in pressure studies as performed in
this work. They can be determined for different compounds (e.g., GaAs and
AlAs) and subsequently be applied, with the same parameters, to systems
where the two compounds are combined, for example superlattices and het-
erojunctions [57]. In spite of the simplicity in this ad hoc method for correcting
the LDA “gap-errors,” it requires knowledge of reliable experimental values
of gaps in the pure bulk materials. The gaps in GaAs are very well known,
but since here we study alloys of GaAs and GaN, we would have preferred
to extract also parameters for bulk β-GaN (ZB type). However, reliable gap
values for β-GaN have been published only for the zone center, see [59]. In
addition, the above-mentioned transferability cannot be safely applied in this
case, where there is one single nitrogen atom in a large GaAs cell. Ambiguity
in nature of the N-neighbors (i.e., are the closest E-sites of “GaAs type” or
“GaN type”? etc.) complicates the choice of the parameters. Therefore we
simply used one set for all cations, one for all anions (As as well as N), one
set for all E1 and one for all E2 kinds [47] of empty sites. These parameters
were determined for pure GaAs at zero pressure. The resulting values in GaAs
for the bandgaps and electron effective mass at the CB minimum are given
in Table 4.1, together with the experimental values [60], and the unadjusted
gaps obtained in the previous work [29].
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Table 4.1. GaAs – bandgaps (in eV) and electron effective mass (in units of the
free-electron mass) calculated without (unadjusted case) and with the adjusting
potentials in comparison with the experimental data [60]

Theory unadjusted Theory adjusted Experiment

Γ 0.21 1.40 1.42
L 0.80 1.70 1.71
X 1.33 1.84 1.90
M∗ 0.01 0.08 0.07

4.2.2 Accuracy of the Supercell Method

In principle we wish to examine the electronic properties of the substitution-
ally disordered GaAs1−xNx alloy. There are two ways of performing ab initio
calculations for such materials. The first one is based on the coherent potential
approximation (CPA) [61, 62], also in the LMTO implementation [63]. The
second one uses “representative” supercells with various atomic configura-
tions and periodic boundary conditions. Whereas the CPA methods describe
well the effects of the random occupation of the atomic sites in the alloy
and provide electronic structures as appropriately broadened spectral density
functions, the supercell calculations provide usual band structures allowing a
detailed analysis of individual states in the k-space. This is convenient, but
we stress that discussion of “folded-in” host states should be considered as
approximative. Exact folding of fcc-zone edge states is only obtained for cer-
tain choices of supercell dimensions. In particular, for the sake of simplicity
we describe here the E+ state as a state derived from and dominated by the
folded-in L1c, but states from the vicinity of L1c contribute to E+ as well.
However, as discussed in the following, the resulting inaccuracies are small in
the limit of very small x, and since the use of larger supercells allows us to
extend the calculations to lower nitrogen concentrations (we mainly consider
N concentrations less than 3%) useful results are obtained by the supercell
method. Moreover, we estimated effects of varying the arrangement of the
N atoms in the GaAs host crystal. To this end additional calculations for
x = 0.062 and 0.031 were made by substituting two atoms in a 64- and a
128-atom cell, respectively. This procedure provides error limits on various
properties calculated by means of the supercell method (see Sect. 3.2).

4.2.3 Group-Theoretical Discussion of Electronic States

Before analyzing the GaNAs electronic band structures as a function of com-
position and pressure, we provide a group-theoretical discussion of electronic
states in the considered alloys.

We begin by the case of pure GaAs, and observe that its point symmetry
is Td. The standard convention assumes the origin on the anion. With this
assumption, the lowest conduction state at the X point in GaAs has the X1
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symmetry, and is composed of the s orbitals of anions, sanion, and the p orbitals
of cations, pcation [64] (to simplify the discussion, the contribution of d states
is neglected). The second state at X, situated 0.3 eV above the first one, has
the X3 symmetry, and it is a combination of scation and panion.

Introduction of an impurity has three effects. First, after the substitution
of a host atom by an impurity the symmetry of the system is still Td, provided
that the origin is fixed at the impurity and the lattice relaxation is symmet-
ric (which is the case of N impurity). Consequently, the site of substitution
determines the origin of the coordinate system, and therefore the symmetry of
states at the X point. Second, some of the degenerate states split. Finally, the
impurity potential may couple states from various points of the BZ, e.g., the
CB minima at Γ, X, and L. The coupling is allowed or forbidden depending
on the actual symmetry of the two states in question.

The relevant selection rules will be discussed later. Considering the band
splitting effects, there are three X minima, and the band states are threefold
degenerate. The impurity potential splits the X1-derived triplet into an a1(X1)
singlet and an e2(X1) doublet (we use the molecular notation appropriate for
diluted alloys). The X3-derived triplet is not split, and its symmetry is t2(X3).
The L1-derived quadruplet is split into an a1(L1) singlet and a t2(L1) triplet
(see Fig. 4.1). The Γ1 state becomes an a1(Γ1) singlet. We obtain at zero
pressure the a1(L1c)–t2(L1) splitting in GaNAs with 3% of N to be about
0.07 eV, and the a1(X1)–e2(X1) splitting of the second CB at X to be 0.05 eV.
In this reciprocal-space picture, the impurity-induced coupling of states from
various points of the BZ is monitored by projecting the states of the alloy onto
the states of pure GaAs. We find that the bottom of the CB, a1(Γ1c), contains
a strong admixture (31%) of the L1c states. The contribution of X1c is an order
of magnitude smaller (about 2%), indicating a weak Γ1c–X1c interaction in
the alloy at zero pressure.

4.3 Features of the GaNxAs1−x Band Structures

The energy band structures of GaNxAs1−x were calculated for four N con-
centrations, x = 0.009, 0.016, 0.031, and 0.062, and for a few values of the
hydrostatic pressure (from 0 to 3.2GPa). The first observation resulting from
the analysis of band structure is that a small amount of nitrogen strongly mod-
ifies conduction states, whereas the valence bands are only slightly affected.
To analyze the changes in the CBs caused by the alloying of GaAs with GaN,
recalling the limitations of using a supercell representation of the alloy (see
Sect. 4.2.2), we compare the results for pure GaAs and GaNxAs1−x . In Fig. 4.1
we present the CB structure of both pure GaAs (dotted lines) and GaNxAs1−x

with x = 0.031 (solid lines) calculated using the 64-atom supercell.
The following main features can be observed:

1. The bandgap decreasing by 0.50 eV with respect to that of pure GaAs.
This finding is in a very good agreement with the experimental results,
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which show that the bandgap reduction is ∼0.16 eV per 1% of nitrogen
content [16].

2. Splitting of host states induced by the impurity potential. Splitting of
the L conduction edge: In GaNxAs1−x the fourfold degenerate lowest L
conduction level, according to the symmetry rules, is split into a singlet
and a triplet. The singlet, a1(L1c), is lying below, and the triplet, t2(L1c),
slightly above the unperturbed host state. The calculated value of the
splitting is ∼0.07 eV for x = 0.031. Taking into account its character,
energy position, pressure, and composition dependence (to be discussed
in the following sections) we can identify the L1c derived singlet state with
the experimentally observed E+ state, and from now it will be denoted
E+. The bottom of the CB will be called consequently E−.

3. A band repulsion resulting from hybridization of bands of the same sym-
metry (a1(Γ1c) and a1(X1c), a1(L1c)). Along the [111] direction, a strong
interaction between the two lowest CBs of a1 symmetry is visible: the
crossing of the folded-in host GaAs bands is replaced by Γ–L and L–X
anticrossings in the band structure of the GaNxAs1−x alloy. In particu-
lar, it causes a change of the shape of the lowest CB and enhances the
nonparabolicity of this band.

4.3.1 Effects of Lattice Relaxation

Before going into details of the band structure properties we analyze the
impact of atomic relaxation on the electronic structure. The results for the
GaNxAs1−x with x = 0.031 are summarized in Table 4.2.

Table 4.2. Effects of atomic displacements around N in GaAs: ∆Er
g is the total

(i.e., calculated for the relaxed lattice) change of the bandgap induced by nitrogen
inclusion, ∆Enr

g is the bandgap change calculated without relaxations of the bond
length ∆l between the impurity and its neighbors

∆Er
g (eV) −0.50

∆Enr
g (eV) −0.26

∆l (%) 14
Qnr (%) 9
Qr (%) 12
αnr(L1c) (%) 38
αr(L1c) (%) 31

Q is the probability amplitude obtained
by projection of the a1(Γ1c) state onto the
s(N) orbital states before (nr) and after
(r) the lattice relaxation. Similarly, α is
the projection onto the L1c host states of
the a1(Γ1c) [64]
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According to the calculations, the presence of 3% of N reduces the gap by
about 0.50 eV. Half of this reduction involves effects of structural relaxations.
More specifically, atomic displacements around the impurity consist in a fully
symmetric decrease of the bond lengths between N and its nearest Ga neigh-
bors ∆l by 14%. Their impact on the electronic structure is quite big: the
relaxation reduces the gap by 0.24 eV. In order to analyze the origin of the
relaxation-induced effects, we have projected wavefunctions from the bottom
of the CB onto atomic orbitals [64]. The analysis of the conduction states
shows that the electron transfer induced by the lattice relaxation is large. In
ideal GaAs the bottom of the CB is composed of 49% of s(Ga) and 51% of
s(As) [64]. Consequently, in a 64-atom unit cell, the contribution of s(Ga) of
one Ga atom to the bottom of the CB is 1.5%. In the case of GaAs:N the
relaxation increases the contribution of s(N) from 9 to 12%. The contribution
of N is thus almost an order of magnitude larger than that of Ga atoms. As
is shown later (Fig. 4.5a), the electron wavefunction is localized on N, and
the localization increases with the inward displacement of Ga neighbors. The
electron transfer is one of the sources of the calculated changes of bandgap.
In fact, since the energy of s(N) is lower than that of s(Ga), the increasing
contribution of s(N) to the bottom of the CB decreases its energy, and reduces
the bandgap. Furthermore, the analysis reveals that the only conduction state
with an appreciable localization on the nitrogen atom is the bottom of the
CB. In particular, there is no resonance localized on N up to about 1 eV above
the CB (see also Sect. 4.3.5).

4.3.2 Composition Dependence of the Bandgap

The main features of the GaNxAs1−x band structure as a function of compo-
sition and pressure are summarized in Table 4.3.

Table 4.3. Calculated parameters of GaAs1−xNx band structures as functions of
composition, x

x (%) −∆Eg E+ − E− dEg/dp m∗ (m0) dm∗/dp
(eV) (eV) (meV/GPa) (TPa−1)

0 – 0.30 107 0.082 5.6
0.9 0.20 0.46 71 0.126 36
1.6 0.27 0.53 63 0.120 28
3.1 0.3–0.5 0.6–0.8 54–60 0.10–0.12 11–12
6.2 0.5–0.9 0.8–1.2 49–57 0.09–0.12 10–12

For x = 0.031 and 0.062 ranges of the parameters are given. They indi-
cate uncertainties due to variations in the N-atom arrangement in the
host. The free-electron mass is called m0. E+ for pure GaAs is the bulk
L1c state
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Fig. 4.2. The calculated (present: open circles and shaded range) change of the
bandgap of GaNxAs1−x as a function of the nitrogen concentration (x) in compar-
ison with experimental results from: (a) [14], (b) [21], (c) [28], and (d) [65]. The
lines forming the borders of the shaded region illustrate the estimated range of the
calculated values if random substitution of As by N had been taken into account

The changes in the bandgap of the GaNxAs1−x with respect to pure GaAs
are listed in the second column of Table 4.3 and shown in Fig. 4.2 together
with the experimental data [14, 21, 28, 65].

The calculated reductions of the bandgap agree well with those measured
up to 3% of N. On the other hand, a comparison with experiment should be
performed with caution because in the supercell method the N atoms form a
superlattice, and their potential is coherent, while in a real alloy both their
locations and the alloy potential are random. The long-range order reduces the
bandgap of alloys [66, 67], i.e., overestimates the bowing, and in our case the
nonlinear pressure dependence of the bandgap. The results discussed above
demonstrate a strong bowing of the GaNxAs1−x bandgap, since the linear
interpolation between GaAs and GaN predicts an increase of E− by 0.06 eV
for x = 0.031.

We have also investigated the bowing of the bandgaps at wavevectors other
than the Γ point. Interestingly, we find that the bowing strongly depends on
the k-vector. In particular, contrary to the fundamental bandgap, both the
E1 and E2 gaps that give rise to strong optical transitions in the vicinity of
the L and X points, respectively, are only slightly changed by the presence
of N. From Fig. 4.1 we can see, that final states are changed no more than
0.03 eV for the N composition, x = 0.031. Assuming that presence of N does
not influence the valence band, this result is in agreement with the recent
optical measurements reported in [19, 21]. The nonsensitivity of the minima
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at L and X to the chemical perturbation reflects the very small contributions
of the impurity orbitals to these states.

Finally, we comment on the effects of changes in the geometry of the
arrangement of N impurities. To estimate the influence of this factor, addi-
tional calculations for x = 0.062 and 0.031 were made by substituting two As
atoms by N in a 64- and a 128-atom cell, respectively. The shaded area in
Fig. 4.2 illustrates the estimated uncertainty in the calculations due to varia-
tions in the arrangement of the nitrogen atoms. Bentoumi et al. [28] performed
optical near-gap absorption measurements as well as ab initio calculations
using both plane-wave pseudopotentials and the full-potential linear aug-
mented plane wave (LAPW) method. They compared the bandgaps calculated
in fcc-like and sc-like (face-centered cubic and simple cubic) arrangements of
the N-atoms, and they also found a significant geometry dependence. The
effect of N clustering was examined in [68] by considering a linear array of
four N atoms directed along the [100] and [110] directions, respectively. For
a nitrogen concentration of 1.6% the latter work cites the range of −∆Eg to
be 0.19–0.40eV, [28] gives: 0.30–0.41 eV, and we get (see Fig. 4.2): 0.2–0.3 eV.
Taking all three calculations into account, it appears that our shaded areas
are somewhat too narrow, and that the uncertainty of the supercell method
in predicting the alloy gap is even larger than our shaded areas indicate. The
large theoretical spread of the bandgap values caused by spatial distribution
of nitrogen implies that the optical absorption threshold of GaNAs is strongly
smeared out compared to that of pure GaAs, and that one should expect a
large redshift of the fundamental emission.

4.3.3 Optical Transitions to E− and E+

The coupling of the CB-minimum Γ1c with the secondary minima at L and
X strongly influences the optical properties of the alloy, which will now be
discussed. Optical investigations of GaNAs have shown that at energies higher
than the fundamental bandgap there is an additional transition denoted E+

[14, 65]. The pressure dependences of the two dominant optical transitions to
E− (conventionally called the E0 transition in the pure material) and E+,
calculated by the pseudopotential method, are shown in Fig. 4.3.

To understand the character of the E+ transition in the supercell geometry,
we have analyzed the optical transition rate, which is proportional to the
square of the interband momentum matrix element, |Pvc|2. The normalized
matrix elements as a function of pressure are given in Fig. 4.3; the value of
|Pvc|2 for the E0 transition at zero pressure is taken as 100.

The calculations reproduce two main experimental findings [14,65]. First,
we identify two dominant transitions, E− and E+. Their intensities are at
least five times bigger than those of other transitions, not shown in the figure.
Second, the relative intensity of E+ compared to E− increases with pressure,
in agreement with the observation by Perkins et al. [14]. Both effects stem from
the N-induced modifications of the conduction states. In particular, optical
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Fig. 4.3. The calculated pressure dependence of two dominant optical transitions
in GaNAs. The numbers give the normalized square of the interband matrix ele-
ments. The lines are only guides for the eye. Pseudopotential calculations, no gap
adjustment, i.e., straight LDA

transitions from the top of the valance band to a1(L1c) and a1(X1c), which
are forbidden in pure GaAs, become allowed. At zero pressure, the E+ feature
is due to the transition to a1(L1c), while the transition to a1(X1c) is a few
times weaker.

The energy difference between E− and E+ strongly depends on the com-
position. Our calculated values of the energy separation between a1(L1c)
identified with E+ and a1(L1c) = E− levels are given in the third column
of Table 4.3, and a comparison of our results with other calculations and
experimental data, [8, 14, 15, 18, 19, 26, 65] is presented in Fig. 4.4.

The agreement between various experimental and theoretical data is sat-
isfactory. Extrapolation of E+–E− to the dilute limit yields the value 0.30 eV,
which is close to the separation between the Γ and L CB minima in pure
GaAs (see Table 4.3 and Fig. 4.4). The E+-E− separation increases almost
linearly with x in the considered concentration range. The observed increase
of the separation between the E+ and E− states with nitrogen concentration
is caused mainly by the large bandgap reduction, since an upshift of E+ is
less pronounced.

The excellent agreement between experimental and theoretical values sup-
ports the identification of a1(L1c) as the level involved in the E+ feature.
Again, the supercell results are estimated to have error bars due to ambi-
guity in the locations of the N atoms. Also this scatter is sizable at high
concentrations. Different characters of the states involved in the N-induced
coupling, i.e., a1(N), a1(Γ1c), a1(L1c), and a1(X1c), and their relations to
E− and E+ states were first discussed by Mattila et al. [8] on the basis of
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Fig. 4.5. Wavefunctions density (a) of the bottom of the conduction band, and (b)
of the second band a1(L1c) in GaAsN

pseudopotential-supercell calculations. Subsequently their conclusions were
supported by our pseudopotential and FP-LMTO calculations [26, 29].

In Fig. 4.5a, b we show the wavefunctions of the two CB states that are
involved in the E− and E+ transitions, respectively, for GaNAs containing 3%
of nitrogen. The first one is the state at the bottom of the CB. This state is an
antibonding combination of cation and anion s orbitals, like the Γ1c state of
pure GaAs, but its localization on N atoms is pronounced, see the discussion
in Sect. 4.3.1. The wavefunction of the second conduction state in GaNAs,
a1(L1c), is shown in Fig. 4.5b. We see that this state, which is induced by the
presence of N, is clearly not localized on N, but rather on its third neighbors.
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4.3.4 Effects of Hydrostatic Pressure

The presence of N atoms not only affects band energies, but also induces cou-
pling of states from various points of the Brillouin Zone. As a result of the
coupling, the pressure coefficients of alloy bands are drastically reduced com-
pared to those of pure GaAs [29,31], and the effect is composition dependent.
We analyze the E− (= Eg) and E+ behavior, applying hydrostatic pressure
and varying the nitrogen concentration. Different characters of the bands
should be reflected in their behavior under pressure. The pressure depen-
dence of the bandgap (E−) and the E+ level for x = 0.031 calculated by the
pseudopotential method is shown in Fig. 4.3. The pressure dependencies of
these levels for x = 0.009 obtained by the FP-LMTO method with bandgaps
corrected by adjusting potentials, are presented in Fig. 4.6.

Generally, as we can see from the figures, the dependence of the energy gap
in GaNxAs1−x on hydrostatic pressure is nonlinear (the pressure coefficient
of the bandgap decreases at higher pressures) and weaker than in GaAs. The
corresponding values of the deformation potential for GaAs (dEg/d lnV =
−8.5 eV) and for GaNAs with 3% of N (dEg/d lnV = −4.6 eV) differ almost
by a factor of two, confirming the results of two other theoretical works [5,8].

With increasing pressure, the oscillator strength of E+ increases (see
Fig. 4.3), since the corresponding state becomes progressively more Γ1c-like.
The nonmonotonic dependence of the oscillator strength of E+ is due to the
fact that we have added contributions of transitions with energies differing by
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less than 0.1 eV. Namely, the value of |Pvc|2 increases from 100 at zero pressure
to 120 at 9GPa. An analogous symmetry-induced effect has been investigated
by Morgan [69] for the indirect bandgap in GaP. He has pointed out that
zero-phonon interband optical transitions become allowed in the presence of
impurities, but they are much stronger for the anion-substituting (as it is
in our case) than for the cation-substituting donors because of the different
symmetry of the conduction states at the X point.

Theoretical results for GaNxAs1−x with x = 0.009 are compared in Fig. 4.6
with the experimental pressure dependence of both the E− and E+ tran-
sitions [70] for GaInNxAs1−x for x = 0.01. We observe good agreement,
although the calculations were performed only for low pressures. According
to experiment, the pressure dependence of the bandgap is sublinear with a
tendency to saturate at high pressures. The second conduction state a1(L1c),
which is the final state of the E+ transition, exhibits a nonlinear pressure
dependence as well. The influence of hydrostatic pressure on the E+ band
edge is weaker near p = 0 and the experimental data behave superlinearly.
This different character of the pressure dependence of E− and E+ states is
clearly seen in Fig. 4.3, where the calculated results are presented for a larger
range of pressure (up to 9GPa).

The nonlinear behavior of E− and E+ states with pressure can be
explained as follows. From the analysis (see Sect. 4.3.3) of the wavefunction
for the Γ-, L- and X-derived states in GaNxAs1−x with N concentration about
3% we obtain that the bottom of the CB a1(Γ1c) contains a strong admix-
ture of the a1(L1c) state of pure GaAs. The contribution of X1c is an order
of magnitude smaller, indicating a weak Γ1c–X1c interaction in the alloys at
zero pressure. With increasing pressure, the relative energies of the GaAs host
conduction states change, which also changes the interaction between them.
Consequently, at low pressures the nonlinear pressure behavior of the bandgap
is due to the increasing coupling between the bottom of the conduction band
a1(Γ1c) and the a1(L1c) state. For higher pressures, the effect stems from the
increasing coupling between a1(Γ1c) with the singlet a1(X1c), which adds to
the nonlinearity of the pressure dependence of the bandgap. A comparison of
Figs. 4.3 and 4.6 shows that the discussed effects are composition dependent.

A more detailed study of the pressure effects can be performed by analyzing
the calculated values of the pressure derivatives of the E− for different nitrogen
compositions quoted in Table 4.3. The pressure derivatives of the E− and E+

states as functions of the composition are illustrated in Figs. 4.7 and 4.8,
respectively.

As one can see from Fig. 4.7 and Table 4.3, the pressure derivative of
the GaNxAs1−x bandgap (Eg = E−) decreases with x; the pressure coeffi-
cients being in the range from about 70meVGPa−1 for x = 0.009 to about
50meVGPa−1 for x = 0.062. On the other hand (see Fig. 4.8) the pressure
derivative of the E+ level increases with pressure. The above effects result from
the increase in Γ1c–L mixing with increasing nitrogen admixture, and simply
reflect the difference in deformation potentials of the lowest conduction states
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Fig. 4.7. The calculated (open circles and shaded range) pressure coefficient of the
minimum gap, Eg(= E−), as a function of the nitrogen concentration (x)

Fig. 4.8. The calculated (open circles and shaded range) pressure coefficient of the
E+ level at the zone center (supercell representation) as a function of the nitrogen
concentration (x)

at Γ and L in GaAs. The pressure coefficient of the GaAs bandgap at the
L point, ∼40 meVGPa−1, is considerably smaller than that at the Γ-point,
∼110 meVGPa−1. Therefore, increasing admixture of the L1c into the E−

state lowers its pressure coefficient, and, analogically, increasing admixture of
the Γ-conduction character into the E+ state increases its pressure coefficient.
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The next observation is that the L splitting is reduced with pressure (with
a rate ∼ − 20 meVGPa−1), while the X splitting is slightly increased with
pressure, (at a rate ∼5 meV GPa−1), for N concentrations about 3%. The
pressure coefficients of the new low-energy states, a1(L1c) and a1(X1c) are dif-
ferent from the split-off triplet t2(L1c) and doublet e(X1c) states. The pressure
behavior of the a1(X1c) state is similar to that of the X state in pure GaAs.

4.3.5 Discussion of the Origin of the E+ Edge

The so-called band anticrossing (BAC) model proposed by Shan et al. (see
Chap. 3) has provided a simple model band structure of GaNxAs1−x which
describes well several experimental data in terms of a few adjustable param-
eters. In the BAC model, the nitrogen impurity state a1(N), located 0.15–
0.18 eV above the CB minimum [5, 6], and the CB minimum interact. As a
result, two states, E− and E+ are formed. However, in spite of its apparent
successes, the BAC model is based on assumptions which cannot be supported
by a more stringent theory. Early model calculations [71] show that the impu-
rity state a1(N) is an antibonding combination of s(N) with sp3 orbitals of
the nearest neighbors, and it is localized mainly on the neighbors. Exten-
sive calculations [8] confirm this picture and find a1(N) at 0.18 eV above the
CB bottom. But with increasing x (into the alloy regime) its energy rises so
rapidly that Mattila et al. [8] conclude that “a1(N) is too far to act as a prin-
cipal source of the low-energy anticrossing observed by Shan et al.” The more
recent large-cell calculations by Wang [72] show that the energy of a1(N) is
essentially independent on x in the impurity regime (x ≤ 0.4%). If we assume
that “a1(4)” or maybe “a1(3)” in Fig. 4.4 of [72] should be assigned to a1(N),
then Wang’s results agree extremely well with those of [8]. Further, both cal-
culations then also agree with our calculated a1(N) levels for x = 1.6 and
3.1%. This is illustrated in Fig. 4.9.

Consequently, it has again been demonstrated that a1(N) in the alloy
regime is too high in energy to be responsible for the formation of the E+

edge through the BAC mechanism. Rather it results from an N-induced per-
turbation of host states around the secondary minimum at L [8, 15]. This
state, a1(L1c), is induced by the presence of N, but it is not localized on N
(see Fig. 4.5b), and it is not the a1(N) resonance. Based on the facts that (1)
the calculated momentum matrix elements reflect the experimental features
of E+, (2) the theoretical composition-dependent energy separation between
a1(L1c) and a1(Γ1c) agrees well with the experimental difference between E+

and E−, see Fig. 4.4, and (3) the pressure dependences of a1(L1c) (theoret-
ical) and E+ (experimental) are very similar (see Fig. 4.6), we support the
interpretation [8] that a1(L1c) gives rise to the E+ transition. The L-related
character of E+ is also suggested by recent experiments [17].

In summary of this section, we have studied the influence of nitrogen on the
energy band structure of GaNxAs1−x . We have shown the strong modification
of the CBs. The Γ, L, and X conduction states mix, forming new, low-energy
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levels called a1(3) and a1(4) as given by Wang [72] in his Fig. 4 are marked

states. We found an additional optical transition involving an L1c-derived
state and we support its identification with the E+ transition.

4.4 Conduction Band Mass vs. Composition, Pressure,
and Wavevector

As mentioned in the previous section, the calculations for GaNxAs1−x with
x = 0.031 exhibited (see Fig. 4.1) a strong nonparabolicity of the lowest CB
caused by Γ–L mixing. Figure 4.10 further shows the calculated dispersion of
the lowest CB for x = 1.6 and 0.9% together with the results for pure GaAs
and with experimental [21] data.

The comparison between theory and experiment was realized by apply-
ing the following procedure. The experiment has been performed using a
Ga1−y InyNxAs1−x

sample with y = 0.03 and x = 0.01, whereas we performed
calculations for y = 0 and x = 0.009 and 0.016. However, the calculation
have been made for lattice constants corresponding to inclusion of indium
with y = 0.03. Therefore, the two theoretical curves in Fig. 4.10 are labeled
Ga0.97In0.03N0.009As0.0991 and Ga0.97In0.03N0.016As0.0984, respectively. These
two curves are rigidly shifted in energy in such a way that the experimental
CB minimum is located between the two “theoretical” bandgaps as given by
a linear interpolation between the values for x = 0.009 and 0.016. Both the
experiment and the calculations show that the lowest CB of the alloy is more
flat than that of pure GaAs, i.e., electrons in the alloy have a larger effective
mass. At first sight this might seem surprising since in conventional semicon-
ductors the electron effective mass is proportional to the bandgap. This follows
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in particular from k ·p theory, see [73]. In GaInNAs, the coupling between the
N-induced levels and the bottom of the CB modifies the electron mass.

The calculated values of electron effective masses for different concentra-
tions of nitrogen are summarized in column 5 of Table 4.3, and in Fig. 4.11 our
results are compared with the results of other calculations [25,74] and masses
obtained from the BAC model fitted to experimental photoluminescence [70]
(PL) and photoreflectance [75] (PR) data obtained for quantum well struc-
tures. The model which was used is an extension [76] of the version used for
bulk materials (see also [77] for a refinement of this scheme and application to
the regime of very low nitrogen concentrations). Further, the figure contains
the results of experiments from [78–82].

All calculations and experiments agree in finding that the effective masses
of the CB minimum in the alloys are considerably larger than the value
m∗ = 0.067m0 of pure GaAs. We have no calculations for x < 0.009. An
extrapolation of our results down to x ≈ 0.001 agrees well with the masses
derived from the experiments by Masia et al. [79] ((b) in Fig. 4.11), but the
relevance of our type of calculations in the range of N concentrations toward
the very dilute region is questionable, for example due to the influence of
cluster formation and localized states [83, 84].

Even within a simple alloy model, like the one assumed in this work, it
is not clear whether the transition to x = 0, pure GaAs, is accompanied by
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data), (g) [70] (BAC model fitted to quantum well energies measured in [75]) (h) [25]
(k · p theory), and (i) [74] (tight-binding calculation)

a continuous variation of m∗(x) or there would be an abrupt drop to m∗ =
0.067m0. In that context the experimental point (x, m∗) = (0.00043, 0.074m0)
(lowest lying asterisk in Fig. 4.11) obtained in [79] is interesting. It is noted
that the magneto-PL experiments of [79] yield one of few direct measurements
of the CB-minimum masses in GaNxAs1−x . For a sample with x = 0 the value
0.065m0 was found, i.e., very close to the well-established GaAs CB-minimum
mass.

For x larger than 0.009 our calculated masses decrease with x, and a similar
trend is found in the tight-binding calculations by Shtinkov et al. [74] ((i) in
Fig. 4.11). The values of the masses obtained in their scheme, however, are
considerably lower than those of the other calculations and also smaller than
the various experimental results. In the same concentration regime the k · p
theory of [25] predicts the CB-minimum mass to increase quite slowly with x,
maybe reaching a wide maximum around x = 0.04.

However, in the simple k · p scheme the sign of dm∗(x)/dx depends
on the ratio between the x-dependent coupling matrix element P and the
x-dependent gaps. Thus a small adjustment of the P 2(x) function can repro-
duce our calculated trend. The masses derived in [70] by fitting the k · p
model to PL and PR data increase with nitrogen concentration. The masses
presented in the paper by Zhang et al. [75] decrease with x, but the values
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are too large (see discussion in [70]). The two alloy data points from [78] ((a)
in Fig. 4.11) probably are insufficient to demonstrate a clear trend. The result
at x = 0.02 is surprisingly large, but details in sample preparation may affect
the properties of the materials substantially. The value obtained for x near
0.01 agrees well with our calculations. The work by Wang et al. [81] cites three
experimental masses ((d) in Fig. 4.11), but a clear trend cannot be deduced.
The single data point (c) in Fig. 4.11 was obtained [80] from Faraday rota-
tion experiments, which however only yields information about the reduced
effective mass of the electron and the hole. Therefore, the electron mass can
only be determined if the mass of the relevant hole in the Ga1−y InyNxAs1−x

sample [80] is accurately known. The inclusion of In changed [80] slightly the
bands at the valence band maximum so that it was the light hole which is
relevant, and the value mh = 0.082 of GaAs was used in the analysis. Thus,
the experimental data do not clearly indicate whether the CB mass decreases
or increases with x for N concentrations above 0.01. It is indeed difficult to
measure the effective masses in this material, and the authors of [80] describe
the situation in this way: “A systematic study of the effective mass at the
bottom of the E-band in GaInNAs is still missing.”

The strong nonparabolicity of the lowest CB is reflected in the wavevec-
tor dependence of the electron effective mass. In order to quantify this we
calculated the k-dependent effective mass, m∗(k):

m∗(k) = �
2k(dE/dk)−1, (4.2)

which in fact is the “optical mass” (or “slope effective mass”), which may
differ from the band-curvature effective mass, m∗

c , (in scalar form):

m∗
c(k) = �

2(d2E/dk2)−1. (4.3)

At the extremum (k = 0, here the CB minimum) these two masses are iden-
tical. The values of m∗ presented below are “optical” effective masses (4.2) in
order to be consistent with the work by Spitzer and Fan [85]. For the lowest CB
of GaAs the two definitions yield similar values (see for example the compila-
tion in Table 13 of [60]), but in GaNxAs1−x there are stronger nonparabolicity
effects in the CB, and the two kinds of masses differ more. In Fig. 4.12 we
compare the k-dependence of the electron effective masses as determined
experimentally [21] (see also the note, [86], and [87]) for Ga1−3x In3xNxAs1−x

(for x = 0.01) and theoretically for GaNxAs1−x for x = 0.009, as well as for
pure GaAs. The data referred to as “experimental” for GaAs (x = 0) are
from Blakemore’s review (Table 13 in [60]) and are based on experiments (see
also [88, 89]) reported in [90–93].

The theoretical values of the effective mass are systematically higher than
the experimental ones. For GaAs, the calculated mass is m∗ = 0.082m0,
whereas the experimental value is m∗ = 0.067m0, and similar errors are
probably in the calculations for the alloys. In order to illustrate the effects
of nonparabolicity and to compare it to the experimental data, we show in
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Fig. 4.12 the increase of the mass ∆m∗(k) relative to the CB-minimum mass
m∗ (k = 0). It is clearly seen that the masses increase considerably faster
with k in the alloy than in pure GaAs. The strong nonparobolicity of CB
in the GaNxAs1−x also implies that ∆m∗(k) for nonzero k exhibits a signif-
icant anisotropy. This is illustrated in Fig. 4.12, where the curve shown with
long dashes was obtained by restricting the wavevector to a (100) direction,
whereas the full curve is a weighted average between (100), (110), and (111)
directions. Although these two calculations differ, they both agree with the
experiments.

The comparison between calculated masses and these extracted from
experiments should be made with some caution. The experimental mass for
a certain k, which is considered as a Fermi radius (kF) of a degenerate gas of
conduction electrons [21, 29, 70, 86], is obtained using the relation [94]:

m∗(kF) =
ne(kF)e2

ω2
pε0ε(∞)

, (4.4)
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where e is the electron charge, ε0 the vacuum permittivity, and ε(∞) is the
high-frequency dielectric constant [95,96], introduced to describe the screening
in the infrared reflectivity measurement of the plasma frequency, ωp. The
electron concentration, ne(kF), was determined by Hall effect measurements,
and it also yields kF through an isotropic band model:

ne(kF) = k3
F/3π2. (4.5)

As mentioned in [29], the samples used by Skierbiszewski et al. are highly
doped so that the electron gas is degenerate and the Fermi level is well defined.
(Note that this way of analyzing data for free carriers in heavily doped semi-
conductors is also used in cases, where the condition for existence of a Fermi
surface is not satisfied; see for example [85, 96]). But a difficulty in applying
the method still remains. The relation given in (4.4) between m∗(kF) and
ne(kF) through the plasma frequency (defined by ǫ1(ωp) = 0) is only obvious
if m∗ is k-independent. The reflectivity measurement detects a plasma edge,
but the specific relation, (4.4), may be disputed. In view of these problems, it
is surprising that the data deduced from the experiments are as close to the
calculations as the figures show. Further, the expression derived in [85] for
the susceptibility showed that the relevant effective mass is the optical one,
(4.2). We have estimated the k-dependence of the “curvature mass” and find
that both for GaNxAs1−x and pure GaAs it increases significantly faster with
k than the optical mass, i.e., by far the best agreement between theory and
experiment is indeed obtained with the calculations using (4.2).

Transport measurements of Skierbiszewski et al. [70] for GaNxAs1−x with
x = 0.014 show that the electron mobility strongly decreases with hydrostatic
pressure. This indicates that m∗ increases with pressure. To verify this we
performed band structure calculations for different values of pressure. The
results for x = 0.009 and 0.016 in comparison with the pressure dependence
of m∗, as deduced from the experiment [70,97,98], are presented in Fig. 4.13.

The pressure-induced changes in calculated and experimentally deter-
mined masses are very similar, and thus the pressure coefficients agree well:
d(m∗/m0)/dp = 34 TPa−1 from the experiment for 1.4% nitrogen and 36 and
28 TPa−1 as obtained theoretically for x = 0.009 and 0.016, respectively. The
calculated values of the pressure derivatives of the electron effective mass in
GaNxAs1−x for different values of x are given in the last column of Table 4.3,
and further illustrated in Fig. 4.14. A rapid decrease of d(m∗/m0)/dp with
x in the range between 0.009 and 0.02 is followed by a “saturation” regime
with almost no effects of varying the nitrogen concentration. Similarly, the
pressure coefficients of the bandgaps for higher N concentrations are almost
composition-independent (see Fig. 4.7). As for the CB-minimum mass itself
we also find for its pressure coefficient, Fig. 4.14, that the GaAs value is much
lower than the value for x = 0.009. Again, the regime for x between 0 and
0.009 was not explored by our calculations. The experimental data points
(asterisks) in Fig. 4.14 correspond to the results of the same experiment [70]
as presented in Fig. 4.13.
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4.5 Summary

We have studied the electronic structure of GaNAs and its pressure depen-
dence using two ab initio approaches, FP LMTO and plane waves with
pseudopotientials. The agreement between the results of the two approaches
is excellent. We have shown that alloying GaAs with small amounts of GaN
strongly modifies the CBs. The Γ, L, and X conduction states of GaAs mix,
forming new, low-energy states. The results obtained explain the strong reduc-
tion of the gap with the increasing N content, and demonstrate an important
role played by the lattice relaxations. Energy gaps at other points of the BZ are
much less affected by N. In particular, the calculations reproduce the charac-
teristic feature observed in the experiment, i.e., the presence of the additional
E+ absorption edge.

The identification of the a1(L1c) state as the E+ state was proposed and
then confirmed by analyzing the energy positions of the E+ and E− states
and their pressure and composition dependencies. In particular, the calcu-
lated momentum matrix elements reflect the experimental features of E+,
and the theoretical composition-dependent energy separation between a1(L1c)
and a1(Γ1c) agrees well with the experimental difference between states
E− and E+.

It is repeated that discussions about E+ in a supercell band structure
refer to transitions to a specific perturbed host level from cells where the
L points fold into Γ -point of the superlattice BZ. In reality several levels
in the relevant energy regime contribute to the “E+” structure in the optical
spectrum. The supercell geometry does not describe accurately the disordered
alloy, as our error bars also show. But the basic picture given by the ab initio
calculations is quite different from the BAC model. Further, our results agree
with experimental data in [99], although we do not fully support the analysis
of the theoretical data made in that work.

The different character of E+ and E− states is reflected in their behav-
ior under pressure. Both states exhibit nonlinear pressure dependences, which
have opposite characters (E−-sublinear, and E+-superlinear). Also the com-
position dependencies of their pressure derivatives are strongly nonlinear in
both cases, but have opposite signs (dE−/dp -decreases and dE+/dp -increases
with composition). The above effects have been correctly interpreted based on
the N-induced coupling between the states derived from Γ, L, and X points
of the BZ, which increases with N-composition and pressure. The increase in
Γ1c − L mixing lowers the pressure coefficient of the E− state, and makes
the pressure coefficient of the E+ level higher, reflecting the difference in the
pressure coefficients of the lowest conduction states at Γ (∼110 meVGPa−1)
and L (∼40 meVGPa−1) in pure GaAs. For higher pressures the increasing
coupling between a1(Γ1c) and the singlet a1(X1c) is observed, which increases
the effect of nonlinearity in the pressure behavior of the E+ and E− states.

The lowest CB exhibits strong nonparabolicity, which is reflected in the
dependence of the electron effective mass on k. The calculated variation of the
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mass with k agrees well with experimental data, although some details of the
method used to extract the masses from the reflectivity measurements may
be disputed. It has been found that hydrostatic pressure strongly influences
the electronic properties of GaNxAs1−x . In particular, it affects the electron
effective masses and their dependence on nitrogen concentration. The depen-
dence of the effective mass and its pressure coefficients on the concentration
of nitrogen is strongly nonlinear. These effects are in the calculations caused
by the anticrossing of folded-in CBs in the supercell band structures.

A conclusive comparison of the calculated x-dependence of the effective
mass at the CB minimum to experiments has not been possible. The calcula-
tions agree with experiments in finding that for x above 0.01 the alloys have
CB-minimum masses which are significantly larger than that of pure GaAs.
The present calculations further suggest that the CB-minimum mass in the
range considered should decrease with x. The difficulties in obtaining reliable
experimental values of the masses lead to a large scatter in the published
values, and therefore it cannot be concluded whether the suggested trend is
correct.

Finally, considering the BAC model, we find that for the alloy compositions
above 1% of N the a1(N) is at too high energies to be responsible for the E+

transition. In the impurity limit the N-induced resonance, a1(N), is lying about
0.15–0.18eV above the bottom of the CB. With increasing concentration of N
the energy of a1(N) rises steeply, and a new state, a1(L1c), emerges, induced
by nitrogen, but not localized on N, and not to be identified with the a1(N)
resonance.
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5

Experimental Studies of GaInNAs
Conduction Band Structure

C. Skierbiszewski

In this chapter comprehensive review of the nitrogen-induced modifications of
the electronic structure of GaInNAs alloys is carried out. We study behavior
of conduction band effective mass as a function of Fermi energy, nitrogen con-
tent, and pressure. From analysis of the effective mass for different electron
concentrations we have determined the energy dispersion relation for conduc-
tion band. We have investigated also optical absorption spectra on GaInNAs
thin films and determined the absorption coefficients for E− and E+ transi-
tions. Spectroscopic ellipsometry measurements performed in a wide photon
energy range 1.5–5.5 eV have been used to determine energy dependence of
the dielectric function as well as energies of E1, E0, and E2 critical point
transitions. From the magneto absorption experiments we have obtained the
values of the Zeeman splitting and the effective g∗ factors for the conduc-
tion and valence bands in GaInNAs alloys. Experiments have shown profound
changes of the GaInNAs conduction band close to the Γ point, conduction
band splitting, and giant conduction band nonparabolicity. Much less effect
have been observed for X and L minima as well as for valence band states.

5.1 Introduction

Dilute nitrides attracted recently considerable interest due to their unusual
physical properties and variety of optoelectronic applications. The GaAs and
GaN have an energy gap equal to 1.4 and 3.4 eV, respectively, and one can
assume that the energy gap of the GaNxAs1−x alloy will be in between these
values depending on the alloy content x. However, it was found that alloy-
ing GaAs with N leads to giant bowing of the band gap energy – unlike to
the conventional alloys, e.g., AlGaAs GaInAs GaInP where band gap energy
changes almost linearly according to the virtual crystal approximation model.
Band gap reductions as large as 0.18 eV have been observed in GaAs1−xNx

with only 1% of N [1–4]. Similar effects were also observed in GaNP [5, 6],
InNP [7,8], GaNSbAs [9], and InNSb [10] alloys. On the other hand, by adding
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In or Sb to GaNxAs1−x one can compensate the N-induced contraction of the
lattice parameter. This also reduces the band gap making possible to grow
Ga1−yInyNxAs1−x or GaNxSbyAs1−x−y quaternaries that are lattice matched
to GaAs or InP and have energy gaps in the 1.3–1.55µm spectral range.
All these findings opened an interesting possibility of using group IIINxV1−x

alloys for a variety of optoelectronic applications [11–14] and generated a
considerable interest to investigate its electronic structure [15–42].

The turning point that accelerated the investigation of diluted nitrides
was related with discoveries of the highly nonlinear pressure dependencies of
the energy gap [20,21] and conduction band (CB) splitting into two subbands
E− and E+ [21, 23]. The GaInNAs CB peculiarities were explained by Shan
and Walukiewicz within framework of the band anticrossing (BAC) model
[see Chap. 3]. In this approach, the CB splitting results from an anticrossing
interaction between nitrogen induced, localized, a1 symmetry state and the
extended conduction band states of the semiconductor matrix [21,24,25]. On
the other hand, ab initio calculations by Kent and Zunger [39, 40], Gonzales
Szwacki et al. [38] and Gorczyca et al. [41, see Chap. 4], confirming the CB
splitting, showed quite different role of nitrogen in GaInNAs band formation.
Presence of N atoms causes breaking of the Td symmetry of the lattice and
leads to a mixing of the electronic states from Γ, X, and L points of the Bril-
louin zone and subsequent formation of the E+ and E− bands without any
significant admixture of N-related wavefunctions. Bellaiche et al. [19] point
out two ranges of N content in discussion of the GaNAs conduction band
structure peculiarities. The first one covers N content less than 0.6%; when,
in addition to the deep a1 state, resonant with the CB [43, 44], the deep
states related to N pairs and other N complexes located below the CB edge
appears. These states, so called cluster states (CS), were observed experimen-
tally [45]. The CS disappear (replaced by perturbed host states (PHS)) when
the nitrogen content in GaNAs is higher than 0.6%, i.e., in the second range
of N content when GaNAs alloy is formed [39,45]. Another description of the
GaNAs peculiarity was proposed by Zhang et al. [46] where impurity band
inside the forbidden gap is created as a result of interaction of different N
related states.

Since explanation of available experimental data can be made on the basis
of different models, an intense theoretical debate on the microscopic origin of
the CB structure of the GaInNAs and the role played by N in its formation
is still going on [21, 22, 28, 35–42].

In this chapter we provide systematic study of the basic properties of
GaInNAs alloys. We concentrate only on the alloy limit – for N content higher
than 0.8%. We discuss the following:

(a) The giant nonparabolicity of conduction band and electron effective mass
as a function of the Fermi energy, alloy composition, and pressure in the
Sect. 5.2

(b) The interband optical transitions in the Sect. 5.3
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(c) The dielectric function in the Sect. 5.4
(d) The effective g∗-factors of the conduction and valence bands in the

Sect. 5.5

Our results are compared with other existing data obtained, e.g., by pho-
tomodulated reflectance or photoluminescence measurements. The important
electronic parameters are analyzed using the BAC, k ·p , tight binding models
as well as an ab inito calculations.

5.2 GaInNAs Electron Effective Mass
and Conduction Band Dispersion

In this section we are focused on the experimental determination of the effec-
tive mass as a function of the Fermi energy, nitrogen content, and pressure.
The dispersion of the conduction band is inferred from the energy dependence
of the effective mass.

5.2.1 Effective Mass Determination

Because of the low electron mobility (100–400cm2 V−1 s−1), determination of
the effective mass, m∗, in GaNAs alloys is very difficult. From this reason, the
well known and precise methods of measurements of the m∗, like cyclotron
resonance or Shubnikov de Haas oscillations, can not be applied. In that case,
the effective mass at the Fermi level, m∗(kF), can be inferred from the plasma
edge frequency, ωp [47, 48]. In heavily doped semiconductor the well known
expression for ωp yields

m∗(kF) =
ne(kF)e2

ω2
pε0ε∞

, (5.1)

where ne(kF) is the electron density, kF is the wave vector at the Fermi surface,
e is the electron charge, ε∞ is the high frequency dielectric constant, and ε0

is a vacuum permittivity. For an isotropic conduction band kF is related to
the electron concentration ne through the relation, ne(kF) = (kF)3/3π2.

We used Fourier Transform Infrared spectrometer to determine the plasma
edge frequency. Experiments were done for series of 1–3 µm thick MOCVD
grown samples doped with Se, which had the electron concentration in the
range 1 × 1017–6 × 1019 cm−3 (in order to vary the Fermi energy) [13]. The
electron concentration ne was determined by the Hall effect in the Van der
Pauw configuration and/or with electrochemical capacitance–voltage (C–V)
profiler measurements. The layer thickness for all samples was determined by
the scanning electron microscopy (SEM). All experiments were performed at
room temperature.

An example of reflectivity data is shown in Fig. 5.1. We analyze this spec-
trum using the Drude model for the dielectric function to determine the
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Fig. 5.1. Reflectivity spectra (solid lines) for two Ga1−yInyNxAs1−x:Se sam-
ples with distinctly different electron concentrations. The dashed lines show the
theoretical fit with set of parameters indicated in figure

plasma frequency ωp [30, 48]. The reflectivity of a semi-infinite medium is
described by the following formula:

R =
(n − 1)2 + κ2

(n + 1)2 + κ2
, (5.2)

where n is a real part of the refractive index and κ is the extinction coefficient.
The link between n and κ is given by complex dielectric function ε(ω) = (n−
iκ)2. If only the free carrier contribution is taken into account, the dielectric
function has following form:

ε(ω) = ε∞

(

1 −
ω2

p

ω (ω + iγ)

)

, (5.3)

where γ is the electron damping constant, related to the electron mobility µ.
The plasma frequency can be obtained by fitting reflectivity R to the experi-
mental data (see dashed lines in Fig. 5.1). The reflectivity fringes (Fabry–Perot
oscillations) observed at energies above plasma edge are well reproduced by
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Fig. 5.2. The experimental electron effective mass, m∗, vs. electron density, ne,
for Ga1−yInyNxAs1−x samples with different alloy compositions x and y. Open
diamonds represent data from [49]. The solid lines are the predictions of the
band anticrossing model for the indicated compositions. The dashed line represents
the much smaller enhancement predicted for GaAs due to nonparabolicity of the
conduction band

taking the layer thickness measured in SEM and assuming that high frequency
dielectric constant is the same as for GaAs (ε∞ = 10.9). This indicates that in
the energy range from 1,000–4,000cm−1, the dielectric function of GaInNAs is
not affected by the small amount of N and In in our samples. To illustrate the
dependence of the effective mass on the electron energy and the N content we
have shown in Fig. 5.2 values of the experimental effective masses for different
electron concentrations.

We find a very large increase of the effective mass for all investigated
GaInNAs samples. Almost sixfold increase of the effective mass (m∗ = 0.4 m0)
in the heavily doped Ga0.92In0.08N0.03As0.97 sample (with ne = 6×1019 cm−3)
was detected. This can be compared with a slight increase of the effective mass
in GaAs. The small increase of effective mass in GaAs can be understood in
terms of the k ·p interaction between the Γ6 conduction band and Γ8 valence
band. Equally important is a fact that it was easy to obtain very high electron
densities – up to 6× 1019 cm−3, which can be used as independent indication
of the profound change of the conduction band density of states. For GaAs
such electron densities are not available due to the electron transfer to the L
minimum.

We analyzed these results in a framework of a phenomenological, two-
level BAC model, which describes the electronic structures of GaInNAs alloys
in terms of an anticrossing interaction between localized a1 symmetry state
induced by nitrogen and the extended conduction band states of the semi-
conductor matrix [21,24,25]. The significant, practical advantage of the BAC



128 C. Skierbiszewski

0.00 0.05 0.10 0.15
�0.5

0.0

0.5

1.0

1.5

2.0

2.5

4

EN

1: EVB→ E�

2: EVB→ E+

3: ESO→ E�

4: E
SO

→ E+

3
2

1

ESO ELH

EHH

E InGaAs

E�

E+

k (2π  / a)

E
n
er

g
y
 (

eV
)

Fig. 5.3. Conduction band splitting and dispersion in Ga0.96In0.04N0.01As0.99

according to band anticrossing model [21]. Arrows indicate different optical
transitions

model is that it provides simple analytic expressions for the conduction band
dispersion and allows easily to calculate, e.g., strength of the optical tran-
sitions [26] in bulk material, transition energies between electronic states
in quantum wells (QWs), or gain in laser structures [27]. The BAC model
predicts splitting of the CB into two subbands, E− and E+ (see Fig. 5.3).

The formula for the lower E− and upper E+ conduction subbands is
given by

E±(k) =
1

2

[

(EM (k) + EN) ±
√

(EM (k) − EN)
2

+ 4xC2
MN

]

, (5.4)

where EM(k) is the energy of the conduction band of the semiconductor
matrix, EN is the energy position of the nitrogen related level with a1 sym-
metry, x is the nitrogen molar fraction, and CMN is the hybridization matrix
element.

In general, the inverse density of states effective mass at the Fermi level is
defined as

1

m∗(k)
=

1

�2k

∣

∣

∣

∣

∂E(k)

∂k

∣

∣

∣

∣

. (5.5)

Therefore, one can easily derive the analytic expression for effective mass at
the Fermi level from (5.4) and (5.5):

1

m∗(k)
=

1

2mM(k)

⎡

⎣1 − (EM (k) − EN)
√

(EM (k) − EN)
2

+ 4xC2
MN

⎤

⎦ , (5.6)
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Table 5.1. Parameters used for calculations within framework of the BAC model

CMN 2.7 eV
EN (300 K) 1.65 eV
dEN/dp 0.015 eV GPa−1

dEN/dT −0.00025 eVK−1

dEM/dp 0.105 eV GPa−1

Eg (Ga1−yInyAs) 1.512 − 1.337y + 0.27y2 (eV)
EM (T) EGaInAs

g − αT 2/(β + T )
α = 5.408 × 10−4 eVK−1

β = 204 K

where mM(k) is the energy dependent electron effective mass of the semicon-
ductor matrix obtained within three-band k ·p model [49].

In Fig. 5.2 we present calculations of the effective mass according the BAC
model for two alloy compositions x = 0.01, y = 0.03 and x = 0.033, y = 0.08
(see solid lines). We have gathered in Table 5.1 all parameters necessary for
modeling [29]. The BAC model well predicts giant increase of the effective
mass, indicating that nitrogen strongly modifies the conduction band of GaIn-
NAs. Much less effect is predicted by 3-band k ·p model [49] for effective mass
dependence of GaAs (see dotted line in Fig. 5.2).

5.2.2 Giant Nonparabolicity of the GaInNAs Conduction Band

To test in more details the conduction band dispersion, we have measured the
effective mass for different electron density in GaInNAs samples containing
1% of N and 3% of In [50]. The dependence of the electron effective mass
on the Fermi wavevector, kF, for these samples is shown in Fig. 5.4. Also, a
literature data on the effective mass in GaAs is presented there.

When the m∗(k) dependence is known from an experiment, the E(k) can
be derived by the numerical integration of (5.5),

E(k) = �
2

k
∫

0

x

m∗(x)
dx + E(k = 0), (5.7)

where E (k = 0) is the energy gap.
With the experimentally determined m∗(kF) for Ga0.97In0.03As0.99N0.01

and GaAs we use (5.7) to calculate E(k) dependence for the conduction band
– see solid lines in Fig. 5.5. For GaAs we used E (k = 0) = 1.42 eV [49] and for
Ga0.97In0.03N0.01As0.99, E(k = 0) = 1.24 eV, determined in optical transmis-
sion measurements for undoped sample. Our experimental data demonstrate
giant nonparabolicity of the GaInNAs conduction band. We analyzed these
results using the full-potential version of ab initio linear-muffin-tin-orbital
(LMTO) method and the BAC model [51–54]. First we tested the LMTO
approach describing GaAs conduction band (dashed line in Fig. 5.5). Since
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it worked well, we applied this procedure for GaNxAs1−x alloys. The LMTO
calculations predict a strong nitrogen-induced modification of the GaNAs CB
structure. In particular, the lowest conduction band is found to be strongly
nonparabolic – see the dashed line in Fig. 5.5 calculated for GaN0.016As0.984.

The dash–dot line presented in Fig. 5.5 shows the E(k) within a framework
of the BAC model (for CMN = 2.7 eV and EN = 1.65eV with respect to the
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valence band maximum). From Fig. 5.5 one can see that the BAC (dash–dot
line) and the ab initio (dashed line) give a very similar degree of GaInNAs
nonparabolicity describing well experimental results (solid line), in spite of
the profound differences in microscopic pictures behind theoretical models.
Therefore, as far as nonparabolicity of CB is investigated, there is no appar-
ent indication about microscopic nature of N-induced changes of the CB in
GaInNAs alloys. We stress here that in ab inito calculations, the E− and E+

bands arise due to the mixing of host wavefunctions from Γ, X, and L points
of the Brillouin zone and no nitrogen wavefunctions forming the E− and E+

bands was found [38–41, 51]. The difficulties with detection of the nitrogen
related wavefunctions component within E+ and E− bands in ab initio cal-
culations probably can be linked with the properties of the localized a1 state
in GaAs:N. This state was very difficult to identify, but finally it was done in
photoluminescence experiments under hydrostatic pressure by Liu et al. [43].
Liu et al. showed that the localized a1 symmetry state in GaAs:N has very
similar properties to the most interesting, nitrogen related a1 state in GaP:N,
responsible for the efficient green luminescence. Hjalmarson et al. [44] pointed
out within defect molecule model that the N-related, impurity-like state (in
semiconductors like GaP or GaAs) is a hyperdeep bonding state, located in the
valence band and the properties of the localized a1 state are controlled by its
orthogonality to the hyperdeep state. Therefore, the a1 state (which enters
to the BAC model) is a host-like antibonding state, i.e., its wavefunctions are
predominantly host-like and not impurity-like, similar to wavefunctions of a
deep-trap related to Ga dangling bonds. It is probably a reason why no states
related directly to nitrogen wavefunctions is found in ab initio calculations in
the energy range of interest.

The independent experiments probing the GaNAs CB density of states
was done by Patane et al. [55]. The CB dispersion was determined from
magneto-tunneling spectroscopy in resonant tunneling devices based on
GaAs/Al0.4Ga0.6As/GaNxAs1−x heterostructures. They found that for very
low nitrogen content (0.08% of N in GaNAs), CB is strongly nonparabolic
and interpreted its behavior in the framework of the BAC model.

5.2.3 Effective Mass at the Bottom of the Conduction Band

The energy of interband optical transitions observed in the photoreflectance
(PR) or photoluminescence (PL) experiments in QWs allows to calculate effec-
tive mass, due to the fact that the energy of the electric subbands in QWs
depends on m∗. In earlier interpretation, Zhang et al. [46] adjusted the PR
peak energy by increasing the m∗ values to fit the PR transition energy with
a parabolic (GaAs-like) dispersion of the CB in QWs. From that procedure
the m∗ at the bottom of the CB was inferred to be as large as 0.55 m0 for
x = 0.01 and decreased to 0.15 m0 for x = 0.045. We mention these values
here because they were used as an argument supporting theoretical models,
e.g., by Kent and Zunger [39].
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Fig. 5.6. High resolution transmission electron microscopy image of 4.5 nm wide
GaAs/GaNAs single quantum well

We will show that a strong nonparabolicity of the CB of a material that
builds the well (here, GaNAs) has a profound effect on the position of electric
subbands in QWs. When the degree of nonparabolicity increases, the electric
levels are pushed towards the bottom of the QW. For the parabolic CB, the
similar effect can be obtained by an increase of the effective mass.

First, we study the interband transitions in the PL experiments for
GaNxAs1−x/GaAs single quantum wells (SQWs) with different alloy content
x. Then, description of the interband transitions for two-dimensional QWs
system within a framework of the BAC model is given.

For the PL experiments we used MOCVD grown GaNxAs1−x/GaAs SQWs
with 0.009 < x < 0.04. The GaNAs well and GaAs barriers had 4.5 and
50 nm, respectively [56]. After growth, the samples were annealed at 700◦C
for 10min. The information about the nitrogen content was obtained from
X-ray diffraction on 500 nm thick reference GaNAs layers. The thickness of
the SQWs was determined by the transmission electron microscopy (TEM).
Figure 5.6 presents TEM picture of GaNxAs1−x/GaAs SQW with x = 0.02.
In Fig. 5.7 we show temperature dependence of the PL for the SQW with
x = 0.009 and x = 0.02 [51]. For temperatures below 70K, the S-shape
behavior of the PL line position is observed. It originates from the fact that
the PL emission takes place from localized states well below the CB edge.
This is indicative for localization effects due to potential fluctuations [57].

The giant nonparabolicity of the bulk GaNAs CB determined experimen-
tally triggered our attention to study the influence of this effect on the position
of the electronic states and its energy dispersion in QWs. We transformed the
BAC model to the form suitable to describe the CB states in two-dimensional
systems like GaNAs/GaAs QWs. This can be done, for a QW lying in xy plane,
by replacing the kz component of the bulk wavevector by −id/dz [58]. Then
the following 2×2 conduction band Hamiltonian for GaNAs/GaAs QWs gives
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2m∗dz2

)

, (5.8)

where x(z) denotes z-dependent nitrogen concentration, E0 = 1.428 eV is the
energy gap of the bulk GaAs, m∗ = 0.067m0 is the CB edge effective mass of
GaAs, and kII is the component of k-vector in the xy plane. The values of the
EN and CMN are the same as used previously for 3D system (see Table 5.1).
It is interesting to note that contrary to the effective mass models used for a
typical QW with the parabolic CB dispersion, in the case of the 2D BAC model
the band offset of the CB is not an explicit parameter. It can be calculated
as a difference between the energy gaps E0(GaAs) and E0(GaNAs) for the
bulk GaAs and GaNAs materials, respectively. It is related with the fact that
nitrogen in GaNAs changes conduction band predominantly, while valence
band remains N-independent. The N content independent valence band offset
in GaInNAs/GaAs QWs was recently confirmed experimentally by Gallupi
et al. [59]. To compute the conduction band states for considered QWs we
transformed the Hamiltonian (5.8) to a discrete form using the finite element
method and then solved the resulting algebraic eigenvalue problem applying
the Hauseholder transformation and the QL method [60].
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The conduction band structure of confined states was obtained by per-
forming calculations for various values of kII. We compared the fundamental
transition energies calculated within the 2D BAC model (solid lines in Fig. 5.7)
with the temperature dependence of the PL data for x = 0.009 (squares) and
x = 0.02 (dots) GaNxAs1−x/GaAs SQWs. We would like to stress here that
the precise knowledge of the QW thickness (for narrow QWs, like in this
work) plays the crucial role in a detailed theoretical description because the
value of the transition energy is very sensitive to the QW thickness. As an
example, we show in Fig. 5.7 the calculated PL energy vs. temperature for a
4.5 nm (solid line) and a 5 nm (dotted line) wide QW with x = 0.009. For
the 4.5 nm-wide SQWs the 2D BAC model works well and describes PL data.
The discrepancies between the experimental data and the BAC model pre-
dictions for temperatures lower than 70K are due to the localization effects
mentioned above. This is why for a quantitative analysis of the transition
energy in SQWs, x, in order to derive the electron effective mass, higher tem-
peratures were chosen. The dots in Fig. 5.8 show positions of the PL peaks
at 80K as a function of the N content in GaNAs SQWs, while the solid line
results from the 2D BAC model for 4.5 nm-wide SQWs.

As an example of the 2D BAC model predictions of the energetic disper-
sion, Ec(k), for the 5 nm-wide SQW containing 4% N is shown in Fig. 5.9a
(for four subbands, Ec1, Ec2, Ec3, and Ec4, respectively). For higher values
of kII, a strong nonparabolicity is clearly visible. We calculated the electron
effective mass for each electric subband in the QW from Fig. 5.9a according
to (5.5) (replacing k by kII) and plotted it in Fig. 5.9b.

We would like to stress that a strong nonparabolicity of GaNAs changes
positions of the electronic levels in QWs and the effective mass for kII = 0
strongly increases with the electric subband number (see Fig. 5.9b). The
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wide well
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insight what is a difference in quantum confinement between the “conven-
tional” QWs (like GaInAs/GaAs or GaAs/GaAlAs) and GaNAs based QWs
is given below. For the infinite barrier width and the parabolic dispersion, the
energy of nth quantum number state is given by the simple equation,

E(kII) =
π2

�
2n2 + L2

QW�
2k2

II

2m∗
eL

2
QW

, (5.9)

where LQW is the well width.
In Fig. 5.10 we show schematically an influence of the nonparabolicity and

the effective mass value on the energy of the first electric subband. For the
parabolic CB dispersion and effective mass equal to 0.067 m0, the first electric
level is located above the bottom of the QW as it is shown in Fig. 5.10a. An
increase of the effective mass, e.g., to values of 0.55 m0, causes a decrease of
the confinement energy of the electric subband as it is depicted in Fig. 5.10b.
For strong nonparabolicy of E(k), like in the BAC model, the same effect can
be obtained for the m∗ equal to 0.095 m0 at the CB bottom (Fig. 5.10c).

It is interesting to point out that values of the m∗ for different electric
subbands are constant for the parabolic CB case (e.g., for GaAs/GaAlAs
QWs) and is in apparent disagreement with our results for GaNAs/GaAs
QWs, where the m∗ strongly depends on the electronic subband number
(see Fig. 5.9b). This can result in a much higher effective mass observed
in experiment when higher electric subband are populated. Finally, we plot
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the values of the m∗ (solid dots – see Fig. 5.11) of the first conduction sub-
band (Ec1) in the vicinity of the band edge for 4.5 nm wide GaNAs SQWs at
T = 80K. Our results show that in GaNAs the effective mass at the bottom
of the CB increases from 0.067 m0 for GaAs to 0.12 m0 for GaN0.04As0.96. We
also recalculated the PR data obtained by Zhang et al. [46] within the 2D
BAC model [61]. The resulting effective mass followed our data from PL (see
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open squares in Fig. 5.11). The systematic difference between dots and open
squares in Fig. 5.11 is related with the temperature dependence of the effective
mass [51]. In contrast to a strong decrease of the m∗ obtained within the impu-
rity band model (where parabolic CB dispersion is assumed) reported in [46],
we get an increase of the effective mass, from m∗ = 0.095 m0 for x = 0.008 to
m∗ = 0.115 m0 for x = 0.045.

The other existing experimental data where the m∗ at the bottom of CB
was determined are scattered in the range from 0.05 m0 to 0.2 m0. From anal-
ysis of the Faraday rotation experiments for bulk GaN0.014As0.986, m∗ =
0.08 m0 was inferred [62]. The high magnetic field PL yields effective mass
around 0.063 m0, 0.09 m0, and 0.083 m0 for nitrogen molar fraction x = 0.011,
x = 0.013, and x = 0.017, respectively [63]. Also for ultra dilute limit
(i.e., for x = 0.002–0.006) the increase of the effective mass up to 0.15 m0

was reported [64, 65]. For GaNxAs1−x/GaAs QWs, in optically detected
cyclotron resonance (ODCR) an increase of m∗ from 0.1 m0 to 0.2 m0 was
found for 0.01 < x < 0.02 [66]. In PR spectroscopy, the values of m∗

up to 0.11 m0 were obtained [67–69] and finally in the energy loss spec-
troscopy, where m∗ = 0.0874 m0 was obtained for x = 0.04 and y = 0.1
in Ga1−yInyNxAs1−x/GaAs [70].

In Fig. 5.11 we also plot the result of different theoretical calculations.
Dashed-dotted, dotted, and solid lines present results of the BAC, ab initio
LMTO and six-level k ·p theory, respectively. It is interesting that the k ·p ,
LMTO, and tight binding calculations predict maximum of the effective mass
for 1–2% of N [42, 51, 71, 72].

The effective mass at the bottom of GaInNAs CB changes with the N
alloy content in rather moderate way. Except ODCR experiments, all data is
in the range 0.05 m0− 0.12 m0. In addition, experimental points are scattered
probably due to the difference in electron concentration (and Fermi energies)
for different measurements. Therefore, the precise determination of the m∗(N)
at the bottom of CB will require careful planning of experiments since any
increase of the Fermi energy can create experimental error difficult to estimate.

5.2.4 Pressure Dependence of the Effective Mass for k ∼ 0

In this section we report briefly on studies of the pressure dependence of the
effectivemass for a low electron concentration (ne = 1.6×1017 cm−3)GaAs0.986

N0.014 sample [73]. We measured the electron concentration and electron
mobility as a function of applied hydrostatic pressure, p, up to p = 2 GPa
at T = 295 K and T = 77 K (see Fig. 5.12). At temperatures below 115K we
observed metastable behavior of electron conductivity. Above 115K we were
able to change electron concentration under hydrostatic pressure, while below
115K the electron concentration remained constant. Such effects are related
with electron population/depopulation of deep traps or localized metastable
states (DX centres) and were observed in GaAs doped with Si, Se, Te, or Ge.
This behavior allowed us to apply pressure at 77K without changing electron
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concentration (see squares in Fig. 5.12). Important message from the experi-
ments at 295 and 77K is that the electron mobility, µ, strongly depends on
hydrostatic pressure, and is much less sensitive to the temperature or change
of the electron concentration. This leads us to conclusion that there is one
dominant scattering mechanism – alloy scattering – which limits the mobility
in GaNAs. In that case the mobility is inversely proportional to the square of
the effective mass [42].

Within above assumptions the pressure changes of the mobility values can
be estimated as

µ(p)

µ(p = 0)
∝
(

m∗(p = 0)

m∗(p)

)2

. (5.10)

In Fig. 5.13 we show by squares the pressure induced changes of the m∗

obtained from mobility behavior (making use of (5.10)). One should notice a
much weaker pressure dependence of the electron effective mass (and therefore
mobility) in GaAs (dashed line). Our results quantitatively agree (at least in
the pressure range up to 2 GPa) with data obtained by Jones et al. [74] from
exciton diamagnetic shift in QWs (circles in Fig. 5.13). Also very recently,
Wu et al. [67] demonstrated large pressure induced increase of the m∗ (from
m∗ = 0.11 m0 at p = 0 GPa to m∗ = 0.28 m0 at p = 7 GPa) for 1.6% N con-
taining GaNAs/GaAs QWs. Solid line in Fig. 5.13 indicate the BAC model
predictions. The increase of the effective mass under pressure, stronger than
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that for GaAs (and quantitative the same like the BAC), is also predicted by
ab initio calculations [41, 75].

5.3 Interband Absorption of Free-Standing
Epitaxial Layers

To get more insight to the optical properties of GaInNAs alloys, the interband
transmission on free standing Ga1−yInyNxAs1−x with 0 ≤ x ≤ 0.025 and
0 ≤ y ≤ 0.09 layers in the energy range 0.8–2.4 eV was measured. This type of
experiment allowed us to investigate the absorption coefficient and positions
of the E− and E+ bands. Samples were grown by MBE [20] and MOCVD [13]
technique and were not intentionally doped. The thin films were closely lattice
matched to GaAs substrates by maintaining the In to N composition ratio
y = 3x. To measure the absorption coefficient in a wide photon energy range
a special structure that allowed separation of the layer from the substrate
have been grown.

Figure 5.14 shows the cross-section of an MBE GaInNAs sample grown on
a semi-insulating GaAs substrate. The structure consists of 0.1 µm thick GaAs
buffer followed by a 50 nm AlAs etch stop layer, and then by 1.87µm GaInNAs
having ∼4% In and 1% N. The etching procedure used to remove the sub-
strate and to secure the thin GaInNAs layers to sapphire or glass is described
in [26] and [76]. Both the glass and sapphire substrates are well transpar-
ent in the spectral range of 0.8–2.5 eV, where the transmission experiments
were performed. The absorption coefficient measured on thin, free-standing



140 C. Skierbiszewski

1.87µm InGaAsN layer

50 nm AlAs etch stop layer

GaAs substrate

sapphire

1.87 µm GaInNAs

(a)

(b)

Fig. 5.14. (a) Scanning electron microscope image of 1,87 µm MBE grown GaInNAs
layer on GaAs substrate with AlAs etch stop layer and (b) fixing of the thin layer
on sapphire for transmission experiments
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indicated by the arrows

GaAs and Ga0.96In0.04N0.01As0.99 layers are compared in Fig. 5.15. At the low
energy range, below energy gap values, Fabry–Perot oscillations were observed
(similar to those measured in infrared reflectivity – see Fig. 5.1). Period of
these oscillations allow to confirm the layer thickness. The calculated layer
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thicknesses were equal to those obtained by SEM (with assumption of GaAs
dielectric function in this energy rage).

We found that the fundamental absorption edge shifts towards lower ener-
gies for GaInNAs. The arrows in Fig. 5.15 indicate the band gap of GaAs,
Eg, and GaInNAs, E−. The higher energy transitions from the spin orbit
split-off valence band to the CB, denoted as Eg + ∆so and E− + ∆so are
also evidenced in absorption experiments. What is most important additional
absorption edge, denoted by E+, was clearly observed. The absorption edges
related with transition to E− and E+ bands have square root dependence as a
function of photon energy, which is indicative for direct energy gap (for more
details see [50]). This is strong argument that the minima of the E− and E+

bands are located at Γ point of Brillouin zone. All transitions observed in our
experiments are schematically depicted in Fig. 5.3. As it is seen in Fig. 5.15
we observed a significant reduction of the absorption coefficient, α(E), at the
absorption edge of GaInNAs related to E− in comparison to GaAs.

This reduction of the value of α can be understood within the BAC
model. The anticrossing interaction admixes localized N-induced wavefunc-
tions of the a1 state to the lowest conduction band edge states. The localized
state component is only very weakly optically coupled to the valence band
states, resulting in a reduced absorption coefficient. We analyzed quantita-
tively absorption data taken at T = 10 K for Ga0.96In0.04N0.01As0.99 layer
(see dots in Fig. 5.16) [50].

The solid line represents α(E) calculated within a framework of the BAC
model with EN = 1.65 eV and CMN = 2.7 eV. The model quite well describes
the spectral dependence of the absorption coefficient in the wide photon energy
range. The discrepancies between the experimental data and theoretical cal-
culations is evident for the photon energies close to the EVB → E+ transitions
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Fig. 5.16. Absorption spectrum of Ga0.96In0.04N0.01As0.99 layer at T = 10 K
(points) and calculation based on the BAC model (line). The calculated curves show
contributions from the transitions between three valence bands and two conduction
subbands
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respectively. Circles – EPM calculations [35]

and underscores a need for a more accurate description of the optical coupling
matrix element for the higher energy transitions.

Our experimental results on the interband optical transitions obtained
from the optical absorption for different nitrogen content are shown by dots
in Fig. 5.17. We combine it with other experimental data obtained by Perkins
et al. [23] (triangles) and Shan et al. [77] (squares). The E− and E+ transitions
show a very strong, nonlinear dependence of the N content. This dependence
can be well explained by the BAC model. The solid lines in Fig. 5.17 indicate
the calculated dependencies for E− and E+ using 5.4 (with EN = 1.65 eV and
CMN = 2.7 eV) for Ga1−yInyNxAs1−x (x = 3y), while the dotted lines are for
GaNxAs1−x alloys.

It is important that the nitrogen content evolution of E− and E+ can be
also well described by ab initio empirical pseudopotential method (EPM), (see
open circles in Fig. 5.17 [35]), molecular dynamics [38], or supercell LMTO [75]
calculations. For 3% N content these calculations predict the difference E+ −
E− = 0.8 eV, which agree well with experimental data. We note here that the
E+ according to [35] consist of several different optical transitions, while we
observe one: well resolved single band absorption edge. On the other Gonzalez
Szwacki et al. [38] identify the E+ as a state derived mainly from L minimum.

5.4 Dielectric Function and the Critical Point
Transitions

The results of the absorption experiments and the effective mass determina-
tion indicated a large effect of N on the optical transition close to the lowest
minimum of the conduction band. All these effects can be explained by the



5 Studies of GaInNAs Conduction Band Structure 143

�8

�6

�4

�2

0

2

4

6

E2

E
1
+∆

1
E

1

E´

0

Eg+∆
SO

Eg

ΓΣU,KX∆ΛL Γ

E
ne

rg
y 

(e
V

)

Fig. 5.18. The GaAs conduction band structure

BAC model or by ab initio calculations. For theoretical description of the
GaInNAs band structure, information about evolution of other conduction
and valence bands is also important.

We used spectroscopic ellipsometry (SE) to determine the optical transi-
tions to higher bands, at the energies E1, E1 + ∆1, E′

0, and E2 in strain free
Ga1−3xIn3xNxAs1−x films. The location of the critical point (CP) transitions
corresponding to different van Hove singularities (E1, E1 + ∆1, E′

0, and E2)
in the case of GaAs are schematically shown in Fig. 5.18.

The SE measurements were performed with an automatic and commer-
cially available spectroscopic ellipsometer using a photoelastic modulator. The
sampling distance was 10meV in the photon energy range of 1.5–5.5 eV. All
the spectra were taken at an angle of incidence θ of 70.4◦. We used the same
samples as for transmission experiments (described in Sect. 5.3). The dielec-
tric function ε has been determined from the measured ellipsometric angles
by standard procedure described by us in details elsewhere [50]. The real and
imaginary part of the bulk dielectric function ε of GaAs and of three GaInNAs
samples are shown in Fig. 5.19.

It is seen that with increasing N content, the structures around 2.9–3 eV
(E1 and E1 + ∆1 transitions) are smeared out due to a disorder in the qua-
ternary compounds. The broadening is much less pronounced for the E′

0 and
E2 transitions around 4.5 and 4.9 eV. To resolve the spectroscopic features
close to the CPs, we have numerically calculated the second derivative of the
experimental complex dielectric function with respect to energy.

The results are fitted with ∂2ε
∂ E2 given by the expressions

∂2ε

∂ E2
= −n(n− 1)Aeiφ(E − ECP + iΓCP)n−2 for n �= 0, (5.11)
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and,
∂2ε

∂ E2
= Aeiφ(E − ECP + iΓCP)−2 for n = 0. (5.12)

The only free parameters in the fitting procedure were ΓCP and ECP. The
exponent n and the phase angle φ were chosen using arguments of [78]. If
the conduction and valence bands are strictly parallel, the E1 and E1 + ∆1

transitions are two-dimensional (2D) CPs with n = 0. The corresponding
phase angle at RT is π/2. It should be emphasized, however, that, as has been
shown in [78], fitting of the E1 transition with an excitonic lineshape (n = 1)
results only in minor changes less than 10meV in the resonance energies of the
critical points. Therefore, we adopted this procedure also for fitting spectra
in the samples with the N contents up to 2.5% and we determine ECP at the
E1, E1 + ∆1, E′

0, and E2 transitions with the n and φ parameters of GaAs
and GaInNAs. Figure 5.20 shows an example of the second derivative of the
imaginary part of ε for GaAs and GaInNAs, respectively. The dots indicate
experimental results while the solid lines are the fitting curves. The arrows
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indicate the various transitions. To determine the transition energies more
carefully we fitted both the real and imaginary part of dielectric function ε
independently.

The experimental results of interband transitions obtained from the SE
measurements and from absorption experiments are combined in Fig. 5.21.
For E1, E1 + ∆1, E′

0, E2 transitions our experimental data are similar to
those reported in [33, 79–81]. In a strong contrast to the behavior of E− and
E+ absorption edges, the higher energy E1, E1 + ∆1, E′

0, and E2 transitions
show a very weak linear dependence on the N content. This behavior can be
well understood within virtual crystal approximation that accounts for the
small gradual shift of the transition energy with the N content. The linear
extrapolations of the energies of E1 and E2 transitions agree reasonably well
with the energies of about 6 eV predicted for the both transitions in cubic
GaN [82]. Also the energy positions of the valence bands are unchanged. We
found that the values of the ∆so (the spin–orbit splitting) and ∆1 (the Γ8

valence band splitting in direction to L minimum) remain constant with the
N content and are equal to the 0.34 eV and 0.25 eV, respectively.
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5.5 Effective g∗-Factors for Electrons and Holes

Application of the magnetic field allows obtaining information about the spin
splitting of the conduction and valence bands of GaInNAs. The spin split-
ting of the conduction and valence bands is described by their g∗-factors.
The knowledge of the band g∗-factors is highly interesting for a theoretical
description and for practical applications (like spintronics). In this section,
we present the experimental data of the Zeeman splitting determination and
the Landé effective g∗-factors for conduction (E− and E+) and valence (Γ7

and Γ8) bands in GaInNAs alloys in magnetic fields up to 6T [62, 71]. We
analyzed the experimental results within the new six-level k ·p model, which
accounts for the nitrogen-induced E− and E+ bands. Our model describes the
band structure in the external magnetic field, which allows to calculate the
spin splitting of the conduction and valence bands in GaInNAs.

For magneto-optical experiments we used the same set of free – standing
samples as for transmission (described in Sect. 5.3). The magneto absorp-
tion experiments were carried out in an optical cryostat supplied with a
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6T superconducting split coil and a spectrometer with a charged coupled
device (CCD) detector. The samples were immersed directly in the pumped
liquid helium at T = 2K and sample surface was perpendicular to the
direction of the magnetic field. A beam of the incident light, polarized cir-
cularly in the magneto absorption experiment, was directed parallel to the
magnetic field. A quartz linear polarizer was combined with a Fresnel λ/4
rhomb and both circular polarizations were detected by inversion of the
magnetic field.

Figure 5.22a shows the absorption coefficient of Ga0.97In0.03N0.09As0.91 for
a circularly polarized light, α+, for the magnetic field strength of B = 5 T and
B = −5 T, respectively. This type of experiment is equivalent to measurements
of the absorption coefficient of the right, α+, and the left, α−, circularly
polarized light without changing the orientation of the magnetic field. As
it is evidenced, there is a small energy shift between these spectra. It is a
result of the spin splitting of the conduction and the valence bands induced
by the magnetic field. The energy shift, ∆EZ, between the two spectra is
given by

∆Ez = (g∗e + g∗v)µBB, (5.13)

where ge
∗ and gv

∗ are g-factors describing the spin splitting of the CB (E−

band) and the valence band (Γ8), respectively. The Zeeman splitting, ∆EZ,
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Table 5.2. Zeeman splitting, ∆E, and the effective g-factor, ge
∗ + gv

∗, for the
fundamental transition in GaInNAs with different In and N content

N content (%) In content (%) ∆E (meVT−1) g∗
e + g∗

v

0 0 – −2, 1[∗]

0.4 3 −0.11 ± 0, 01 −1.9 ± 0.2
0.9 3 −0.128 ± 0.01 −2.2 ± 0.2
1 4 −0.132 ± 0.01 −2.3 ± 0.2
1.6 5 −0.15 ± 0.01 −2.6 ± 0.2

[∗] Data for GaAs – after Ref. 83.

can be calculated according to the following expression:

∆EZ =
α+(B) − α+(−B)

dα+/dE
, (5.14)

where dα+/dE is the derivative of the absorption coefficient, α+(B) and
α+(−B) is the absorption for the magnetic field B and −B, respectively.
As it is seen in Figs. 5.22b,c, for energies around 1.3 eV, i.e., in the energy
range corresponding to the maximum splitting between the absorption edges,
α+(5T) and α+(−5T), we observe a maximum of ∆α+ = α+(B) − α+(−B)
and dα+/dE. The value of |∆EZ| for Ga0.97In0.03N0.09As0.91 obtained from
∆α+/(dα+/dE) for E = 1.30 eV is 0.64 ± 0, 05 meV. Determination of ∆EZ

is discussed in a more details in [62, 71].
Experimental results for different N content (up to 1.6%) are collected

in Table 5.2. We indicated there also the value obtained for GaAs in [83]
(g∗eff = ge

∗ + gv
∗ = −2.1). We will consequently assume that the energy

splitting of the fundamental transition in GaInNAs compounds, in N and In
content of interest, is described by a negative effective g∗-factor, g∗eff , as it
is in the case of GaAs. The sign of ∆EZ was deduced from the fact that it is
negative for GaAs, and in the case of GaInNAs with low N and In content, the
main contribution to g∗eff comes from the negative valence band g-factor, gv

∗.
To have some insight to the effective g-factors for other optical transi-

tions (see Figs. 5.3 and 5.24), we performed similar experiments on a thin
(1.87 µm) Ga0.96In0.04N0.01As0.99 layer in a wide range of energies (from 1.2
up to 2 eV). This layer was attached to a sapphire holder with glue. In Fig. 5.23
we present the absorption spectra together with ∆α(E) and dα+/dE. To
make observed effects more visible, we multiplied ∆α by the factor of 5 in the
energy range 1.7–2 eV. We would like to stress two striking features observed
in ∆α(E) (Fig. 5.23b):

I. ∆α around 1.87 eV (for transition Γ8 → E+) has the opposite sign in
comparison with ∆α for transitions around 1.3 eV (Γ8 → E−) and 1.64 eV
(Γ7 → E−). This means that g∗-factor for E+ has the opposite sign than
that for E−
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II. For the fundamental transition around 1.3 eV, oscillations of ∆α appear.
This effect is related with transitions between Landau levels from the
valence and conduction bands (it is discussed in detail in [62]).

For the theoretical description, we introduced into the k ·p Hamiltonian the
interaction due to the N-related a1 resonant states. The energy of electron
states in GaInNAs is calculated using a six-level k ·p model, which couples the
five-level k ·p model with terms connected with N related band. The applied
five-level k ·p model (derived in [84]) includes exactly the Γv

7, Γv
8, Γc

6, Γc
7, Γc

8

levels in the k ·p description and involves approximately, as second order
terms of perturbation theory, far-level contributions. These additional ele-
ments are based on F, N1, and modified Luttinger (γLi → γi) parameters,
which result from far-level interaction with Γc

8 conduction and ΓV
8 valence

level, respectively. Below we show the scheme of transition from five-level to
six-level k ·p model for B = 0.



150 C. Skierbiszewski

E+(Γ6)

E−(Γ6)

or

Γ8
LH

σ + σ −

Γ8
HH

Γ7

B=0 B > 0

gΕ+ µB

gΕ− µB

gΓ8 µB

gΓ7 µB

Fig. 5.24. Schematic diagram of GaInNAs band near k = 0 without and with
magnetic field B. Solid and dashed arrows indicate the optical transitions for left
and right circularly polarized light. Γ8

LH and Γ8
HH stands for light and heavy hole

Γ8 valence band

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0
0 0
0 0

A4,15(N) 0
0 0
0 0

14×14 0 0
0 0
0 0
0 0
0 A11,16(N)
0 0
0 0
0 0

0 0 0 A15,4(N) 0 0 0 0 0 0 0 0 0 0 A15,15(N) 0
0 0 0 0 0 0 0 0 0 0 A16,11(N) 0 0 0 0 A16,16(N)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(5.15)



5 Studies of GaInNAs Conduction Band Structure 151

The 14×14 matrix for five-level k ·p model (see [84]) completed by the terms
connected with the N band is resulting in the 16 × 16 matrix, where

A15,15 = A16,16 = EN + �
2k2/2m0

and
A15,4 = A16,11 = A4,15 = A11,16 = CMN

√
x.

To find electron energy in the presence of the magnetic field we use, starting
from the initial matrix, the method of Evtuhov [85], which means that for
B||[001] and kz = 0 the calculation amounts to diagonalization of 40 × 40
matrices for both spins of conduction states, respectively. The 40× 40 matrix
is created by 8× 8 matrices, each one for the different set of spin and Landau
level (LL) number, coupled by terms proportional to γ2−γ3 or matrix element
Q. The basic 8× 8 matrix of six-level k ·p model includes (see scheme below)
matrix 7 × 7 (five-level k ·p model, [84]) and N terms.
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The presence of the nitrogen band EN states in the basic 8 × 8 matrix
(which accounts for the isotropic approximation and is soluble in terms of
eight harmonic oscillator functions) is introduced as the term A8,8, A8,8 =
EN +µBB(2n+1)+ sµBB, which interacts by the term A4,8 = CMN

√
x, with

s-type functions of the conduction band, i.e., with the term A4,4, A4,.4 =
(2F + 1)µBB(2n + 1) + s(2N1 + 1)µBB, where s, s = ±1, depends on the
conduction states spin and n is LL number. The values of parameters for
Ga0.96In0.04NAs used in the calculations are given in Table 5.3.

To introduce the band anticrossing interaction in our model we took
established values of CMN and EN parameters, which well describe the CB
peculiarities observed in PL or PR experiments (see Table 5.1). Other param-
eters are as the same as for GaInAs. We would like to stress here that
presence of nitrogen influences mostly the Γ6 band leaving other bands almost
unchanged.

5.5.1 Effective g∗-Factor for the E− Conduction Band

In our experiments we determined the effective g∗eff -factor that is the sum of
the electron and hole g∗-factors, g∗eff = g∗e + g∗Γ8

. We showed already that
the presence of nitrogen does not affect the valence bands, e.g., the valence-
band spin–orbit splitting does not depend on N content [50]. This enables us to
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Table 5.3. The values of parameters for Ga0.96In0.04NAs used in the calculations

EP0 27.592 eV
EP1 2.128 eV
EQ 15.56 eV
F −1.257
N1 −0.0036
γL
1 6.85

γL
2 2.1

γL
3 2.9

χL 1.105
E0 −1.458 eV
E0 + ∆0 −1.8006 eV
E1 3.011 eV
E1 + ∆1 3.182 eV
∆− −0.061 eV
EN 1.72 eV (relative to Γ8 VB edge)
CMN 2.7 eV
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Fig. 5.25. The conduction band g∗
E−-factor for GaInNAs as a function of N content.

Dots – experimental data. Near each point, the In content is indicated. Solid line
shows the behavior of conduction band g-factor calculated in six-level k ·p model
for Ga0.96In0.04NxAs1−x

assume that g∗Γ8
does not depend on N (up to 1.6%) and In (up to 5%) content

and g∗Γ8
= −1.6 (i.e., is equal to that of Γ8 heavy holes in GaAs [83, 86]).

The dots in Fig. 5.25 present the values of the effective electron g∗-factor
for the E− band, g∗E−

, extracted from the Zeeman splitting in GaInNAs (with

the assumption that g∗Γ8
= −1.6). We observe an increase and then a decrease
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of the g∗E−
as a function of the N content. Also our six-level k ·p model

reproduces this unusual behavior – see solid line in Fig. 5.25.
To give a deeper insight into the physical meaning of our results we plot the

electron effective g∗E−
factor as a function of the energy gap (dots in Fig. 5.26).

In general, according to three- or five-level k ·p models, the electron g∗e fac-
tor in conventional III–V (or II–VI) compounds is defined by the following
equation:

g∗e = g0 + Aso + C, (5.17)

where g0 (g0 = 2) is the free-electron Landé g-factor; Aso and C are terms
related to the spin–orbit interaction within three- (five-) level k ·p model
and far bands, respectively. The Aso term depends on relative positions of
the conduction and valence bands and in all III–V (and II–VI) compounds is
always negative [87, 88]. The C constant, negligible in comparison with Aso,
in most semiconductors is equal to −0.04 [87, 88].

According to the above arguments, the effective g∗e -factor in III–V com-
pounds is smaller than 2 (e.g., g∗e = 1.26 for InP [88]) and becomes smaller,
and even negative, as the fundamental gap is shrinking (e.g., g∗e = −0.51 for
InSb [88]). For a small energy gap material, the spin–orbit interaction is more
effective and therefore Aso term (which is negative) becomes more dominant.
Indeed, when we plot results of the five-level k ·p model vs. energy gap (see
dashed line in Fig. 5.26) the strong decrease of the g∗e factor (g∗e = −3.25
for the energy gap of 1.2 eV) is observed. Such behavior (i.e., a monotonic
decay) of the g∗e factor was found for GaInAs compound [89] – see squares
in Fig. 5.26. On the other hand, our six-level k ·p model with the additional
E+ band shows that the value of the effective electron g∗E−

factor in GaInNAs
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Fig. 5.26. The conduction band g∗
E−-factor for GaInNAs (dots) and for GaInAs

(squares; after [89]) vs. energy gap. The N and In content for these alloys
is indicated near each experimental point. Solid line – g∗

E−-factor behavior of
Ga0.96In0.04NxAs1−x CB from six-level k ·p model (with N). Dashed line – g∗-
factor behavior from five-level k ·p model (with parameters of Ga0.96In0.04As) where
energy gap was varied in the range 1.2–1.45 eV.
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(for E− band) increases when the energy gap is decreasing down to about
1.3 eV (see solid line in Fig. 5.26). This means that the g∗E−

is influenced by

an additional term (we named it BBAC):

g∗E−
= g0 + Aso + BBAC + C (5.18)

The BBAC term is related to the band anticrossing interaction and increases
the value of the effective g∗E−

factor. Both effects, the spin–orbit (Aso) and

the band anticrossing (BBAC) interactions having the same strength and the
opposite sign, result together in moderate changes of g∗E−

observed in the
experiment. On the basis of our k ·p model, we are able to explain quan-
titatively the behavior of the CB Zeeman splitting in GaInNAs. We notice
here that in addition to an unusual CB g∗-factor behavior, the BAC inter-
action in GaInNAs increases the value of the m∗ at the bottom of CB while
decreases the fundamental energy gap – contrary to the common rule that
lower energy gap material has a lower CB effective mass [84]. At this context,
the experimental results for the electron effective g∗E−

-factor, which is unusual
for “normal” semiconductors, becomes more understandable since both g∗E−

and m∗ depend on a combination of the same matrix elements [87]. We will
return to this point in the paragraph where the CB edge effective mass in
connection with effective g∗-factor is discussed.

5.5.2 Effective g∗-Factors for the E+ Conduction Band
and the Valence Bands

For free standing GaInNAs layer we were able to measure not only the fun-
damental energy gap optical transition (Γ8 → E−), but other transitions as
well, namely Γ8 → E+, Γ7 → E−, as shown in Fig. 5.23. In Table 5.4 the
experimental data resulting from the Zeeman splitting for different optical
transitions for (001) Ga0.96In0.04N0.01As0.99 are presented.

The values for g∗Γ8
(HH) + g∗E−

= −2.3 ± 0.2 and g∗Γ7
(HH) + g∗E−

=
−5.6 ± 0.4 are very close to the experimental data obtained for GaAs
(g∗Γ8

(HH) is the g∗-factor for heavy hole (HH) Γ8 valence band) [83, 86, 90].
Taking g∗Γ8

= −1.6, g∗Γ7
= −4.9 the effective g∗-factor for E− band is equal to

−0.7, which well fits to the g∗E−
dependence vs. N content (see Fig. 5.25). From

Table 5.4. Zeeman splitting, ∆E, and the effective g-factor, ge
∗ + gv

∗,
for different optical transitions observed in magneto absorption experiment in
Ga0.96In0.04N0.01As0.99

Optical transition ∆E (meV T−1) ge
∗ + gv

∗

Γ8 (HH) → E− −0.136 ± 0.01 −2.3 ± 0.2
Γ7 → E− −0.33 ± 0.02 −5.6 ± 0.4
Γ8 (HH) → E+ +0.07 ± 0.03 +1.2 ± 0.6
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Table 5.4 we can extract the electron g∗-factor for E+ bands, g∗E+
= +2.8±0.8.

Surprisingly, its value is positive and very large. From our six-level k ·p model
this value is around 1.54. The positive value of the g∗-factor for the E+ band
originates from a large distance of this band to the valence band (and there-
fore Aso term is small) and an additional BBAC interaction due to presence of
nitrogen. The experimental values of the g∗-factors for the conduction E+, E−

and valence Γ7, Γ8 bands in GaInNAs together with available literature data
for Ga0.96In0.04As and GaAs are collected in Table 5.5. We calculated the
effective g∗-factors for all bands using five- and six-level k ·p models. First,
we tested the five-level k ·p model on GaAs and Ga0.96In0.04As conventional
semiconductors. Since the agreement between experimental data is sound, we
therefore use parameters of the five-level model in the six-level k ·p model
(with EN = 1.72 eV, and CMN = 2.7

√
x eV). Table 5.5 contains data for g∗-

factors calculated according the six-level (for GaInNAs) and five-level (for
GaAs and GaInAs) k ·p models for magnetic field B = 0.01 T and B = 5 T.

5.5.3 Electron Effective Mass at the Bottom of the E− Band

In general, within the framework of k ·p perturbation theory, the effective
mass and the Landé g∗-factor at a given band minimum depend on the same
energy gaps and matrix elements [86–88]; e.g., for a cubic semiconductor, at
k = 0, the x component of the CB effective mass m∗

x is given by

m0

m∗
x

= 1 +
∑

i

|〈S |px| Pi〉 |2
Ec − Ei

, (5.19)

where m0 is the free electron mass, Ec and S are the CB energy and wave
function, Pi is the ith wave function at the band edge related to Ei energy
state, px is the x component of the momentum operator [87]. The Landé
g∗-factor for the same conditions is given by

g∗

g0
= 1 +

1

im0

∑

i

〈S |px| Pi〉 〈Pi |py| S〉 − 〈S |py| Pi〉 〈Pi |px| S〉
Ec − Ei

, (5.20)

where g0 = 2 is the free electron Landé factor [87].
Since our six-level k ·p model well describes the g∗-factor behavior we

decided to calculate (with the same parameters as for the g∗-factor calcula-
tions) the effective mass behavior at the bottom of the CB and compare it with
the recent experimental and theoretical findings. In Fig. 5.11 (see Sect. 5.2) we
show the effective mass dependence as a function of the N content calculated
from the six-level k ·p models as a solid line. The six-level k ·p model quali-
tatively agrees with ab initio calculations [51] (i.e., predicts a decrease of the
electron effective mass for N composition higher than 2%) and gives almost
the same N dependence as the tight binding model [72].

To give more insight to the effect of the BAC interaction on the effective
mass enhancement at the bottom of the CB we plot in Fig. 5.27 the effective



1
5
6

C
.
S
k
ierb

iszew
sk

i

Table 5.5. Effective g∗-factors in Ga0.96In0.04N0.01As0.99 for the conduction E− (g∗
E−

), E+ (g∗
E+

) and valence Γ7 (g∗
Γ7

), Γ8 (g∗
Γ8

)
bands determined with an assumption that g∗

Γ8
is equal to −1.6 (i.e., the same as for GaAs)

Ga0.96In0.04N0.01As0.99 Ga0.96In0.04As GaAs

Exp. Theory Theory Exp. Theory Theory Exp. Theory Theory
B = 5T B = 0.01 T B = 5T B = 0.01 T B = 5T B = 0.01 T B = 5T

g∗
E+

+2.8 ± 0.8 +1.547 +1.54 – – – – – –

g∗
E− −0.7 ± 0.2 −0.284 −0.19 −0.58a −0.62 −0.48 −0.44b −0.44 −0.37

g∗
Γ8(HH) −1.6 −2.27 −2.2 – −2.2 −2.17 −1.6c −2.2 −2.2

g∗
Γ8(LH) – −14.9 −14.6 – −14.5 −14.2 – −14.5 −14.2

g∗
Γ7 −4.9 ± 0.6 −4.35 −4.87 – −4.2 −4.6 −4.3d −4.3 −4.8

The effective g∗ factors were calculated according to six-level (for GaInNAs) and five-level (for GaAs and GaInAs) k ·p models for
magnetic field B = 0.01 and 5T, respectively.
The existent experimental data for Ga0.96In0.04As and GaAs is also given.
a After [89].
b After [86].
c After [83] (g∗

e + g∗
Γ8

= −2.1) and [86].
d After [90] (g∗

e + g∗
Γ7

= −4.9) and [86].
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Fig. 5.27. The effective mass, me
∗, at the bottom of conduction band in GaNxAs1−x

as a function of the energy gap. Solid line – six-level k · p model for GaNxAs1−x.
Dashed line – five-level k ·p model (with parameters of GaAs) where energy gap
was varied in the range 1–1.54 eV

mass dependence (solid line) as a function of the energy gap for GaNxAs1−x

derived from the six-level k ·p model (the energy gap of GaNxAs1−x changes
from 1 eV for GaN0.05As0.95 to 1.54 eV for GaAs). Dashed line in this figure
shows a result from the five-level k ·p model (with GaAs parameters) where
the energy gap was varied in the range 1–1.54 eV. Similar to the effective g∗-
factor dependence (see Fig. 5.26), the effective mass first increases and then
gradually decreases for the energy gap smaller than 1.3 eV. The difference
between the solid and dashed lines is the effective mass enhancement due to
the BAC interaction. Below 1.3 eV (i.e., for N content higher than 1%) this
difference saturates at the level of 0.028 m0. This means that for N composition
higher than 1%, the BAC interaction starts to be compensated by spin–orbit
term and the effective mass is equal to m∗(Eg)+0.028 m0, where m∗(Eg) can
be approximated by the effective mass for a conventional semiconductor with
energy gap Eg (like for GaInAs).

5.6 Conclusions

In this chapter we provided systematic study of technological important
parameters of GaInNAs alloys, like energy gap, effective mass, effective g∗-
factors, intensity of the interband transitions, positions of conduction, and
valence bands. Our experimental results show that incorporation of few per-
cent of N in GaInNAs alloys lead to drastic modification of the conduction
band density of states close to the Γ point of Brillouin zone. We found highly
nonparabolic behavior of conduction band leading to giant increase of the
effective mass (as large as 0.4 m0) for high electron densities. The moderate
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(and nonmonotonic, with the maximum of 0.12 m0 for 1–2% of N) depen-
dence of the effective mass as a function of N content at the bottom of CB is
postulated. A clear evidence in absorption experiments for additional density
of states, responsible for E+ transition, is given. In contrast, the energies of
the higher lying L and X minima are not significantly affected by these small
amounts of nitrogen. The variation of the energies of L and X minima with
N-content can be well understood within the virtual crystal approximation for
GaInNAs alloys. The results also show that incorporation of N does not have
any significant effect on the valence band structure as exemplified by a con-
stant N-independent value of the ∆so (spin–orbit splitting) and ∆1. We found
that presence of N in GaInNAs introduces an interaction, which increases the
value of effective g∗ factor for E− band, g∗E−

. We developed the six-level k ·p
model, which can be used for a description of the experimental data for diluted
nitrides with and without the magnetic field. This model confirmed quanti-
tatively the unusual g∗E−

dependence on N content and also accounts for the

effective mass enhancement when the energy gap is shrinking (or N content
is increasing) in GaInNAs. A very high and positive g∗ factor was found for
the E+ band: g∗E−

= +2.8 ± 0.8 (experiment) g∗E+ = 1.54 (six-level k ·p the-

ory). We attribute it to a small contribution of the spin–orbit interaction to
the g∗E+

for the E+ band. We demonstrated that for alloy limit of GaInNAs

(i.e., N content higher than 0.6%) variety of experimental data can be success-
fully described by ab initio calculations and by the two-level band anticrossing
phenomenological model (and its generalizations, like the six-level k ·p the-
ory). This will require further studies in understanding the microscopic origin
of the GaInNAs band structure formation and interpretation of the nature of
the nitrogen induced a1 symmetry state in GaAs:N.
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6

Electromodulation Spectroscopy
of GaInNAsSb/GaAs Quantum Wells:
The Conduction Band Offset

and the Electron Effective Mass Issues

J. Misiewicz, R. Kudrawiec, M. Gladysiewicz, and J.S. Harris

In the past few years, GaInNAsSb has been found to be a potentially superior
material to GaInNAs for long wavelength laser applications. Since GaInNAsSb
is relatively new, there has not been any detailed study of the band properties
of GaInNAsSb/GaAs quantum wells. In this chapter the electromodulation
spectroscopy to measure energies of quantum well transitions and one band
approach to calculate the energy levels in these quantum wells are presented.
The advantages of this simple approach are discussed in details. The conduc-
tion band offset in GaInNAsSb/GaAs quantum wells can be easily controlled
by the change in the content of the quinary alloy is shown there. It means that
GaInNAsSb/GaAs quantum wells are very promising for bandgap engineer-
ing since the bandgap discontinuity, strains, and the bandgap energy in this
system can be controlled more independently than in ternary or quaternary
quantum wells. Moreover, N-related increase in the electron effective mass is
discussed in this work.

6.1 Introduction

The demonstration of bandgap narrowing in GaInAs with the introduction
of nitrogen by Kondow et al. [1] has promoted intense research toward
high-performance GaAs-based lasers for the fiber optic telecommunications
windows (1.3 and 1.55 µm) [2, 3]. Recent progress on the use of GaInNAs for
laser applications has succeeded in producing devices operating at 1.3 µm
wavelength. Extending the operating wavelength to the C- and L-bands
(1.53–1.6 µm) is very desirable but requires larger N and In concentrations
in the quantum well (QW) compared with 1.3 µm-emitting QWs [4]. More
recently, GaInNAsSb has been found to be potentially superior to GaInNAs
for these applications [5–9], since higher quality material can be grown over
QW compositions covering the entire telecommunications wavelength range
and particularly at the longest wavelengths that were previously unattain-
able. The performances of GaInNAsSb lasers have been successfully developed
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at Stanford University [10–13] and Gupta and coworkers at Institute for
Microstructural Sciences of National Research Council of Canada [14, 15] as
well as other researchers [16].

Despite strong progress in the development of devices, many fundamen-
tal material parameters, including the conduction band offset (QC) and the
electron effective mass (me), remain unknown or are not fully understood.
Knowledge of these parameters is of great significance for a full exploration
and optimization of this material system for device applications. Electro-
modulation spectroscopy [photomodulated reflectance (PR) or contactless
electroreflectance (CER)] [17–19] is an excellent tool for investigating both
the conduction band offset and the electron effective mass. This technique,
due to its absorption-like character and high sensitivity, probes optical tran-
sitions related to the ground and excited states even at room temperature,
i.e., the typical operating temperature of electronic devices. The analysis of
interband transitions together with theoretical calculations makes it possible
to determine the energy level structure including the bandgap discontinuity at
QW interfaces [17,19]. In addition, the electron effective mass can be treated
as a free parameter during the calculations and hence this parameter can
be also determined. Such procedures have been often applied in PR and CER
studies for different semiconductor structures including GaNAs/GaAs [20,21],
GaInNAs/GaAs [19,22,23], and GaNAsSb/GaAs QWs [24,25]. In the case of
dilute nitride QWs, three-, six-, eight-, and ten-band k·p methods as well
as simple one band method have been applied to calculate the band struc-
ture [20, 23, 26–28]. GaInNAsSb/GaAs quantum wells are more difficult for
calculations due to poor knowledge about the GaInNAsSb bandgap energy
and other parameters necessary for k·p calculations. In this chapter it is
shown that both the bandgap discontinuity and the electron effective mass
can be quite accurately determined for these QWs using electromodulation
spectroscopy and a simple approach based on one band model.

This chapter is organized as follows. In Sect. 6.2, experimental setup for
CER measurements is described and advantages of CER spectroscopy are
explained. In Sect. 6.3, the theoretical approach used to calculate energies of
optical transitions in QWs is introduced. Also, in this section material para-
meters used for calculations are given and discussed. Matching of experimental
data with theoretical calculations for example samples is shown in Sect. 6.4.
Obtained results are discussed in the contexts of bandgap discontinuity tun-
ing in QW structures by alloying of different III–V binary compounds. Our
conclusions and outlook are given in Sect. 6.5.

6.2 Experimental Background

The GaInNAsSb/GaAs QW samples used in this study were grown on
n-type (100) GaAs substrates by solid-source molecular beam epitaxy (MBE)
in a Varian Mod Gen-II system at Stanford University. Gallium and indium
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were supplied by SUMO effusion cells. A valved-arsenic cracker supplied As2
and an unvalved-antimony cracker supplied monomeric antimony. The GaIn-
NAsSb QWs were grown at a substrate temperature of 440◦C measured by
pyrometry. An arsenic-to-gallium overpressure of 20× and an antimony flux of
1.0×10−7 Torr beam equivalent pressure were supplied during the GaInNAsSb
QW growth. Nitrogen was supplied by a modified SVT Associates plasma
cell operating at a rf of 13.56MHz. Nitrogen gas of 5N (99.999%) purity was
filtered through a <1 ppb Pall Mini-Gaskleen purifier to minimize oxygen con-
tamination. The cell was operated with 300W input power and a nitrogen gas
flow of 0.5 sccm. Nitrogen incorporation into (In)GaAs is directly controlled by
the group-III growth rate [29]. The total group-III flux (gallium and indium)
was held constant such that the nitrogen composition remained the same for
all samples in this series. Different indium compositions were obtained by
changing the ratio of indium and gallium fluxes. The structure for all sam-
ples consists of a 7.5 nm GaInNAsSb QW grown on a 300nm GaAs buffer
and capped by a 50 nm GaAs layer. The compositions of the samples were
determined by high resolution X-ray diffraction (HRXRD) and secondary ion
mass spectrometry (SIMS) [30]. HRXRD was obtained with a Philips X’Pert
Pro four crystal high-resolution X-ray diffractometer and SIMS analysis from
a Physical Electronics ADEPT 1010 quadrupole analyzer. Relevant details of
the grown conditions can be found in [30]. In this work two samples with dif-
ferent content are discussed: Ga0.84In0.16N0.025As0.925Sb0.05/GaAs (sample A)
and Ga0.68In0.32N0.025As0.965Sb0.01/GaAs (sample B).

The CER measurements were performed in the so-called “bright config-
uration” [31] where the sample was illuminated by white light instead of
monochromatic light as it takes place in the standard configuration, i.e., so-
called “dark configuration.” A schematic diagram of the CER setup is shown
in Fig. 6.1. The sample mounted in a semitransparent capacitor is illuminated
by light from a halogen lamp (100W) at normal incidence as it is shown in
Fig. 6.1. The reflected light was dispersed through a 0.55m focal length sin-
gle grating monochromator and detected by thermoelectrically cooled InGaAs
photodiode. The signal measured by photodiode has two components (1) the
DC component which is proportional to I0R and (2) AC component which
is proportional to I0∆R. Both DC and AC components are measured with
a lock-in amplifier (I0 is the intensity of reflected light). A computer divides
the AC signal by the DC component giving the photoreflectance spectrum,
∆R
R (E), where E is the photon energy of the incident beam. The capacitor sys-

tem is built of a top electrode made of a copper mesh and the bottom electrode
made of a copper solid block. The semitransparent top electrode was kept at
a distance of approx. 0.1–0.4mm from the sample surface while the sample
itself was glued to the bottom copper electrode. A home made generator of
square AC voltage was used to generate the AC field inside the capacitor.
A maximum peak-to-peak alternating voltage of 1.8 kV with frequency of
280Hz was used for the modulation.
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Fig. 6.1. Experimental setup for CER measurements in the so-called “bright config-
uration.” H, halogen lamp; S, slit; L1, L2, L3, lenses; F1, F2, filters; SM, small mirror;
BS, beam splitter; C, capacitor; M, monochromator; D, detector; NV, nanovoltmeter
(lock-in); G, generator; PC, personal computer

In CER, relative changes in the reflectivity coefficient are measured. These
changes are related to the perturbation of the dielectric function (ε = ε1+iε2)
expressed as [17]

∆R

R
= α (ε1, ε2)∆ε1 + β (ε1, ε2)∆ε2, (6.1)

where α and β are the Seraphin coefficients, related to the dielectric func-
tion, and ∆ε1 and ∆ε2 are related by Kramers–Kronig relations. In general,
electromodulation can be classified into three categories depending on the
relative strengths of characteristic energies [17]. Electroreflectance spectra of
simple, lightly doped systems, measured under low-field conditions, can often
be modeling using Aspnes’ third-derivate functional form (TDFF) [17,32], the
so-called Lorentzian line shape

∆R

R
(E) = Re

⎡

⎣

n
∑

j=1

Cje
iϑj (E − Ej + iΓj)

−mj

⎤

⎦+ f (E) , (6.2)

where n is the number of the optical transitions and spectral functions used
in the fitting procedure, Cj and ϑj are the amplitude and phase of the
line shape, and Ej and Γj are the energy and the broadening parameter of
the transitions, respectively. The function f(E) is a parabolic function and
simulates the background related to below bandgap oscillations [33, 34] or
other phenomena. The term m refers to the type of CPs, i.e. the nature of
optical transitions, namely m = 2, 2.5, and 3 for an excitonic transition, a
three-dimensional one-electron transition and a two-dimensional one-electron
transition, respectively. This formula is appropriate at low temperatures for
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a high-quality structures. Usually at room temperature and/or for a sample
with high inhomogeneities first-derivate Gaussian line shape is more appropri-
ate. In the case of (Ga,In)(N,As,Sb)/GaAs QWs, Lorentzian line shape with
m = 3 is acceptable at room temperature since this line corresponds to one
electron transition and quite well simulates Gaussian line shape.

The moduli of CER resonances related to individual optical transitions are
expressed by (6.3)

∆ρj (E) =
|Cj |

[

(E − Ej)
2
+ Γ 2

j

]mj/2
. (6.3)

There is worth to notice that the plot of the modulus of individual resonances
helps to decide if the fit is correct. Moreover, the integrated modulus of CER
resonance can be interpreted as the oscillator strength of the optical transi-
tion while E0 and Γ are the transition energy and the transition broadening,
respectively. The broadening is related to the sample quality and temperature.

6.3 Theoretical Approach

The calculations of QW energy levels have been performed within the frame-
work of the effective mass approximation. The influence of strain on the band
structure is taken into account, but excitonic effects are neglected. The biax-
ial strain was calculated based on the Pikus–Bir Hamiltonian [35]. For the E0

critical point in GaInNAsSb (k = 0) the hydrostatic component of the strain,
δEH, shifts the valence and conduction bands. This total shift corresponds to
the change in the bandgap energy due to a hydrostatic deformation, which is
proportional to the deformation potential a, that is measured. The total shift
should be divided between the valence and conduction bands proportionally
to the potential constants aV and aC, where a = aV + aC. The shear com-
ponent, δES, removes the valence band degeneracy, giving a separate EHH

(related to heavy holes) and ELH (related to light holes). For highly strained
QWs, such as GaInNAsSb/GaAs QWs with high indium content, the strain-
induced coupling with the spin–orbit split band cannot be neglected. Thus
taking into account the coupling, the energy of conduction and valence bands
can be expressed in terms of the unstrained value as

E∗
C = EC + δEC

H , (6.4a)

EHH
V = EV + δEV

H + δES, (6.4b)

ELH
V = EV + δEV

H +
1

2

⎛

⎝∆ − δES − ∆

√

1 + 2
δES

∆
+ 9

(

δES

∆

)2
⎞

⎠ , (6.4c)

where EC and EV correspond to energy of the conduction and valence bands
at k = 0, respectively. The values of the δEC

H , δEV
H , and δES are given by

following formulas
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δEC
H = 2aC

(

1 − C12

C11

)

ε, (6.5a)

δEV
H = 2aV

(

1 − C12

C11

)

ε, (6.5b)

δES = b

(

1 − 2
C12

C11

)

ε, (6.5c)

where ε is the in-plane strain, C11 and C12 are elastic stiffness constants, and
b is the shear deformation potential. ∆ is the energy between the valence
and spin–orbit split bands and is 0.34 eV for GaAs. The value of ∆ changes
for GaInNAsSb and a linear interpolation between the ∆ of the binary com-
pounds does not work correctly (as is the case for the linear interpolation
for the bandgap energy and the electron effective mass). However, a linear
interpolation for this parameter can be accepted as a first-order approxima-
tion, especially since an exact value of this parameter is not important for
QWs with low indium content (samples with low strain since δES

∆ ≪ 1). Also
for samples with high indium content, this parameter is not crucial in the
calculations. Please note that this parameter influences energies of light-hole
transitions only.

The material parameters necessary in the calculations conform with Ve-
gard’s law with good accuracy, contrary to the behavior mentioned for the
bandgap energy and the electron effective mass. Therefore, all the material
parameters for Ga1−xInxNyAs1−y−zSbz have been obtained by linear inter-
polation between the parameters of a relevant binary semiconductor [36, 37]
according to (6.6).

Q(x, y, z) = (1 − x) yQGaN + (1 − x) (1 − y − z) QGaAs + (1 − x) zQGaSb (6.6)

+ xyQInN + x (1 − x − y)QInAs + xzQInSb,

where Qi = bi or C12i (i = GaN, GaAs, GaSb, InN, InAs, and InSb).
The parameters of binary compounds used in the calculations are listed in
Table 6.1.

The conduction- and valence-band offsets, QC and QV, are defined by
(6.7a) as

QC =
∆EC

(∆EC + ∆EV )
× 100%, (6.7a)

QV = (1 − QC) × 100%, (6.7b)

where ∆EC and ∆EV are the conduction- and valence band discontinuities
at the heterojunction for unstrained materials, as illustrated in Fig. 6.2.
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Table 6.1. Binary material parameters used to calculate the strained quinary
GaInNAsSb material parameters

Parameter (unit) GaN GaAs GaSb InN InAs InSb

Heavy-hole mass
mhh/m0

0.85 0.35 0.25 0.83 0.33 0.26

Light-hole mass
mlh/m0

0.24 0.09 0.044 0.16 0.027 0.015

CB hydrostatic
deformation
potential aC (eV)

−6.71 −7.17 −7.5 −2.65 −5.08 −6.94

VB hydrostatic
deformation
potential aV (eV)

−0.69 −1.16 −0.8 −0.7 −1.0 −0.36

Shear
deformation
potential b (eV)

−2.2 −2.0 −2.0 −1.2 −1.8 −2.0

Elastic constant
C11 (GPa)

293 1,221 884.2 187 832.9 684.7

Elastic constant
C12 (GPa)

159 566 402.6 125 452.6 373.5

Fig. 6.2. Energy-band diagram in real space for compressively strained
GaInNAsSb/GaAs QWs

They are designated unstrained because they are the “natural” band offset
corresponding to the ab initio calculations [38] and the experimental values
extracted from X-ray photoemission measurements. From a laser device per-
spective, the most interesting values are the bandgap discontinuities with the
strain corrections, shown in Fig. 6.2 as ∆E∗

C and ∆EHH
V . Generally, the most
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appropriate approach to heterojunction band offsets is to determine the QC

(or QV) since a GaInNAsSb/GaAs QW can be grown on both GaAs and InP
substrates. For identical QWs grown on different substrates, the QC does not
vary whereas the ∆E∗

C and ∆EHH
V discontinuities vary due to different lattice

strains. Moreover, the value of ∆E∗
C and ∆EHH

V discontinuities can be cal-
culated if the unstrained natural offset, QC, is known. Thus the QC value is
more universal parameter. In this chapter, both the QC and ∆E∗

C and ∆EHH
V

discontinuities are determined.
In the calculations, the QC and electron effective mass are treated as free

parameters. The bandgap energy of the GaInNAsSb layer has been adjusted
to the experimental value of the QW ground state transition on the basis of a
series of calculations with various QC and me. It was observed that the energy
of the ground state transition does not vary significantly with the change in
the QC. In addition, the energy difference between the QW levels (the most
important criterion for the electron effective mass determination) is insensitive
to small changes in the bandgap energy. For example, the change in the GaIn-
NAsSb bandgap energy from 800 to 790meV, at QC = 70% and me = 0.09 m0,
changes the energy difference between the first and the second electron levels
less than 1 meV. Thus the bandgap energy can be easily adjusted in the calcu-
lations. An error associated with the GaInNAsSb bandgap energy exists, but
this error does not influence the conclusion concerning the ∆E∗

C, ∆EHH
V , and

me because this error is compensated by errors associated with hydrostatic
coefficients and elastic stiffness constants of the binary compounds. Note that
with this approach, ∆E∗

C, ∆EHH
V can be precisely determined despite the fact

that a five-element alloy is considered.
This situation is possible since, to solve the Schrödinger equation given

by (6.8a),

− �
2

2

∂

∂z

[

1

m∗ (z)

∂fn (z)

∂z

]

+ V (z) fn (z) = Enfn (z) , (6.8a)

V (z) =

{

0 |z| < LZ

2 ,

V0 |z| > LZ

2 ,
(6.8b)

we only need to know three parameters: the QW depth (V0), the effective
mass in the (100) direction (m∗), and the QW width (LZ). The En and fn in
(6.8a) are, respectively, the energy and the wavefunction related to n subband.
V0 corresponds to ∆E∗

C, ∆EHH
V , and ∆ELH

V for electrons, heavy and light
holes, respectively. The V0 is calculated by using several material parameters
after (6.4)–(6.6). The adjustment of the GaInNAsSb bandgap energy to the
ground state transition compensates for errors from (6.4)–(6.6), which are
from inaccuracies of the material parameters for binary compounds. It should
be noted that the QC extracted from the analysis possesses an error higher
than ∆E∗

C, ∆EHH
V , and me.
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6.4 Results and Discussion

To determine the conduction band offset and electron effective mass for
GaInNAsSb/GaAs QWs, energies of CER resonances have to be extracted
from CER spectra. In general, the number of CER resonances necessary to
simulate experimental data is decided arbitrary analyzing individual CER
spectra by nagged eye (note that preliminary calculations help to make a rea-
sonable decision). It is obvious that larger number of CER resonances better
simulate experimental data but each resonance has to be justified since imagi-
nary transitions can be generated if too many resonances were used to simulate
CER spectrum. Therefore, the moduli of individual CER resonances are plot-
ted and evaluated. The evaluation means a comparison of transition intensities
and the energy difference between individual resonances. Usually the allowed
transitions are much stronger than partially allowed ones. Moreover, broaden-
ing of each CER resonances should be comparable. Also it is acceptable that
broadening of CER resonances is higher for excited state transitions, e.g., the
partially allowed transitions. Next energies of CER resonances are compared
with theoretical calculations for various QC and me. This procedure allows us
to identify CER resonances and to determine the conduction band offset and
the electron effective mass.

6.4.1 Identification of Contacless Electroreflectance Resonances

Figure 6.3a,b shows the room temperature CER spectra for sample A and B,
respectively. The strongest CER signal is observed at an energy of ∼1.42 eV.
This signal origins from the band-to-band absorption in the GaAs barrier
and cap layers. Below the GaAs signal, CER features associated with optical
transitions in GaInNAsSb/GaAs SQW are clearly observed. These features
are fitted by using (6.2). The fitting curves are shown in Fig. 6.3 as thick solid
grey lines. In addition, the moduli of individual resonances (dashed lines)
obtained according to (6.3) are shown in this figure.

As was mentioned the identification of CER resonances is possible due to a
series of calculations with various QC and me. The notation klH(L) denotes the
transition between the kth heavy-hole (light-hole) valence subband and the
lth conduction subband. The resonance at the lowest energy originates from
the 11H transition, which is a fundamental transition for the two samples.
In addition to the 11H transition, the CER spectra show an 11L transition
(the lowest energy transition for light holes) and transitions between excited
QW states such as 22H, 33H, and 22L. The partially forbidden transitions,
such as the 31H transition, were also considered. However, it was concluded
that they are weak in comparison with the allowed transitions and they can
be neglected in the fitting procedure. In this manner, the number of CER
resonances was reduced to the number of allowed transitions. Finally, for the
sample A (GaInNAsSb/GaAs QW with 16% In content) four resonances have
been resolved in the CER spectrum. With the indium content increase, all QW
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Fig. 6.3. Room temperature CER spectra of the sample A (GaInNAsSb/GaAs
SQW with 16% In) and sample B (GaInNAsSb/GaAs SQW with 32% In) content
(solid line) together with the fitting curves (thick grey lines) and the moduli of
individual CER resonances (dashes lines)

transitions shift to the red. For the sample B (GaInNAsSb/GaAs QW with
32% In content) an additional CER resonance related to the 33H transition
appears between 22L and GaAs transitions.

The procedure for correlating measured data with theory is illustrated in
Figs. 6.4–6.6. For the identification of CER resonances a plot as the one shown
in Fig. 6.4 is sufficient. In this figure, the experimental transition energies are
shown as horizontal-dashed lines while those calculated are shown as solid
curves. Using this method, the optimal match between theory and experi-
ment can be determined by comparing the experimental data with calculated
energies. The value of QC can be determined from this plot if the value of the
electron effective mass is well known. If the electron effective mass is treated
as a second free parameter, since its value is unknown, the calculations have
to be performed for various QC and me.

6.4.2 Conduction Band Offset
and Electron Effective Mass Determination

The energy difference between electron levels is quite strong sensitive to
changes in the electron effective mass. Therefore the analysis of the energy
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Fig. 6.4. Comparison of experimental data and theoretical calculations performed
for various QC and me = 0.09m0

difference between QW transitions (e.g., the difference between 22H and 11H
transitions) is a good criterion for matching experimental data with theo-
retical calculations. Figures 6.5 and 6.6 show the energy difference between
the 22H and 11H transitions obtained from experimental data (horizontal
dashed lines) and theoretical calculations performed for various QC and me.
It is clearly visible that the conclusion concerning the conduction band offset
depends on the electron effective mass, which is the second free parameter
in our calculations. Note that an increase in the electron effective mass, in
comparison to N free QWs, is expected for this system. This high value of
the electron effective mass in GaInNAsSb is related to the incorporation of
nitrogen atoms. In the samples A and B, the nitrogen content does not vary.
Therefore, it can be assumed that the nitrogen-related increase for the elec-
tron effective mass is the same for all samples. Any possible differences in
the electron effective mass are small since they are related to changes in the
indium and antimony concentrations. Based on data from literature [36], it
has been estimated that the differences in the electron effective mass for the
nitrogen-free samples are <10%. Therefore, for the samples investigated in
this chapter, it can be assumed that the electron effective mass decreases
less than 10% with a rise in indium content from 16 to 32%. This assumption
leads to a narrow window of acceptable me for the two samples. An agreement
between experimental data and theoretical predictions should appear for each
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Fig. 6.5. Method used to analyze the QC in GaInNAsSb/GaAs SQWs with (a)
16% In and (b) 32% In. The horizontal-dashed lines correspond with the energy
difference between the 22H and 11H transitions taken from experimental data. Solid
and dashed curves correspond with the energy difference between the 22H and 11H
transitions obtained from the theoretical calculations with the electron effective mass
of 0.09m0 and 0.1m0, respectively

sample at the same value of the me. This value is easy to locate in Fig. 6.6. It
is clearly visible that the electron effective mass should be close to 0.09m0 for
each sample. It is also apparent that the high value of the electron effective
mass (me > 0.12 m0) is not appropriate for GaInNAsSb. This conclusion is
consistent with the literature, since it can be assumed that the upper limit for
the electron effective mass in GaInNAsSb, with 2.5%N content, corresponds
to the electron effective mass in GaN0.025As0.975 (0.1–0.12m0 according to
the band anticrossing model proposed by Walukiewicz and coworkers [39,
40, and see Chap. 3] and [21, 41–43]). Incorporation of indium and antimony
atoms leads to a decrease of the electron effective mass. Its value should be
smaller than 0.1 m0. If we assume that with 16% In content has an electron
effective mass of 0.1 m0, then the 10% change in the electron effective mass
leads to a shift of ∆me = 0.01 m0. For the sample with 32% In content, the
electron effective mass should be close to 0.09 m0. The expected trend toward
lower electron effective masses with increasing indium content has been shown
in [44].
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Fig. 6.6. Method used to analyze the me in GaInNAsSb/GaAs SQWs with (a)
16% In (b) 32% In. The horizontal dashed lines correspond to the energy difference
between the 22H and 11H transitions taken from experimental data. The vertical
thin dashed lines show the recommended range of the electron effective mass for
these samples whereas the dots mean the expected change in the electron effective
mass

6.4.3 Influence of Remaining Parameters and Possible Errors

The errors of QC(∆E∗
C, ∆EHH

V ) and me are due to (1) a limit of the applied
theoretical model, (2) an accuracy of fitting of CER data (3) an error of QW
width and content and (4) an accuracy of material parameters of binary com-
pounds. Usually, the two first contributions to the total error of QC and me

are smaller than the contribution associated with the accuracy of QW width
and content. Thus to minimize the error, both the QW width and content
have to be determined as precisely as possible. In our case the QW width and
content were determined on the basis of XRD and SIMS measurements [30].
Since the QW width can be determined with the accuracy better than 5%,
the error associated with QW width can be significantly reduced. Remaining
errors are related to the GaInNAsSb alloy content and the accuracy of mate-
rial parameters for binary compounds. As was mentioned in Sect. 6.2, the
∆E∗

C and ∆EHH
V are determined with better accuracy than QC. It is possible

since the bandgap discontinuities can be determined neglecting strain-related
shifts (4–6) by adjusting the GaInNAsSb bandgap energy to the fundamental
transition in QW. To calculate QC, which is more universal than the ∆E∗

C

and ∆EHH
V , strain-related shift has to be taken into consideration. For quinary

alloys these shifts could have significant errors (∼50%) and hence the error
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of QC increases. Note that the strain-related contribution to total error of
QC is more important for highly strained QWs where the strains are very
important. Finally it has been estimated that within the presented approach
the QC can be determined with ∼5 and ∼10% accuracy for weakly and highly
strained GaInNAsSb/GaAs QWs, respectively, if the electron effective mass
was treated as a known parameter. For unknown electron effective mass there
appears a range of acceptable QC (and me). This range can be significantly
reduced by analyzing a set of QWs with various widths.

6.5 Summary and Outlook

In summary, the experimental method to investigate the number of confined
states in GaInNAsSb/GaAs QWs as well as a simple approach to analyze
the band structure of these QWs have been discussed. It has been shown
that the CER spectroscopy is a very powerful technique to study energies
of QW transitions related to both the ground and excited states. Knowing
energies of QW transitions the band structure can be found via matching of
experimental data with theoretical calculations performed for various QC. In
this work the theoretical calculations were performed within the effective mass
approximation.

In addition, it has been shown that GaInNAsSb/GaAs QWs are a system
where the QC varies significantly with the alloy content. In this work it has
been shown that the QC changes from 50% (sample A) to 80% (sample B). In
general, it is expected that from the bandgap engineering viewpoint quinary
alloys, such as GaInNAsSb, should have significant advantages over ternary
and quaternary alloys (InGaAs, GaNAs, or GaInNAs) since the QC for the
quinary/GaAs system can be tuned better than for ternary/GaAs or quater-
nary/GaAs systems. Moreover, it is very important to control independently
three parameters (1) bandgap energy, (2) strains, and (3) bandgap disconti-
nuities. Note that such independent control is impossible for ternary/GaAs
and quaternary/GaAs systems whereas it is possible for quinary/GaAs sys-
tem if the QC is strongly sensitive to the content of quinary alloys. In
the case of GaInNAsSb alloys results shown in this work and our previous
investigations as well as literature data show that the bandgap discontinuity
(band offset) tuning is very promising in this system. The content dependent
QC for (Ga,In)(N,As,Sb)/GaAs structures can be summarized in following
conclusions:

1. GaInNAsSb/GaAs with vary N content. According to the BAC model (see
Chap. 3) the incorporation of N atoms into GaInAsSb/GaAs QWs mostly
influences the conduction QW. Therefore at the first approximation it
can be assumed that all N-related redshift appears in the electron QW.
Recent studies for GaNAs/GaAs QWs show that the QC for this system
is ∼70–90% [20, 21]. It means that the incorporation of N atoms into
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GaAs also influences the deepness of hole QWs. However, the influence
of N atoms on the valence band discontinuity is small in comparison to
changes in the conduction band discontinuity. Therefore, it is concluded
that incorporation of N atoms into GaInNAsSb/GaAs mostly increases
the conduction bandgap discontinuity (i.e., increases the QC).

2. GaInNAs/GaAs with vary In content. GaInNAs/GaAs QWs with high In
content (In > 20%) were studies many times [19, 22, 23, 44–48] and there
is a general agreement that the QC for such QWs is close to 80%. A
fever investigations were devoted for GaInNAs/GaAs QWs with lower In
content (In < 20%) [22, 44]. For such QWs the QC is smaller than 80%.
It means that change in In content can tune both the conduction and
valence band discontinuities.

3. GaNAsSb/GaAs with vary Sb content. The QC for this system was inves-
tigated in [24, 25]. There has been shown that the incorporation of Sb
atoms into GaNAs/GaAs QWs increases the valence band discontinu-
ity and it almost does not change the conduction band discontinuity.
It means that an increase in Sb content in this system decreases the QC.

4. GaInNAsSb/GaAs with vary In content. For this system, similarly as for
Sb-free system, it has been observed that an increase in In content leads
to an increase in the QC. Such a behavior is observed for samples shown
in this work and also is reported in [44].

5. GaInNAsSb/GaAs with vary Sb content. It has been shown that the QC

decreases with the increase in Sb content for GaInNAsSb/GaAs QWs
with low In content (In = 10%, N = 2.5%) [49]. Like for the indium free
system (GaNAsSb/GaAs QWs) it has been observed that the incorpora-
tion of Sb atoms increases the valence bandgap discontinuity and almost
does not change the conduction band discontinuity.

In addition, N-related increase in the electron effective mass has been observed
for samples shown in this work. It can be summarized that after incorporation
of 2.5% N atoms into GaInAsSb the me increases by ∼50% in comparison
to nitrogen free alloys. Also it is expected that changes in the me due to
changes in In and Sb contents are significantly smaller than N-related changes
in the me.

Acknowledgments. We acknowledge the support from the Foundation for Polish Sci-
ence through a Subsidy 8/2005. R.K. acknowledges support from the Foundation
for Polish Science.
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M. Hammar, J. Phys. Cond. Mat. 16, 3071 (2004), and references there in
20. S. Tomic, E.P. O’Reilly, P.J. Klar, H. Gruning, W. Heimbrodt, W.M. Chen, I.A.

Buyanova, Phys. Rev. B 69, 245305 (2004)
21. R. Kudrawiec, M. Motyka, M. Gladysiewicz, J. Misiewicz, J.A. Gupta, G.C.

Aers, Solid State Commun. 138, 365 (2006)
22. J.B. Heroux, X. Yang, W.I. Wang, J. Appl. Phys. 92, 4361 (2002)
23. S.A. Choulis, T.J.C. Hosea, S. Tomic, M. Kamal Saadi, A.R. Admas, E.P.

O’Reilly, B.A. Weinstein, P.J. Klar, Phys. Rev. B 66, 165321 (2002)
24. R. Kudrawiec, K. Ryczko, J. Misiewicz, H.B. Yuen, S.R. Bank, M.A. Wistey,

H.P. Bae, J.S. Harris, Appl. Phys. Lett. 86, 141908 (2005)
25. R. Kudrawiec, M. Gladysiewicz, J. Misiewicz, H.B. Yuen, S.R. Bank, M.A.

Wistey, H.P. Bae, J.S. Harris, Phys. Rev. B 73, 245413 (2006)
26. H. Carrere, X. Marie, J. Barrau, T. Amand, S. Ben Bouzid, V. Sallet, J.C.

Harmand, J. Phys. Cond. Mater. 16, 3215 (2004)
27. M. Giehler, R. Hey, P. Kleinert, H.T. Grahn, Phys. Rev. B 73, 085322 (2006)
28. S.T. Ng, W.J. Fan, S.F. Yoon, S.Z. Wang, Y. Qu, C.Y. Liu, S.G. Ma, S. Yuan,

J. Appl. Phys. 96, 4663 (2004)



6 Electromodulation Spectroscopy of GaInNAsSb/GaAs Quantum Wells 179

29. S.G. Spruytte, M.C. Larson, W. Wampler, C.W. Coldren, H.E. Petersen,
J.S. Harris, J. Cryst. Growth 227–228, 506 (2001)

30. H.B. Yuen, S.R. Bank, H.P. Bae, M.A. Wistey, J.S. Harris, J. Appl. Phys. 99,
073504 (2006)

31. R. Kudrawiec, J. Misiewicz, Appl. Surf. Sci. 253, 80 (2006)
32. D.E. Aspnes, Surf. Sci. 37, 418 (1973)
33. R. Kudrawiec, P. Sitarek, J. Misiewicz, S.R. Bank, H.B. Yuen, M.A. Wistey,

J.S. Harris, Appl. Phys. Lett. 86, 091115 (2005)
34. R. Kudrawiec, M. Motyka, M. Gladysiewicz, P. Sitarek, J. Misiewicz, S.R. Bank,

H.B. Yuen, M.A. Wistey, J.S. Harris, Appl. Surf. Sci. 253, 266 (2006)
35. G.L. Bir, G. Pikus, Symmetry and Strain-Induced Effects in Semiconductors

(Wiley, New York, 1974)
36. I. Vurgaftman, J.R. Meyer, L.R. Ram-Mohan, J. Appl. Phys. 89, 5815 (2001)
37. I. Vurgaftman, J.R. Meyer, J. Appl. Phys. 94, 3675 (2003)
38. S.H. Wei, A. Zunger, Appl. Phys. Lett. 72, 2011 (1998)
39. W. Shan, W. Walukiewicz, J.W. Ager III, E.E. Haller, J.F. Geisz, D.J. Friedman,

J.M. Olson, S.R. Kurtz, Phys. Rev. Lett. 82, 1221 (1999)
40. W. Shan, W. Walukiewicz, K.M. Yu, J.W. Ager III, E.E. Haller, J.F. Geisz,

D.J. Friedman, J.M. Olson, S.R. Kurtz, H.P. Xin, C.W. Tu, Phys. Stat. Sol. B
223, 75 (2001)

41. C. Skierbiszewski, P. Perlin, P. Wisniewski, W. Knap, T. Suski, W. Walukiewicz,
W. Shan, K.M. Yu, J.W. Ager III, E.E. Haller, J.F. Geisz, J.M. Olson, Appl.
Phys. Lett. 76, 2409 (2000)

42. P.H. Hai, W.M. Chen, I.A. Buyanova, H.P. Xin, C.W. Tu, Appl. Phys. Lett. 77,
1843 (2000)

43. J. Wu, W. Shan, W. Walukiewicz, K.M. Yu, J.W. Ager III, E.E. Haller, H.P.
Xin, C.W. Tu, Phys. Rev. B 64, 085320 (2001)

44. R. Kudrawiec, H.B. Yuen, M. Motyka, G. Gladysiewicz, J. Misiewicz, S.R. Bank,
H.P. Bae, M.A. Wistey, J.S. Harris, J. Appl. Phys. 101, 103504 (2007)

45. M. Hetterich, M.D. Dawson, A.Y. Egorov, D. Bernklau, H. Riechert, Appl. Phys.
Lett. 76, 1030 (2000)

46. Z. Pan, L.H. Li, Y.W. Lin, B.O. Sun, D.S. Jiang, W.K. Ge, Appl. Phys. Lett.
78, 2217 (2001)

47. G.H. Dumitras, H. Riechert, J. Appl. Phys. 94, 3955 (2003)
48. M. Galluppi, L. Geelhaar, H. Riechert, Appl. Phys. Lett. 86, 131925 (2005)
49. R. Kudrawiec, M. Motyka, M. Gladysiewicz, J. Misiewicz, H.B. Yuen, S.R. Bank,

H.P. Bae, M.A. Wistey, J.S. Harris, Appl. Phys Lett. 88, 221113 (2006)





7

The Effects of Nitrogen Incorporation
on Photogenerated Carrier Dynamics
in Dilute Nitrides

S. Mazzucato and R.J. Potter

The addition of small fractions of nitrogen to GaAs-based materials results in
a significant reduction of the bandgap, opening up the potential for a range of
electronic and optoelectronic applications. However, the addition of nitrogen
also has a large impact on the carrier dynamics, often resulting in a consid-
erable increase in shallow traps, which readily capture excitons. A number
of mechanisms have been proposed to explain the creation of shallow traps,
which give rise to localised states. Many of these are associated with deposition
problems, such as well width fluctuations and compositional inhomogeneities,
caused by the large miscibility gap associated with the incorporation of nitro-
gen. However, some of these growth issues are not intrinsic to dilute nitrides
and advances in deposition technology have shown that these associated prob-
lems can be significantly reduced. In this chapter, we will give an overview of
how the incorporation of nitrogen into dilute nitrides affects carrier dynam-
ics. This will include detailed discussion about the experimental evidence for
exciton trapping presented in the scientific literature, such as the so-called
S-shape temperature dependence of photoluminescence emission, lineshapes
and radiative decay rates. We will also review the various mechanisms which
have been put forward to account for the exciton trapping and discuses how/if
these can be overcome.

7.1 Introduction

The discovery that adding small fractions of nitrogen to GaAs [1] or GaInAs [2]
results in a rapid reduction in the fundamental bandgap has attracted signif-
icant interest from both industry and academia. These materials have offered
the tantalising prospect of producing a range of narrow bandgap electronic
and optoelectronic devices without many of the problems encountered with
InP-based materials [3, 4]. The main drive behind dilute nitride research has
been to produce economical, uncooled vertical cavity surface emitting lasers
(VCSELs) operating in the low loss (1.26–1.68 µm) [5, 6] telecommunications
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window. Low cost transceivers operating in this window would facilitate the
widespread introduction of “last mile” high-speed optical links. These could
replace traditional copper wire links used to transmit data over medium and
short haul distances, such as in local area networks (LANs). However, sev-
eral other appealing applications for dilute-nitride-based devices are currently
under deep investigation [7–13].

The small atomic radius and large electronegativity of nitrogen compared
to the arsenic that it replaces in dilute nitrides, result in a large miscibility gap
between the arsenides and nitrides. While these atomic differences give rise
to the interesting physical properties exhibited by dilute nitrides, they also
make it extremely difficult to deposit high-quality epitaxial layers. The large
miscibility gap inhibits the smooth mixing of constituents within the alloy,
which can result in compositional inhomogeneities, 3D growth and genera-
tion of defects. As with all quantum well (QW) structures, compositional and
structural inhomogeneities in the dilute nitride layers cause localised potential
fluctuations in the band structure, resulting in an undulating energy land-
scape. Free excitons travelling through this landscape are perturbed by these
potential fluctuations and can become trapped in regions of low potential,
particularly at low temperatures. If this occurs, then the excitons become spa-
tially trapped (localised) within the potential dips or valleys. The localisation
of excitons has a significant impact on carrier dynamics within the material
and may inhibit the performance of electronic or optoelectronic devices.

In many early dilute nitride studies, the observed localisation phenomena
were attributed to growth related problems. It was believed that the rapid
improvements in growth and post-growth processing would eventually lead to
high quality dilute nitrides and effectively eliminate exciton localisation. While
it is clear that significant improvements to material quality have been made
over recent years, it is now widely believed that localisation is an intrinsic
property of all dilute nitrides. By their very nature, dilute nitrides only contain
a small fraction of nitrogen; hence the nitrogen acts more like an impurity than
a true alloy constituent. At best this implies that dilute alloys can only form
semi-crystalline structures rather than true periodic crystals. Even in this
best case, the relatively sparse distribution of nitrogen sites in the lattice will
result in some degree of potential fluctuation. In reality, it is likely that the
electronegativity, atomic radius and hence the large miscibility will result in
energetically preferred atomic configurations in the vicinity of each nitrogen
atom. This nearest neighbour cluster can significantly affect the local potential
and is therefore a prime candidate for the cause of exciton localisation in dilute
nitrides.

In this chapter, we will provide an overview of the causes and effects of
carrier localisation in dilute nitride materials. In Sect. 7.2, we give a brief
introduction to the topic of carrier localisation in semiconductors. In Sect. 7.3
we review the published experimental evidence for carrier localisation in dilute
nitrides and we discuss the possible causes, and in Sect. 7.4 we illustrate some
of the methods used to reduce localised energy states.



7 The Effects of Nitrogen Incorporation 183

7.2 Exciton Localisation

The optical properties of quantum well structures are strongly influenced by
disorder due to alloy fluctuations, interface roughness and defects. In each
case these create random potential fluctuations, which broaden the electronic
density of states. So, instead of sharp conduction and valance band edges, we
are left with exponential tails in the density of states (Fig. 7.1a). To visualise
this we can picture the conduction (or valance) band edge as a landscape,
which is essentially flat in a perfect QW, but in disordered QWs it will con-
tain “hills” and “valleys”. The undulating potential landscape will have a
significant effect on free excitons as they travel through the material. This is
particularly true for excitons with low thermal energy as they can easily fall
into low energy states but have insufficient energy to escape. Excitons with
sufficient thermal energy can readily be de-trapped and are less likely to be
trapped in the first place. In many cases localisation potentials are only a
few tens of meV below the band edges, and therefore, localisation tends to
dominate carrier dynamics only at relatively low temperatures.

In general, disorder in QW structures and the resulting localisation is
undesirable as it results in poor device performance. For devices that rely
on good carrier mobility, the process of trapping, de-trapping and scattering
by the potential fluctuations reduces mobility and hence performance. The
localisation of excitons also affects the radiative recombination dynamics of
the system, as translational symmetry parallel to the well plane is broken,
leading to the violation of the k -selection rule (kex ≈ kphoton) [14]. This can
result in relatively short carrier lifetimes as the whole population of localised
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Fig. 7.1. (a) Schematic view of the density of states in QWs containing localised
states. (b) Typical PL spectrum from a GaNAs/GaAs QW structure (solid lines)
with Gaussian fits applied to the GaNAs and GaAs peaks (dashed lines). Note that
the GaNAs peak is highly asymmetry compared to the GaAs feature
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excitons can radiatively recombine [15]. Short carrier lifetimes will clearly
inhibit the performance of devices such as lasers, which require long carrier
lifetimes.

However, localisation can also be exploited to enhance device performance.
In the case of III-nitrides materials with high densities of non-radiative centres,
exciton localisation improves luminescence efficiency by preventing migration
of carriers towards the defects.

7.3 Localisation in Dilute Nitrides

7.3.1 Photoluminescence Lineshape
and S-Shape Temperature Dependence

Photoluminescence (PL) emission from high-quality QW samples is generally
characterised by symmetric Gaussian-shaped peaks, whose energy position
varies with temperature (T ) following the empirical Varshni law [16] (or
equivalently the Bose–Einstein relation [17]):

Eg (T ) = Eg (0) − αT 2

β + T
, (7.1)

where Eg(0) is the emission energy at T = 0 K, α and β are fitting parameters,
which are material specific.

In many dilute nitride studies, both the lineshape and temperature depen-
dence of emission deviate from this ideal behaviour. Dilute nitride emission
peaks tend to be asymmetric, having sharp high energy cut-offs and expo-
nential low-energy tails [18, 19]. The low energy tail emission originates from
radiative recombination of localised excitons trapped in potential fluctuations
in the QW. This means that either the band edges are not well defined or that
there are a number of highly radiative states available in the forbidden gap,
both implying a strong spatial carrier localisation (Fig. 7.1a). The effect of
this localisation on the spectral lineshape can be seen in Fig. 7.1b. While the
GaAs-related feature (at around 1.48 eV) is clearly symmetrical, the GaNAs
feature (at around 1.17 eV) is highly asymmetric.

The temperature dependence of the peak emission from dilute nitrides
is often observed to deviate from the Varshni-like behaviour at low temper-
atures, as it can be clearly seen with standard temperature dependent PL
spectroscopy. This behaviour has been observed in several nitrogen-containing
ternary and quaternary alloys, such as AlGaN [20–22], GaInN [20,23], GaInNP
[24] and GaInNAs [25–27] and can be explained in terms of recombination of
excitons localised at potential fluctuations induced by the presence of nitro-
gen. In dilute nitrides, the small quantities of incorporated nitrogen results
in strong carrier localisation, which leads to a characteristic S-shape feature,
composed of three distinct regions (redshift–blueshift–redshift). At very low



7 The Effects of Nitrogen Incorporation 185

temperatures, the peak emission energy decreases due to exciton thermalisa-
tion into the lowest localised states. Radiative recombination of these states
results in the initial redshift, however, this is not always visible [28]. As tem-
perature increases further, trapped excitons, first in shallow and then deeper
potentials, acquire sufficient thermal energy to allow activation into higher
localised states or de-trapping. This results in a blueshift of the peak as tail
state emission is suppressed. When the temperature is further increased, exci-
tons become completely delocalised and the emission peak energy decreases
as expected from bandgap shrinkage with temperature. PL emission energy
redshifts again and follows the Varshni curve. A mathematical interpretation
of this behaviour has been recently proposed by Li et al. [29] through the
relation:

Eg (T ) = Eg (0) − αT 2

β + T
− x (T )kBT. (7.2)

This equation completes the empirical Varshni relation for the emission energy
temperature dependence of perfect semiconductors with the contribution of a
third-term, which represents the effect of thermal redistribution of localised
carriers. The dimensionless coefficient x(T ) can be obtained numerically as
described in [30], where the reader can find additional details about this
theoretical fit. From a more qualitative investigation, the carrier localisation
energy can be estimated from the difference between Varshni-fitted energies
and measured PL emission energies:

Eloc(T ) = EVar(T ) − EPL(T ). (7.3)

The parameters characterising the S-shape trend are clearly related to this
difference, and are shown in Fig. 7.2 for a GaNAs QW sample. In this figure
E0K

loc and EMax
loc represent the localisation energies at T = 0 K and at the

temperature TMax corresponding to the maximum initial redshift. Finally
Tdeloc gives the temperature corresponding to full delocalisation: above this
temperature the curve follows the standard Varshni fit [31].

The observation and explanation of S-shape trend in dilute nitrides have
been the source of much discussion in the literature, but have always been
related to the influence of nitrogen. However, Pinault et al. [26] presented
results, which indicate that S-shape behaviour occurs in GaInNAs QW sam-
ples but not in GaInAs or GaNAs QWs. These results would seem to indicate
that localisation is induced by the simultaneous presence of both indium and
nitrogen in the QW. Such behaviour would seem to favour a nearest neigh-
bour interpretation (discussed in Sect. 3.2) of the localisation mechanism in
GaInNAs. However, other groups, including the current authors, not only
observe S-shape trends in GaInNAs, but also in indium free GaNAs QW sam-
ples [32, 33]. In these studies, the degree of localisation is clearly related to
the quantity of nitrogen incorporated. Moreover as with all quantum well
structures, the growth conditions have also an important effect.

Misiewicz et al. [34] demonstrated that increasing N content in GaIn-
NAs QW systems, at fixed growth parameters, leads to a higher density of
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defects coming from compositional and structural inhomogeneities. The pri-
mary effect is an increase in the carrier localisation energy, which goes from
zero in N-free samples to 12meV for structures with 5.2% N incorporated
(Fig. 7.3).
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Fig. 7.4. Temperature dependence of PL peak emission (a) and spectral width (b)
for a sequentially grown GaInNAs and GaInAs/GaAs QW sample

The effect of N incorporation on carrier localisation is clearly illustrates in
Fig. 7.4a, this shows emission from GaInNAs and GaInAs QWs of a double
quantum well sample [36]. In addition to the S-shape peak emission trend,
localisation also affects the temperature dependence of spectral linewidth for
nitrogen containing QWs. While the linewidth (full width at half maximum,
FWHM) of GaInAs emission essentially increases monotonically with temper-
ature due to thermal broadening, the linewidth of GaInNAs emission follows
an S-shape style trend (Fig. 7.4b).

At low increasing temperatures, the linewidth broadens rapidly due to
the increased population of tail states. It then narrows as de-trapping occurs,
which suppresses the low energy emission tail, and finally broadens again in
keeping with the expected thermalisation of carriers.
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7.3.2 Nearest Neighbour Configurations in Dilute Nitrides

Recent work using tight binding calculations [37] suggests that each nitro-
gen site in GaInNAs may be surrounded by one of five nearest neighbour
(NN) configurations; four gallium atoms (4Ga), three gallium plus one indium
(3Ga), and so on, up to four indium atoms (0Ga). The indium-rich NN
configurations are energetically favoured in the lattice, so it is likely that
GaInNAs deposited by MBE will favour these. In contrast, Ga–N bonds are
favoured during MOCVD of GaInNAs: hence Ga-rich NN configurations are
preferred. With appropriate post-deposition annealing, the NN configurations
can undergo phase changes. In the case of Ga-rich NN configurations, this
transformation causes an increase in the bandgap, in keeping with the emis-
sion blueshift commonly observed after annealing. The NN environments can
have a significant effect on the bandgap, with a maximum energy difference
of more than 100meV between 4Ga and 0Ga environments [37]. Additional
experimental [38] and theoretical work based on Monte Carlo simulation [39]
supports the NN interpretation. While it is likely that any given sample of
GaInNAs will contain a favoured NN-configuration, it is also likely that other
closely related NN-configurations will be present. The presence of multiple
NN-configurations will result in some degree of carrier localisation within
GaInNAs.

7.3.3 Time Resolved Photoluminescence

Time-resolved photoluminescence (TR-PL) is one of the techniques available
for studying fast transient carrier dynamics in direct bandgap semiconductors.
To date, relatively few TR-PL studies have been carried out on dilute nitride
materials [19, 31, 40–43]. However, in most cases the low temperature TR-PL
results are dominated by the effects of localisation.

At very short timescales (sub ns) after excitation, the population of
localised excitons is low due to the finite time required for exciton trapping.
In the work of Potter et al. [31] this finite exciton trapping time is thought
to be responsible for the observed temporal evolution of GaInNAs emission
peaks. While peak emission from GaInAs QWs was observed to remain essen-
tially constant, emission from GaInNAs QWs shifted rapidly after excitation
(Fig. 7.5). In a time period of less than half a nanosecond after excitation, the
peaks redshifted by up to 20meV converging towards the steady-state emis-
sion. The magnitudes of the redshifts were found to be similar to localisation
energies calculated from the S-shape steady-state PL analysis.

In the work carried out by Nakayama et al. [40] the low temperature (10 K)
TR-PL decay time from GaInNAs QWs at energies close to the emission
peak was found to be around 1 ns, which is comparable to other typical QW
structures. However, decay times were found to increase dramatically with
decreasing detection energy, i.e. the tail state region. In addition, the decay
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Fig. 7.5. Peak emission energy versus time at 10K with 5 mW pumping, (a) GaInAs
peak and (b) GaInNAs peak

profiles were found to exhibit non-exponential features, which required fitting
using the following stretched exponential form [44]:

I (t) = Io exp

[

−
(

t

τ

)β
]

, (7.4)

where τ corresponds to a mean decay time, and β is a dispersion fac-
tor (between 0 and 1). This stretched exponential decay behaviour is often
encountered in systems which have some degree of disorder and is considered
to be a result of dispersive diffusion of excited carriers. The physical meaning
of β is rather complex and interested readers are referred to [44] for more
details. For the current discussion, β is taken to be a measure of the disper-
sion, so that dispersion decreases as β approaches one and the decay curve
tends towards being a single exponential. The effect of dispersive diffusion
is that electrons and holes become spatially separated, temporarily suppress-
ing radiative recombination. Dispersive diffusion of carriers may be due to
excitation of carriers from localised to extended states, multiple trapping–
detrapping or hopping between different localised states. In the first case,
the localised states act as traps and disorder within the system results in a
distribution of rates and energies. The decay times of the GaInNAs samples
were found to decrease as sample temperature increased to 80K, leading to
β approaching to unity (i.e. less stretched). The temperature dependence of
the decay times and the decay profiles indicate an enhancement of detrapping
from localised states by thermal activation. From these results, Nakayama
et al. [40] concluded that the PL decay dynamics in the GaInNAs SQWs is
dominated by the carrier localisation and that the decay profile exhibits the
stretched exponential peculiar to a disordered system.

Hoffmann et al. [41] have performed TR-PL measurements on GaInNAs
QW samples using resonant excitation. They observe that increasing excita-
tion energy results in decreasing rise times and increasing decay times. This is
typical behaviour when capture and recapture processes occur between differ-
ent localised states. In materials where localised energy states do not dominate
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this behaviour, both rise and decay times generally decrease with increasing
excitation energy.

Both Hoffmann et al. [41] and Mair et al. [19] have found that the emission
energy dependence of low-temperature PL decay rates for GaInNAs samples is
characterised by a distribution of localised excitons. They both fit their decay
data with Gourdon and Lavaillard’s model using functions of the form [45]

τ (E) =
τrad

1 + exp [(E − Eme) /E0]
, (7.5)

where τrad is the maximum radiative lifetime, Eme is the energy for which the
radiative lifetime equals the lateral transfer time and E0 is a characteristic
energy for the density of states. This model includes mechanisms for both exci-
ton recombination and transfer out of the localised state. The decay process
for the lowest energy, strongly localised excitons (E < Eme), is predominantly
radiative, and hence at low temperatures decay times are long. While higher
energy excitons (E > Eme) are more likely to transfer out of their sites, hence
decay times rapidly decrease with increasing emission energies (Fig. 7.6). The
fitted values of Eme seem to be correlated with localisation energies deter-
mined from PL lineshape analysis [19]. Also, as nitrogen fraction is increased,
both τrad and E0 increase [41], which is indicative of increased localisation.

7.3.4 Excitation Intensity Dependence

From the above discussion, it is clear that localised carrier effects are visible
at low temperature, and are related to localised excitons. Of course there are
a finite number of available localised states, hence at low temperatures it is
possible to fill them via increased excitation. A blueshift in the emission peak
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Fig. 7.6. Time-integrated PL of the GaInNAs MQW with 2.6% nitrogen content.
The decay and rise times as functions of the detection energy recorded at 2K.
(7.5) was applied to determine the parameters τrad = 5800 ps, Eme = 1.078 eV and
E0 = 10.6 meV (courtesy Hoffmann [46])
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Fig. 7.7. Bandgap shift with temperature for a GaInNAs QW at different excitation
densities (courtesy Bank [48])

with increasing PL excitation intensity is therefore common in systems with
a population of localised states [18]. This reflects a progressive saturation of
the localised energy states until emission becomes dominated by band-edge
transitions. As the excitation intensity increases, the S-shape characteristic
of emission temperature dependence becomes less pronounced and eventually
disappears (Fig. 7.7) [47].

7.4 Reducing Localisation

7.4.1 Thermal Annealing

In situ or post-growth thermal annealing has been extensively investigated
as a method of enhancing the optical properties of GaNAs and GaInNAs-
based samples. This annealing process allows migration of atoms within the
QW and eliminates some of the various defects formed in the material during
the growth process [49–51]. Intrinsic point defects have been identified in
GaIn(N)As as AsGa antisites [52], N interstitials [53,54] and Ga vacancies [55].

In most cases, annealing of dilute nitride samples results in enhanced emis-
sion intensity, a higher quenching temperature and a narrowing in the FWHM.
However, it also leads to an undesirable blueshift in the emission, which is
believed to be related to defect-assisted interdiffusion, due to defects and
compositional inhomogeneities at the interfaces [49,56]. While the magnitude
of these effects depends largely on annealing parameters (time, temperature
and atmosphere), they also seem to relate to the growth conditions. A full
discussion of how annealing affects the characteristics of dilute nitride emis-
sion is beyond the scope of this chapter. However, recent studies on GaNAs
QW samples show that annealing can reduce the S-shape emission behaviour,
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Fig. 7.8. Schematic view of N composition fluctuations, and their homogenisation
after annealing, in the layer’s plane of a GaNAs QW. The effect on the local gap is
also shown (courtesy Grenouillet [59])

which implies that it suppresses localised states [57]. It is believed that the
post-growth annealing process improves the homogeneity of nitrogen within
the layer. The N preferentially reorganises in the Ga(In)NAs layers rather
than diffuse into GaAs barriers.

Rapid-thermal annealing (RTA) induces a decrease of N composition fluc-
tuations in GaNAs. An observed blueshift of the alloy bandgap much greater
at low temperature than at room temperature is indicative of this reduction
of alloy disorder and therefore of localisation effects. A decrease of the FWHM
further confirms this conclusion, and a graphical explanation is schematically
shown in Fig. 7.8. The effect is the decrease of the potential fluctuations
induced by a reorganisation of nitrogen inside the well, improving the N
uniformity [58].

Several other studies also indicate that carrier localisation can be sup-
pressed by annealing. Shirakata et al. [60] show that the crystal quality of
GaInNAs SQW samples can be greatly improved via rapid-thermal annealing.
They observe a suppression of the S-shape behaviour, a significant reduction
in spectral linewidth and a greatly enhanced (∼100 times) emission intensity.
Zhao et al. [61] investigated the optical properties of GaNAs QW structures
grown at different temperatures and subsequently annealed. They found that
carrier localisation is strongly affected by both growth and annealing temper-
atures. By optimising them, they effectively remove the localisation effects.
A significant reduction in the S-shape feature, attributed to a reduced com-
positional fluctuation inside the QW, was also reported by Kovsh et al. [62],
and by Erol et al. [63] In the latter work, PL and spectral photoconductiv-
ity (PC) experiments were performed on a GaInNAs QW, before and after
RTA (Figs. 7.9 and 7.10). The PL emission before annealing clearly shows
strong S-shape features in both the peak emission and FWHM. However,
after annealing the S-shapes are significantly reduced, indicating a reduction
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in localisation all be it at the cost of a slight blueshift. In contrast, both the
before and after annealing PC results follow Varshni-like curves. While PL
is an emission-based technique, PC is an absorption-based technique and is,
therefore, most sensitive to absorption at the band edge. Similar studies, which
compare band-edge behaviour with localisation effects, have been carried out
by Uesugi et al. [64, 65] using absorption spectroscopy.
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Removal of the S-shape feature in dilute nitrides has been reported also by
other means, for example adding GaInNAs barriers in the sample structure
[66] or adding antimony into the material, as described in Sect. 7.4.2.

7.4.2 Antimony incorporation

The incorporation of antimony during dilute nitride deposition was first
reported by Yang et al. [67]. Sb acts in a surfactant-like manner lowering
surface free energy, suppressing diffusion and preventing 3D growth, island
formation and phase separation [68]. It has been demonstrated that an excess
flux of antimony introduced in the growth process enhances the optical prop-
erties of dilute nitrides [69]. Emission wavelengths above 1.4 µm have been
demonstrated, which are difficult to achieve without Sb due to the large
amount of either In or N required and hence a large miscibility gap. The
enhanced crystal and optical properties achievable via the use of Sb results in
a significant reduction in carrier localisation. Again, this improvement can be
pushed further by an accurate optimisation of growth parameters such as the
growth temperature [70], or using both thermal annealing and ion deflection
plates [47].

7.5 Summary

In this chapter, we have given an overview of how the incorporation of small
fractions of nitrogen affects carrier dynamics in dilute nitrides. Particular
emphasis is placed on the formation of localised states due to the addi-
tion of nitrogen. Drawing on our own research as well as that of the wider
dilute nitride research community, we discuss the experimental evidence for
localisation, and the possible causes and methods employed to reduce this.
Experimentally, a number of low temperature methods have been used to
study and quantify the localised states. Steady-state PL has been extensively
used to study spectral lineshape and the so-called “S-shape” emission energy
temperature dependence. In addition, time resolved PL, absorption and spec-
tral PC measurements have also been employed to provide further information
about these states. In many early dilute nitride studies, it is likely that growth
related issues played a significant part in the generation of excessive locali-
sation in QW samples. Recent advances in dilute nitride growth techniques
have resulted in enhanced quantum efficiencies and reductions in localisation.
In this area of research the addition of antimony is particularly note worthy
and certainly deserves further investigation. While advances in dilute nitride
growth and in situ or post-growth thermal annealing have clearly helped
reduce potential fluctuations, we believe that the dilute nature of these alloys
will intrinsically result in some degree of localisation. It is clear that more
work is required to fully understand and minimise the localisation in dilute
nitrides.
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Influence of the Growth Temperature
on the Composition Fluctuations
of GaInNAs/GaAs Quantum Wells

M. Herrera, D. Gonzalez, M. Hopkinson, H.Y. Liu, and R. Garcia

In this chapter, we review our investigations on the composition fluctuations
of GaInNAs/GaAs(001) quantum wells and on the effect of the growth tem-
perature in this feature. For this, we have analyzed GaInNAs quantum well
samples grown at different temperatures in the range 360–460◦C by trans-
mission electron microscopy in diffraction contrast mode. Our results show a
variation of the contrast as bright and dark regions along the quantum well,
related to phase separation in the alloy. This variation becomes more severe
on increasing the growth temperature, showing that the composition fluctu-
ations are stimulated with this growth parameter. From the analysis of the
structure factor of GaInNAs for the g002DF reflection, it is proposed that the
observed compositional inhomogeneity of GaInNAs is due firstly to a fluctu-
ation of the indium content and secondly to an out of phase N fluctuation,
the latter occurring since nitrogen bonds preferentially to Ga-rich regions in
the alloy. With regard to the thermodynamics of the process, we have used
several models from the literature for the calculation of the critical temper-
atures of spinodal decomposition. This analysis shows that N has a higher
tendency to phase separation than In, and that the introduction of nitrogen
into the ternary alloy GaInAs can also stimulate the composition fluctuations
of indium in the alloy. Regarding the kinetics of the process of phase separa-
tion, we have calculated the energy of activation for surface diffusion in the
alloy. The results suggest that the diffusion of indium controls the process of
formation of phase separation.

8.1 Introduction

Since Kondow et al. [1] proposed and created the GaInNAs alloy in 1995, many
efforts have been devoted to the research and development of this semiconduc-
tor alloy with the aim to use it in optoelectronic devices, such as those in the
optical fiber field. The principal characteristic of this system is that it shows
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an extremely large negative band gap bowing [2] that allows a redshift of the
emission wavelength through the incorporation of low-N contents in GaAs
or GaInAs structures. GaInNAs can be grown pseudomorphically on GaAs
substrates with a type-I band line up, offering the advantages of established
GaAs device technology, such as lower substrate cost, ease of fabrication, and
the advantageous refractive index properties of the GaAlAs ternary alloy. The
GaInNAs material system has been used for transverse lasers [3–5], with laser
emission at 1.3 µm produced from quantum wells of GaInNAs with 30% of In
and a N composition as low as ∼2%. Other optoelectronic applications include
vertical cavity surface-emitting lasers (VCSELs) [6] as well as solar cells [7]
and heterojunction bipolar transistors [8].

The successful performance of such devices depends on the ability to
growth of high-quality single crystalline epitaxial layers of these materials.
Using molecular beam epitaxy (MBE), which is predominantly considered
here, the growth temperature appears to be one of the key parameters. On
the one hand, a growth temperature too high limits the incorporation of N
in the GaInAs alloy [9], whilst, on the other hand, low growth temperatures
degrade the efficiency of light emission due to an increase of point defects [10].
Moreover, as we will show in the following, this growth parameter also influ-
ences drastically the composition in the alloy [11, 12]. Although, in principle,
a random atomic distribution in the layers could be supposed, in practice a
temperature-dependent miscibility gap exists in most solid solutions, leading
to the apparition of composition fluctuations. The difficulties in the growth of
homogeneous layers are more complex in quaternary alloys because two com-
positional degrees of freedom are present. In GaInNAs, the phase separation
problem can be overcome to some extent by growing the layer at low temper-
ature followed by a postgrowth annealing process at high temperature [13],
during which the degradation of the luminescence properties [14] is partially
recovered. However, a better understanding of the behavior of the system
and, in particular, of the composition of the alloy, with the growth temper-
ature, is needed to optimize the performance of the GaInNAs optoelectronic
devices.

This work addresses the effect of the growth temperature on the com-
position fluctuations of GaInNAs structures. For this study, the samples
of GaInNAs quantum wells described below have been studied by trans-
mission electron microscopy (TEM) in diffraction contrast mode. We have
also approached the phase separation problem in GaInNAs theoretically,
firstly through the calculation of the critical temperatures of spinodal decom-
position according to several models proposed in the literature. However,
these models cannot explain the results obtained experimentally. This has
led us to consider kinetic parameters such as the diffusion of the different
species in the alloy to obtain a better understanding the behavior of the
system.
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8.2 Experimental

The GaInNAs samples studied in this work have been grown by MBE on
(001) GaAs substrates in a VG V80H MBE system equipped with an Oxford
Applied Research HD25 radiofrequency plasma source for N. The N flux
was controlled by monitoring the intensity of the atomic N plasma emis-
sion with a photodiode. The nitrogen content in the epilayers was calibrated
from the X-ray diffraction analysis of bulk samples and GaNAs quantum
wells grown using similar plasma emission intensities. Three different sets
of samples have been studied. The first one consists of four structures with
8 nm thick Ga0.62In0.38N0.023As0.977 single quantum wells embedded between
GaN0.007As0.993 barrier layers with thickness 52 nm. The growth temperature
of these samples was 360, 400, 440, and 460◦C, respectively. With regard to the
second set of samples, the design of the structures is similar to the previous set,
but with the difference that buffer layers (BLs) of Ga0.88In0.12N0.019As0.981

were inserted before and after each well. This set of samples comprises five
structures, grown at 375, 385, 400, 410, and 420◦C, respectively. Finally, for
comparison, 8 nm thick GaInAs QWs with nominal In content of x = 0.3 were
also grown at two different temperatures; 460 and 515◦C.

Specimens were thinned to electron transparency by mechanical polishing
followed by low-voltage Ar+ ion milling at a liquid nitrogen cooled stage for the
cross-sectional TEM analysis. TEM studies were performed in JEOL EX1200
and JEOL 2011 microscopes operating at 120 and 200kV, respectively.

8.3 Composition Fluctuations in GaInNAs Studied
by Transmission Electron Microscopy
in Diffraction Contrast

Analysis by TEM of the GaInNAs samples grown at T ≤ 440◦C has shown
that these structures present a good crystal quality, with no dislocations or
any other structural defects, and exhibiting perfectly flat wells. When increas-
ing the growth temperature to 460◦C, however, an undulation of the wells
and the presence of threading dislocations are observed [15, 16]. Therefore, it
seems that the growth temperature is a key parameter to obtain high-quality
GaInNAs structures.

Despite the good structural quality, a variation of the contrast with
g220BF reflection along the well has been observed in all samples, showing
dark and light fringes with periodic character. For the structures grown at the
lower temperatures, the variation of the contrast is relatively slight, but we
have found that on increasing the growth temperature the change of contrast
gets progressively more pronounced. The dark and light fringes observed have
been associated to the existence of a phase separation in the alloy, as it will
be shown later. To quantify the differences found between the samples grown
at different temperatures, the intensity profiles of the g220BF images taken



202 M. Herrera et al.

(a)

(b)

(c)

(d)

Fig. 8.1. g220BF images of the samples grown at 360◦C (a), 400◦C (b), and 440◦C
(c), and (d) the intensity profiles taken in the upper well of each structure

in the upper well of each sample and normalized with the GaAs substrate
have been considered. Figure 8.1 shows g220BF micrographs of the samples
grown at 360, 400, and 440◦C, where the intensity profiles taken from the
upper well of both micrographs and normalized to the GaAs substrate have
been included. In these profiles, an increase in the amplitude when raising the
growth temperature is clearly observed.

To try to separate the contribution of the In and the N atoms to the
structural features found in these samples, quantum wells of the ternary alloy
GaInAs were grown at different temperatures. The composition of these sam-
ples was chosen in such a way that the lattice mismatch is similar to that in
the GaInNAs structures described above. The analysis with g002DF reflec-
tion of the Ga0.7In0.3As structure grown at 460◦C has shown that the well
is perfectly flat; however, very slight stress contrasts have been observed in
g220BF. This is in contrast to the behavior of the GaInNAs structures, where
more pronounced contrasts were found in samples grown at even lower tem-
peratures. This result suggests that the addition to N to the ternary GaInAs
alloy has a strong influence in the formation of the observed contrasts, as will
be further discussed later. Increasing the growth temperature to 515◦C, the
Ga0.7In0.3As QW is strongly undulated, as it can be observed in Fig. 8.2. Thus,
both alloys GaInAs and GaInNAs show the same behavior with regard to the
3D growth mode, but in GaInAsN this behavior takes place at a significantly
lower temperature.

Figure 8.3 shows a summary of the results obtained with the g220BF reflec-
tion in the present work. In this figure, the average amplitude of the intensity
profiles taken from g220BF images in the samples with GaNAs barrier layers
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Fig. 8.2. g002DF micrograph of the GaInAs structure grown at 515◦C
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Fig. 8.3. Graph of the amplitude of the intensity profile taken from g220BF
micrographs in the upper well of each structure vs. the growth temperature

and with BLs is plotted vs. the growth temperature. It should be noted that
the amplitude of the strain contrasts in both sets of samples presents a similar
tendency with temperature; therefore, the insertion of BL seems not to affect
drastically the phase separation in the alloy. The insertion of BL between the
GaInNAs quantum well and the GaNAs barrier has been proposed to improve
the optoelectronic properties of this alloy, extending the emission wavelength
in quantum wells mainly due to a reduction in the potential barrier. In this
work, we have not found significant evidences that this improvement is due
to a variation in the composition fluctuations in the alloy. With regard to
the graph in Fig. 8.3, we have fitted the experimental data to a line using
the minimum squares method. From this graph, we have obtained a value of
approximately 330◦C for the temperature at which the amplitude of the con-
trasts would become zero, suggesting that, at this temperature, the growth of
a homogeneous GaInNAs layer would be expected. This experimental result is
of great technological importance, given that the phase separation affects the
optoelectronic properties of the alloy. In the same figure, we add the intensity
of the contrast amplitude for the Ga0.7In0.3As sample growth at 460◦C. As we
can observe, the extent of composition modulation for the GaInNAs samples
is remarkably high with respect to the Ga0.7In0.3As sample, the latter being
only comparable to the GaInNAs grown at the lowest growth temperature
(360◦C).
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To clarify the origin of the contrasts observed with the stress-sensitive
g220BF reflection in our samples, we need to consider electron scattering in a
deformed crystal, a phenomenon that can be treated by means of the dynam-
ical theory of diffraction contrast. Thus, the intensity of the incident and
scattered waves is related to the displacement field (R(r)) of the atoms in a
nonperfect crystal [17]. The variation in intensity of the electron beams gives
rise to the contrasts observed in TEM images. The displacement field R(r)
can be produced by lattice defects such as dislocations as well as by the distor-
tion of the atomic planes of a coherent thin layer. In our samples, the lattice
mismatch between the GaInNAs quantum wells and the substrate is identical
for the different structures, given that they all have the same composition.
Therefore, in the absence of lattice defects, similar contrasts are expected.
However, we have observed in our study that the contrasts are stronger on
increasing the growth temperature of the quantum well, despite the fact that
all the samples have the same composition. Moreover, although the struc-
ture obtained at 460◦C shows 3D growth, the other samples do not exhibit
any structural defect that could be responsible for such contrasts. There-
fore, the cause of the displacement field responsible for the contrasts observed
with g220BF reflection needs to be treated as an atomic plane distortion in
the 〈110〉 directions. According to Vegard’s law, the lattice parameter of any
material system is directly related to its composition. Consequently, variations
of composition inside a particular alloy would result in a modulation of its
lattice parameter and hence in the apparition of a displacement field in the
atomic planes. We believe that the contrasts observed with g220BF reflection
are due to composition fluctuations in the wells as a consequence of interdif-
fusion at increasing growth temperature. If we compare these contrasts with
those found with g220BF reflection in the GaInAs structure grown at 460◦C
and with the same lattice mismatch than the GaInNAs samples, we can see
that in the quaternary alloy the contrasts are much more pronounced. This
means that the introduction of N in the ternary alloy plays an important role
in the formation of the observed contrasts.

It should be mentioned that, although our reasoning about the existence
of composition fluctuations is based on the stress-sensitive g220BF reflec-
tion, the g002DF reflection is usually considered as a “composition-sensitive”
reflection. The g002DF reflection is associated with composition because its
intensity depends on the difference in the atomic structure factors of the con-
stituent atoms, whereas in g220BF it depends on the sum of these factors. The
GaInNAs samples considered have also been studied with the g002DF reflec-
tion. However, this reflection does not show variations in the contrast along
the wells in any of the samples, independently of the growth temperature and
of the insertion of BLs. Figure 8.4a shows a micrograph of the structure grown
at 440◦C, and in Fig. 8.4b the intensity profile taken from this micrograph in
the central part of the well and normalized with the GaAs substrate is shown.
As can be observed, no major fluctuations of the amplitude in this profile are
observed.
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Fig. 8.4. (a) g002DF image of the sample grown at 360◦C and (b) intensity profiles
taken inside the quantum well and in the GaAs substrate from the picture in (a)

Up to now, several authors have already reported experimental evidence of
lateral composition modulations in the GaInNAs QWs using g002DF image
analysis [18–20], although this has been only attributed to In segregation.
Albrecht et al. reported In-concentration fluctuations of ∼5% whilst Patri-
arche et al. found a fluctuation of ∼7% between In-depleted and In-rich zones
in a similar quaternary alloy using normalized g002DF intensity profiles for
the as-grown samples. In both reports, there was no indication of lateral
fluctuations of N-concentration. For the annealed samples, they also do not
observe fluctuations in the g002DF profiles. The experimental results by TEM
show that no modulation contrasts appear with the chemical-sensitive g002DF
reflection, whereas a high degree of lateral deformation with g220BF reflec-
tion is observed. As we are showing in the following, both results can only be
explained if nitrogen and indium segregation occurs [21].

The chemically sensitive g002DF reflection under kinematical conditions
depends mainly on differences between the atomic scattering factors of III and
V elements, being relatively independent of sample thickness for these con-
tents. The intensity of the g002DF reflection (I002) for a zinc-blende structure
is given by

I002 ≈ C |F |2 =4C(fIII − fV)2 = 4C[xfIn + (1 − x) fGa − yfN − (1 − y)fAs]
2,

(8.1)
where C is a factor that depends on thickness and imaging conditions, F is
the structure factor, and f are the atomic scattering factors. For a sample
with nonuniform composition, a region of the material A, where the In and
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N contents are increased by an arbitrary quantity ∆x and ∆y, respectively,
implies a region B nearby in which these compositions are decreased in the
same proportion. To obtain the same dark field intensity in the two different
regions A and B, we need that

IA
002(x + ∆x, y + ∆y) = IB

002(x − ∆x, y − ∆y). (8.2)

Solving, we obtain

∆x = − fAs − fN

fIn − fGa
∆y = −2.208∆y. (8.3)

Therefore to obtain the invariant g002DF intensity profiles in GaInNAs QWs
that we have observed experimentally, it is necessary that an increase in the
N composition ∆y must be accompanied of a simultaneous decrease in the
In content ∆x in the proportion ∆x ≈ −2.21∆y. The formation of N-rich
regions with a depletion of In content into In-rich and N-depleted regions
obeying the rule ∆x ≈ −2.2∆y could explain the absence of contrast mod-
ulation with the g002DF reflection. Consequently, we suggest that there are
two compositional modulation profiles, one for N and another for In, which
are 90◦ out of phase to the In distribution. In addition, the uncoupling of
In and N composition profiles could also explain the high-strain fields that
appear with g220BF reflection. For this reflection, the image is dominated by
the strain field contrast (g ·R), where R is the displacement vector regarding
the regular position of the atoms. In a simplified form, if we consider two
close coherent regions with different composition, for example A and B, the
displacement field for this situation is

R =
3Kδ

3K + 2E(1 − ν)
, (8.4)

where K is the bulk modulus for the phase A, E and ν are, respectively, the
elastic modulus and Poisson’s ratio of phase B, and δ is the lattice misfit.
Although the compositional profile follows a sinusoidal form, we can calculate
the maximum δ that corresponds to the higher contrast as

δ =
aA(x + ∆x, y + ∆y) − aB(x − ∆x, y − ∆y)

aB(x − ∆x, y − ∆y)
, (8.5)

where aA and aB are the lattice parameters of regions A and B, respectively.
If we imposed the condition derived in (8.2), we can obtain the lattice misfit
amongst regions with the same chemical contrast in the g002DF condition
(see Fig. 8.5).

In the same figure, we also show the lattice misfit for the GaInAs case
(y = 0) with the same ∆x. As we can see, the lattice misfit for the same
amplitude of In modulation, ∆x, is always higher in the GaInNAs samples
than GaInAs samples. This result is in agreement with the contrast amplitude
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Fig. 8.5. Lattice misfit among GaInNAs regions with the same chemical contrast
in the g002DF condition. In the same figure, we also show the reticular misfit for
the GaInAs case (y = 0) with the same ∆x

ratio experimentally measured with the g220BF reflection (see Fig. 8.1). The
system would show homogeneous contrasts with the g220BF (no strain fields)
if the In and N composition profiles were in phase (matched conditions, ∆x ∼
3∆y), i.e., to say, the N-rich regions coincide with In-rich regions. Only the
formation of separate In-rich and N-rich regions could explain the higher strain
fields observed with the g220BF and the absence of fluctuation contrast with
the g002DF reflection.

We should point out that the proportion ∆x ≈ −2.21∆y need not to
be precisely followed to observe an absence of contrast with the g002DF
reflection. Probably there exists a range of proportions of indistinguishable
contrasts for which the image is not sensitive to. The use of g002DF inten-
sity contrasts has been studied in detail for GaInAs. Cagnon [22], Glas [23],
or Patriarche [20], using different models for g002DF image analysis, have
shown that there does not exist a perfect agreement between experimen-
tal and theoretical results, although their experimental results indicate that
the relative g002DF contrasts are more sensitive than theoretical predictions
when In contents are in the 30–40% range. As example, Patriarche et al.,
using an experimental fit of normalized contrast, propose contrast sensitivity
for Indium measurement of 0.02%. With regard to the effect on the g002DF
contrast of N incorporation, there have been no experimental studies in the
bibliography from which we can estimate the relative sensitivity of the tech-
nique. However, if we use the kinetical model and compare this to known
observations, we believe that we should be able to detect differences of 0.5%
of N for the same In content (relative intensities higher than 10%). The large
difference between the N atomic factor and the other atoms (Ga, In, and
As) explains this relatively high sensitivity. These predictions are confirmed
experimentally through g002DF TEM analysis of GaAsN/GaAs QWs with
∼1% of nitrogen which show remarkably strong contrast with respect to the
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GaAs barriers. In addition, in the same way that elastic strain raises the
experimental g002DF contrast with regard to theoretical predictions [22], we
suppose that the nitrogen g002DF analysis could be more sensitive because the
inhomogeneity of N incorporation introduces a higher strain field. However,
it should be noted that we do not propose exact measurement of composi-
tion modulation amplitude in our work, but rather we think that contrast
differences should be more appreciable for this N and In composition.

There are few works in the literature concerning measurements of In and
N in QWs with the required compositional sensitivity on a nanometer scale.
Using electron energy loss spectroscopy (EELS) [24] or annular dark field
scanning transmission electron microscopy (STEM) [25], there have been no
studies reported which can resolve the N distribution to the required compo-
sitional and spatial sensitivity. However, for N-rich samples, the existence of a
composition profile, which is 90◦ out phase, has been confirmed using STEM
energy dispersive X-ray (EDX) elemental maps. Bullough et al. [26] confirm
the presence of differentiated cells rich in In, Ga, and As atoms that tend to
become In-rich toward the cell center separated by thin second phase regions,
and show an increase in the Ga and N contents, and a deficiency in In and
As. These results are consistent with our experimental findings.

On the other hand, and in relation to the results obtained with g002DF
reflection, some comments should also be made on the differences found with
regard to the 3D growth between the GaInAs and the GaInNAs samples stud-
ied. The Stranski–Krastanow (SK) growth mode observed in our study shows
a similar tendency in both GaInAs and GaInNAs alloys. Whereas growing at
relatively low temperature the wells appear perfectly flat, on increasing the
temperature the growth mode changes from 2D to 3D. However, the temper-
ature at which the bidimensionality is lost is different in both systems. At
460◦C the GaInAs wells remain flat, but in comparison the GaInNAs ones
show well-defined islands. The SK growth mode [27] has been demonstrated
to take place in highly mismatched systems [28, 29], as a mechanism to relax
the strain in the epilayer [30]. Thermodynamic models have been widely used
to predict its stability by considering the balance of strain and surface ener-
gies [31]. However, as the growth process is a nonequilibrium process, other
factors such as deposition rate [32], temperature [33], and diffusion [33] must
also be considered. Our results have shown that, although in both Ga0.7In0.3As
and Ga0.62In0.38N0.023As0.977 alloys the SK growth process is thermodynam-
ically favored, but kinetically limited by growth temperature, in GaInNAs
quantum wells the critical temperature for this to take place is lower. There-
fore, it should be an N-related phenomenon which promotes the 3D growth
at lower temperatures and not the strain difference.

Classical theories of SK growth consider that an initially flat epilayer would
evolve into 3D islands only when the first nuclei of material reach a particular
critical size [34], otherwise these nuclei dissolve back into the 2D layer. This
implies that an energetic barrier is present which needs to be overcome for the
stabilization of the first islands. As our results have shown, whilst the GaInAs
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structures are quite homogeneous, the GaInNAs quantum wells show phase
separation. The presence of composition fluctuations is expected to produce
nonuniformities in the surface strain of the structure. These variations in sur-
face strain could locally reduce the energy barrier for the transformation into
stable islands, favoring the 3D growth at lower temperature in the GaInNAs
structures. This mechanism is analogous to that acting in stacked quantum
dots, in which stress from underlying dots promotes subsequent layers to stack
above this position.

Recently it has been proposed theoretically and demonstrated experimen-
tally that the segregation of In from the flat wetting layer to the surface of the
structure controls island formation [35, 36]. Taking into account this theory
and according to our results, a possible mechanism would be that In segre-
gation toward the surface is more favored in the GaInNAs system than in
GaInAs. Increased In segregation in the nitrogen-containing alloy would seem
reasonable if we consider the high elastic strain in the nitride. In the GaIn-
NAs alloy, there is a big difference in atomic size between the constituent
atoms (as mentioned earlier). Placing the small N atoms in the atomic sites of
the larger As atoms should produce local stresses in the structure. Diffusion
toward the surface of the structure of an atom of large size as In could be
enhanced because of these stresses in the alloy, then favoring the formation of
islands according to the model mentioned above [35, 36].

The two mechanisms considered could contribute up to a point to the
Stranski–Krastanow growth in GaInNAs alloys. However, we believe that the
main reason for the transition 2D–3D taking place at lower temperature in
GaInNAs than in GaInAs could be the nonuniformities in the surface of the
nitride structure because of the phase separation. Lowering the energy barrier
for the formation of the first nuclei would result in the apparition of islands
at lower temperature, as our results have shown. In addition, we know of no
data on increased In segregation in GaInNAs QWs and therefore favor the
former model.

8.4 Spinodal Decomposition in GaInNAs

Cross section and planar view of TEM specimens reveal that strong compo-
sition contrasts are aligned to the 〈110〉 directions. It is well known that the
lateral composition modulation can line up in the 〈100〉 direction in which the
elastic strain energy is minimum or in the 〈110〉 directions where the atomic
diffusion is faster [37]. This fact highlights the importance of the surface dif-
fusion process and therefore the deposition variables for this system, but also
reinforces our hypothesis that the profiles obtained in the 〈110〉 cross-section
micrographs can offer a good and realistic image of the strength of composition
modulation in the alloy. For all of the samples, except the highest temperature
(460◦C) sample, compositional modulation occurs without undulations in the
QW structure. It has been reported that morphological instabilities are in
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many cases the origin of phase separation due to a different size or mobility of
the atoms in the alloy [38–40]. Although the sample grown at 460◦C shows that
a higher composition modulation is coupled with a surface modulation, the
samples grown at lower temperatures present perfectly flat interfaces with a
well-defined composition modulation. This is evidence to support the intrinsic
trend of GaInNAs alloys toward phase separation. In the last years, the prob-
lem of the phase separation has been often approached theoretically by the
calculation of the critical temperatures of spinodal decomposition. Although
it is true that kinetic factors such as growth rate must be included in a more
realistic model and that it is probable that phase separation occurs within a
few monolayers close the surface, it is also clear that thermodynamic aspects
such as the chemical interactions between atoms play an important role in the
description of phase separation in this system [41].

Following Cahn [42,43], who proposed a theoretical model for bulk binary
metal alloys, several authors have extended the theory of spinodal decom-
position to semiconductor alloys [44, 45]. However, the predicted critical
temperatures were abnormally low. Since then, several authors have applied
theoretical calculations to epitaxial layers, considering also the elastic energy
that results from the lattice mismatch of a layer grown on a substrate [46,47].
Nowadays, theoretical models tend to include specific characteristics of the
epitaxial growth, such as the atom adsorption from the vapor to the surface,
surface diffusion instead of bulk diffusion, or surface morphological undulation.
From the earlier treatment of Malyshkin [48], several models that intro-
duce different kinetic instabilities coupled with morphological instabilities
have been developed. However, as pointed by Millunchick [49], compositional
modulations can occur even in the absence of morphological modulations if
the semiconductor alloy shows a tendency for phase separation or spinodal
decomposition.

According to the exposed above, we believe that the spinodal decompo-
sition models can be very useful to obtain a first estimation of the tendency
toward phase separation of the different components of the alloy. Therefore,
we have applied some of the models found in the literature to the alloy under
the study of GaInNAs.

Several factors are usually included in the calculation of the miscibility gap
for epitaxial semiconductor layers, mainly the chemical energy, the coherency
strain energy, and the gradient energy, although often the last one is considered
negligible with respect to the other two. With regard to the chemical energy,
two approaches are normally used for its calculation: the regular solution
(RS) model and the delta lattice parameter (DLP) [44]. The expressions for
the chemical energy according to these models read, respectively, as follows

GRS
chem = xyµ0

InN + x(1 − y)µ0
InAs + (1 − x)yµ0

GaN

+(1 − x)(1 − y)µ0
GaAs + x(1 − x)yαInN–GaN

+xy(1 − y)αInAs–InN + x(1 − x)(1 − y)αInAs–GaAs

+(1 − x)y(1 − y)αGaAs–GaN + A (8.6)
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and
GDLP

chem = −K(∆a)2a−4.5 + A, (8.7)

where

A = RT [x ln(x) + (1 − x) ln(1 − x) + y ln(y) + (1 − y) ln(1 − y)] , (8.8)

µ0 is the chemical potential of the pure binaries, a is the lattice constant, α
is the interaction parameter between the binary compounds, K is a constant
for all systems, R is the universal gas constant, and x and y are the In and N
composition, respectively.

As it can be seen, the expression of the regular solution model includes
the calculation of the chemical potentials and the interaction parameters of
the pure binaries. The DLP, on the other hand, allows us to simplify the
calculation, approximating these terms by the expression K(∆a)2a−4.5. We
are going to evaluate the validity of this approximation for our alloy GaInNAs.

For the RS model we have used the approximation proposed by Aso-
moza [50], where the chemical potentials of the pure binaries are estimated
using the expression

µ0
AB = HAB − TSAB +

∫ T

298.15

CAB
p dT − T

∫ T

298.15

CAB
p dT/T, (8.9)

where H and S are the enthalpy and the entropy at the standard state,
respectively, and Cp is the specific heat capacity at constant pressure.

We have taken the experimental dependences of the specific heat capacity
with the temperature from a different source [51, 52] than the ones [53] used
by Asomoza [50]. This has produced deviations in the slope of the curve of
the critical temperature with regard to that proposed by this author. More-
over, we have found a high sensitivity in the calculated critical temperatures
when changing slightly the expressions considered by us for the specific heat
capacity. This means that we should be very careful with the absolute val-
ues of the critical temperatures obtained in this calculation, given that the
expressions for Cp have been obtained experimentally and could be affected
by some errors. However, these variations do not affect the main tendencies
and conclusions obtained in the present work.

The second term included in these models of spinodal decomposition is
the elastic energy due to the lattice mismatch with the substrate, which in
this case is

Gstrain = Ω(C11 − C12)(C11 + 2C12)ε
2/C11, (8.10)

where Ω is the molar volume, C11 and C12 are the elastic constants, and ε is
the elastic strain. Then, for the calculation of the critical temperatures, the
condition of the spinodal for quaternary alloys [54]

∂2F (x, y)

∂x2

∂2F (x, y)

∂y2
−
(

∂2F (x, y)

∂x∂y

)2

= 0 (8.11)
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Fig. 8.6. Critical temperatures for spinodal decomposition using DLP and RS
models in GaxIn1−xAs0.977N0.023/GaAs structures. Our experimental results are
included

is used, where F is the global free energy of the alloy, which is the sum of the
chemical energy (Gchem) and the strain energy (Gstrain).

Figure 8.6 shows a plot of the theoretical calculations of critical tempera-
tures for spinodal decomposition from DLP and RS models. Our experimental
results are also included. As can be clearly seen, the curve using the DLP
model shows critical temperatures for spinodal decomposition considerably
lower than that corresponding to our samples. Therefore, this model predicts
that our GaInNAs quantum wells should be homogeneous, a conclusion that
differs from our experimental observations. On the other hand, the RS model
is in good agreement with our results, showing that spinodal decomposition
should have taken place in our samples. It follows that the DLP model of
Stringfellow [44] is not appropriate for the calculation of the miscibility gap
in GaInNAs alloys.

In view of the results above, we focus only on the RS model in the sub-
sequent discussion. Figure 8.7 exhibits a plot of the critical temperatures for
spinodal decomposition vs. variations in In (keeping the N content constant
at the value of our samples, 0.023) and N (keeping the In content constant at
0.38). As can be observed, the curve corresponding to the N is much higher
than that for the In. Higher critical temperatures in the miscibility gap mean
higher instability with regard to spinodal decomposition. In this way, it seems
that N is the alloy constituent which will show a higher tendency to suffer
spinodal decomposition and phase separation.

The experimental results obtained with g002DF also point at the fact that
N has higher tendency to phase separation than In. Our calculations on the
structure factor of the g002DF reflection for the GaInNAs alloy have shown
that the studied samples should be a fluctuation in In close to double the
fluctuation in N (∆x ≈ −2.2∆y). If we consider a fluctuation of In of 1% as has
been proposed by Albrecht et al. [55], then the variation in the N composition
should be approximately 0.4%. Although it could be seen that these results
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point at In as the main element responsible for the phase separation of the
alloy, if we consider the fluctuation of each element in relation to its absolute
content in the alloy, the conclusion would be the opposite. A variation of 1%
of In with regard to the 35% existing in the alloy supposes a 3.5% difference
in composition from some regions to others inside the well; for N, however, a
variation of 0.4% with respect to the global N content of 2.3% results in a 18%
of N fluctuation in the structure. This result shows a very high tendency of N
toward phase separation, much higher than In. This finding appears reasonable
considering the extremely low solubility of N in the GaAs alloy [56].

It should be noted that the fact that the critical temperatures for N
are higher than that for In are a direct consequence of the higher inter-
action parameter of InAs–InN and GaAs–GaN with regard to the other
combinations [50]. The higher interaction parameters of αGaAs–GaN (2.16 ×
105 Jmole−1) and αInAs–InN (1.46× 105 Jmole−1) regarding αInN–GaN (4.53×
104 Jmole−1) and αInAs–GaAs (1.89×104 J mole−1) explain the trend of nitro-
gen to separate into GaN and other phases. Following this reasoning, the RS
model predicts a separation into N-rich regions (GaN) and In-rich regions
(InAs). This is in good agreement with the conclusions obtained from the
analysis of the results found with g002DF reflection, reinforcing the hypothesis
that the GaInNAs alloy is constituted by alternate In-rich and N-rich regions.
Moreover, the analysis of the critical temperatures with the RS model has also
shown that the N, besides forming an independent composition profile, could
also influence on the behavior of In. Figure 8.8 shows a graph of the critical
temperatures calculated with the RS model for In for the GaInAs alloy and
the GaInNAs one. As it can be observed, the critical temperatures are higher
in the quaternary system than in the ternary. This means that the introduc-
tion of N in the GaInAs alloy increases the tendency to phase separation in the



214 M. Herrera et al.

0.0 0.2 0.4 0.6 0.8 1.0

0

200

400

600

800

1000 GaInAs

GaInNAs

C
ri

ti
ca

l 
T

em
p
er

at
u
re

, 
K

In content

Fig. 8.8. Critical temperatures for spinodal decomposition of In in GaInAs (con-
tinuous line) and GaInNAs (dotted line)

group III sublattice, therefore the magnitude of the composition fluctuations
regarding In atoms is expected to be higher in the quaternary alloy.

Some comments should also be made with regard to the mechanism of
formation of the 90◦ out of phase compositional profile in the GaInNAs alloy.
It is well known that In modulation occurs in GaInAs structures and also the
existence of N modulation in GaNAs [57, 58] has been observed. One possi-
ble explanation is that, during the growth process, chemical bonding aspects
are dominating at the growing surface, which favor Ga–N bonds instead of
In–N bonds [59] and this state is then frozen-in during the nonequilibrium
epitaxial growth process. The natural trend of In atoms to form a modula-
tion at the surface of GaInAs structures could produce nitrogen accumulation
in the Ga-rich phase. However, local strain effects have higher importance
in bulk, favoring In-rich nearest-neighbor configurations of N. Therefore, the
frozen nonequilibrium bulk state can be moved toward the equilibrium bulk
state by certain annealing processes [60]. The diffusion of N to In-rich regions
decreases the elastic N-induced perturbation, leading to reduced band struc-
tural modification. This behavior explains very well the blueshift produced
by the annealing of GaInNAs structures, although the very low bulk diffusion
coefficients (∼10−19 cm2 s−1) limit this process and therefore high postgrowth
annealing temperatures are required (typically ∼800◦C).

Finally, it should be noted that a discrepancy can be found between
our experimental results and critical temperature curves for spinodal
decomposition. We have observed an increase in the intensity of the strain
contrasts when raising the growth temperature of the GaInNAs quantum
wells, a fact that has been related to an increase in the magnitude of com-
position fluctuations in the alloy for higher growth temperatures. However,
theoretical models predict a higher stability with regard to spinodal decom-
position for higher growth temperatures. This disagreement occurs because
here we do not consider the kinetics of the spinodal model. Thus, kinetic fac-
tors, such as the influence of growth temperature on the surface diffusion of the
different constituents of the alloy, play an essential role in the development
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of composition fluctuations, and could explain the experimentally observed
enhancement of the phase separation when raising the growth temperature.
Therefore, in the following we consider the kinetics of the phase separation in
the GaInNAs alloys.

8.5 Increase of the Composition Fluctuations
with Temperature

Our experimental results with g220BF reflection have shown an increase in
the intensity of the strain contrasts when raising the growth temperature,
related to an increase in the magnitude of the composition fluctuations in
the alloy. As shown above, the composition fluctuations in the alloy GaInNAs
should consist of alternate fringes due to regions enriched in In and N linked
coherently. The changes in the growth temperature should produce variations
in the composition fluctuation of the two alloy constituents in a similar pro-
portion, in such a way that although the magnitude of the fluctuations in both
In and N increases with temperature, the relation ∆x ≈ −2∆y should remain
satisfied. Following this, a measurement of the variations in the intensity of
the strain contrasts with temperature could constitute a good estimation of
the evolution of the amplitude of the phase separation.

A relation between the amplitude of phase separation produced by dif-
fusion and the temperature of the process has been previously proposed by
Cahn [61]. The evolution with time t of the composition c of an alloy exhibiting
a periodic phase separation can be described by

∂c

∂t
= M

{(

∂2F

∂c2

)

∇2c

}

+ nonlinear terms, (8.12)

where M is the diffusion mobility and F is the free energy of the system.
This equation has a simple sine wave solution [62]

c − c0 = eR(β̄t) cos β̄r̄, (8.13)

where R(β̄) is obtained by substituting this solution back into the diffusion
equation, as

R(β̄) = −Mβ2

(

∂2f

∂c2

)

. (8.14)

The mobility M can be expressed as a function of the growth temperature
as [63]

M = M0e
−Q/RT , (8.15)

where Q is the activation energy of the diffusion process and M0 is the
preexponential factor.
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According to these equations, the amplitude in the composition profile is
related to the growth temperature by

c − c0 ∝ ee−Q/RT

. (8.16)

Figure 8.9 shows a plot of the double logarithm of the amplitude of the inten-
sity profile taken from g220BF micrographs vs. the inverse of the absolute
growth temperature for the GaInNAs quantum wells with and without BL.
A linear fit of this data is also included. From the slope of these graphs,
we have obtained an activation energy for adatom diffusion in GaInNAs of
0.19 ± 0.04 eV. In the literature, a value of 0.35 eV has been reported for the
activation energy of In surface diffusion on (001) GaAs with A (2× 4) surface
reconstruction, 0.25 eV for (111)A, and 0.29 eV for (111)B [64]. There have
also been published values of 0.22 eV for the diffusion of In in InAs quan-
tum dots [65] and 0.13 and 0.29 eV for the diffusion of In on Ga0.34In0.66As
(001)-2 × 3 for the directions [11̄0] and [110] [66], respectively. In the present
work, we have not found differences between the (110) directions, although an
asymmetry could exist within the experimental errors of the measurements.
As can be observed, the energy of activation for GaInNAs structures calcu-
lated in this work is of the same order of magnitude as the values found in the
literature for indium in GaInAs alloys. Moreover, it should be mentioned that
the quantum well studied contains 38% In but only 2.3% N. Therefore the
behavior of In is expected to have a much greater effect on the microstructure
of the GaInNAs quantum wells than that of N. On the other hand, the exis-
tence of the same proportion between the composition fluctuations of In and
N, independent of the growth temperature (as observed with g002DF reflec-
tion), indicates that the kinetics of the composition profile could be controlled
just by one of the alloy constituents, with the second one becoming adapted
to it. We have not found in the literature diffusion data for N in GaInNAs to
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be compared with our experimental results, but the obtained values suggest
that it is the surface diffusion of In atoms that controls the phase separation
in the GaInNAs alloy.

With regard to the samples with the quantum wells sandwiched between
BLs, it should be mentioned that this design has been proposed to improve the
luminescence properties of this alloy [67–69]. The introduction of these inter-
mediate composition layers may be expected to reduce the average lattice
mismatch of the epitaxial layers with the substrate, allowing wider quan-
tum wells, an enhancement of the carrier confinement, and a redshift of the
emission [70]. In relation to the structural changes that these layers induce
in the system, Peng et al. [71] have observed that the introduction of BL
reduces drastically the diffusion of In and N along the growth direction (out
of the quantum well). However, no indications of structural changes inside the
quantum wells have been reported. Our study has shown that the composition
fluctuations of GaInNAs quantum wells are not significantly affected by the
introduction of Ga0.88In0.12N0.019As0.981 strain reduction layers. Variations
in the local elastic strain of an epitaxial layer have been found to influence
the surface diffusion process during growth [72–74], but evidence of the effect
of a change in the average lattice mismatch with the substrate on this pro-
cess has not been found. The use of BLs is therefore not expected to cause
local changes in the layers during growth, and therefore the diffusion process
should not be affected. This would explain the similarities in the results of
composition fluctuations for structures with and without BLs.

According to the experimental and theoretical results obtained in the
present work, we can describe the mechanism of formation of the phase sep-
aration in GaInNAs as follows. Due to the higher concentration of In with
regard to N in the GaInNAs structures studied (more than one order of mag-
nitude higher) and according to the experimental values of activation energy
for surface diffusion obtained in the present work, it is likely that the composi-
tion profile found experimentally is determined firstly by In atoms. During the
MBE process, group III atoms are expected to suffer phase separation into Ga-
rich and In-rich regions at the growing surface. In the GaInNAs alloy, these
composition fluctuations are further stimulated with regard to the ternary
alloy GaInAs because of the introduction of N in the alloy. While this com-
position profile is being developed, N atoms are attracted preferably toward
the Ga-rich areas, clustering in these regions. This produces an independent
composition profile for N. The resulting compositional profile presents an out
of phase periodic enrichment in In and N in the alloy. However this grown-in
distribution can partially reverse through diffusion either at the MBE growth
temperature or by postgrowth annealing. This diffusion is favored by the
strain energy decrease which accompanies the formation of N–In bonds in
the GaAs host crystal. Further investigation is needed to know the degree of
this diffusion process and the final distribution which might be obtained due to
optimal thermal annealing. Further work is also required to quantify the effect
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of this compositional inhomogeneity on the photoluminescence characteristics
to result in optimal quantum wells required by optical device industries.

8.6 Summary and Future Trends

Our investigations on the structural properties of the dilute nitrides of GaInAs
have shown that the growth temperature is one of the key growth parameters
for obtaining epitaxial layers with good crystal quality. As has been described
in the present chapter, the introduction of N in the ternary alloy leads to com-
position fluctuations in the quantum wells, which are stimulated on increasing
the growth temperature. With regard to the composition profile, the analy-
sis of our TEM results with the chemical-sensitive g002DF reflection and the
strain-sensitive g220BF reflection indicates that the phase separation in this
alloy consists of regions enriched alternately in In and N. The thermodynam-
ics of the phase separation has been analyzed and we have applied several
models of spinodal decomposition from the literature to understand this in
the GaInNAs alloy. Our calculations show that the critical temperatures for
spinodal decomposition for N are higher than that of In, indicating a higher
tendency to phase separation for this element due to the low solubility of N
in the GaInAs alloy. Also, it has been found that the introduction of N in the
alloy increases the tendency to phase separation in the group III sublattice.
Finally, the rate of increase in the composition fluctuations with temperature
suggests that In atoms could be the primary atomic species controlling the
evolution of this process.

Despite the rapid pace of progress in the development of GaInNAs since the
first results about a decade ago, additional studies are required to take advan-
tage of its potential capabilities. Future work should undoubtedly include
analyses at the atomic scale of the distribution of N and In in the lattice. The
low solubility of N in the GaInAs lattice likely causes a deviation from the
ideal incorporation of this element in As lattice sites, and indeed, the existence
of N interstitials under certain growth conditions has been reported. Although
some theoretical studies on the energetically favorable incorporation sites for
N have been published, experimental evidence by techniques with atomic reso-
lution, such as high angle annular dark field (HAADF) STEM, is still lacking.
The importance of these analyses stems from the fact that the atomic envi-
ronment of In and N atoms is likely to have a major influence on the optical
properties of this system. Therefore to understand and improve the emission
characteristics of this alloy, detailed studies at atomic scale are needed. In this
sense and as shown in the present chapter, the growth temperature has been
proved to change significantly the composition profile in the quantum wells,
and thus it should cause a considerable variation in the environment of N/In
atoms. The role that this main growth parameter plays in the performance of
the alloy should necessarily be investigated by analytical techniques. On the
other hand, the application of a postgrowth thermal annealing is a common
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practice to improve the emission efficiency of the system, but clear evidence of
the reasons for this behavior in relation to the changes of the microstructure
of the system with this process has not been reported yet, and will definitely
constitute the main objective of our further studies. Yet despite the demand
for additional work to optimize the properties of the GaInNAs alloy, it should
be highlighted that this system already exhibits a huge potential to become
one of the leading alloys for long wavelength telecommunications.
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Assessing the Preferential Chemical Bonding
of Nitrogen in Novel Dilute III–As–N Alloys

D.N. Talwar

To assess the local chemical bonding of N in dilute III–As–N ternary and
quaternary alloys, we have reported results of a comprehensive Green’s func-
tion analyses of both infrared absorption and Raman scattering experiments
on localized vibrational modes. Contrary to the recent report in GaInNAs
multiple-quantum well structures, our results of impurity modes are found
to be in good agreement with earlier experimental data – providing strong
corroboration to the fact that upon annealing and/or by increasing In compo-
sition there occur structural changes causing N environment to transform from
the tetrahedral NAsGa4 to a preferred NAsInGa3 and/or NAsIn2Ga2 configura-
tion. Theoretical results of impurity modes presented for dilute In(Al)AsN and
high-In(Ga) content GaInNAs (GaAlNAs) alloys are compared and discussed
with the existing infrared absorption and Raman scattering data.

9.1 Introduction

In the recent years, dilute ternary and quaternary III–As–N alloys have
received a great deal of attention [1–9] both from a fundamental point of view
as well as for applications in technology (e.g., photodetectors, modulators,
amplifiers, and long wavelength vertical cavity surface-emitting lasers (LW-
VCSELs), etc.). Dilute nitrides can be derived from the conventional III–V
semiconductors (viz., GaAs, GaInAs or GaAsP) by the insertion of N into the
group V sublattice – causing profound effects on the electronic properties of
the resulting alloys [10–14]. Contrary to the general trends in the conventional
alloy semiconductors where a smaller lattice constant generally increases the
band gap, the smaller covalent radius and larger electronegativity of N cause
a very strong bowing parameter in III–V–N compounds. Consequently, the
addition of N to GaAs or GaInAs decreases the band gap (Eg) dramatically
(see Fig. 9.1). This strong dependence of Eg on the N content in III–As–N
has provided opportunities to engineer material properties suitable for the



224 D.N. Talwar

Lattice constant (Å)

4.4
0.0

0.5

1.0

1.5

2.0

3.2 GaN
GaP

AIAs

InAs

InP
GaAs

G
aA

s 1-
x
N

x
InAs 1-x

N x

1.3 µm

1.55 µm

5.4 5.5 5.6 5.7 5.8 5.9 6.0 6.1 6.2

B
an

dg
ap

 (
eV

)

Fig. 9.1. Band gaps vs. lattice constants of binary III–V semiconductors (squares).
The continuous and dashed lines indicate direct and indirect band gaps of ternary
compounds, respectively. The areas between lines represent quaternary compounds.
The Ga- and In-rich GaInNAs materials can be grown lattice matched to GaAs and
InP [3], respectively, to reach the fibre-optical communication wavelengths of 1.3
and 1.55 µm

fibre-optical communications at 1.3 and 1.55µm wavelengths as well as high
efficiency hybrid solar cells [15].

In the past decade while major efforts have been focused on Ga-rich GaIn-
NAs, little work has been devoted to other alloys such as In-rich GaInNAs
or Ga/Al-rich GaAlNAs and GaAsNSb, etc. By choosing the appropriate
In/N ratio, GaInAsN layers, with unusual electronic properties, have been
grown [10–14] lattice matched and/or strained on GaAs or InP substrates
– allowing not only for the realization of GaAs-based diode lasers and long
wave length photodetectors [2, 3] in the ≥1.3 µm range, but also for use in
the solar cells with record power (∼38%) efficiencies [15]. More recently Ga-
rich GaAlNAs/GaAs [12, 16] and In-rich GaInNAs/InP [17] alloys have been
prepared by MBE using rf-nitrogen plasma source. Despite the commercial
production of GaInAsN/GaAs-based laser diodes, the optical quality of the
ternary GaAs(In)N and quaternary GaIn(Al)AsN layers is still poor [1–3].
The III–As–N alloys have shown the evidence of inhomogeneities with broad
photoluminescence (PL) line widths, variable PL decay times, and short
minority carrier diffusion lengths. Fortunately, with high-temperature anneals
of 600–900◦C, the non-radiative recombination sites can be removed. Although
the annealing does improve the PL intensity it causes, however, an undesired
blueshift of the emission [2,3]. These observations are often taken as an indica-
tor of the compositional fluctuations requiring structural characterization to
monitor the carrier distribution and defect properties [7]. Clearly, the nature of
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defects associated with N incorporation in III–As is very contentious and the
precise mechanisms of their removal by annealing are still not well understood.

To improve the material quality for device applications [2, 5], it is highly
desirable to have experimental characterization techniques available to exam-
ine the role of various nitrogen species, their atomic structures, and prefer-
ential chemical bonding (i.e., the redistribution of In–N, Ga–N(Al–N) bonds
with the increase of In (Al) contents) that might occur upon rapid thermal
annealing (RTA) [3, 9]. Although X-ray diffraction (XRD) spectroscopy with
synchrotron radiation [8,18] has been used for examining the local structures,
the relative dispositions of cations and anions in the sublattices of the dilute
Ga1−xInx(Alx)NyAs1−y alloys have not been uniquely determined. The prob-
lems of carrier distribution associated with composition disorder have also
been studied by using frequency-dependent capacitance-voltage (CV) [19,20],
transmission electron microscopy (TEM) [21], photo-induced transient spec-
troscopy (PITS) [22], and deep level transient spectroscopy (DLTS) [19].
A highly sensitive localized vibrational mode spectroscopy, which addresses
directly the force constants of the bonds, has been proven quite successful in
probing the local bonding of isolated light impurities as well as complex defect
centres [23–29] in the conventional III–V compounds. In the recent years, there
has been a renewed interest for studying the local modes using infrared (IR)
absorption [30, 31] and Raman scattering [32–35] spectroscopy to assess the
preferential chemical bonding of nitrogen in Ga1−xInx(Alx)NyAs1−y alloys.

In this chapter, we have attempted to provide an overview of the exper-
imental (Sect. 9.2) and theoretical (Sect. 9.3) status about the dynamical
behaviours of N species in III–As–N alloys. Starting with the existing spec-
troscopic data of vibrational modes (Sect. 9.2.1) for several light impurities
in GaAs, we have summarized the experimental information available for the
N-related impurity modes in GaAs and GaIn(Al)As. We focussed our discus-
sion primarily on the dilute GaNyAs1−y and Ga1−xInxNyAs1−y alloys (for
0 ≤ x ≤ 1 with y ≤ 0.04) to which a large amount of experimental (IR
absorption and Raman scattering) data on local modes exist (Sects. 9.2 and
9.3). By using a realistic lattice dynamical approach, in the framework of a
comprehensive Green’s function theory (Sect. 9.3), we have critically analysed
the data on impurity modes and assessed the preferential N bonding in these
alloys. Comparison of theoretical results with discussion on the existing data
has provided a firm corroboration (Sect. 9.4) to some of the observed N-related
modes to specific bonding (micro-clusters) configurations.

9.2 Local Vibrational Mode Spectroscopy

The addition of impurities (intentional or accidental) during the growth of
bulk or epitaxial semiconductors generally affects the electrical properties by
the introduction of energy levels in their band gaps. Besides altering the elec-
tronic properties, impurities also destroy the translational symmetry of the
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host lattices and modify their vibrational characteristics as well. If the impu-
rity atoms are sufficiently light compared to the host atoms, then some of the
modified modes may occur at frequencies above the maximum normal mode
frequency (ωmax) of the perfect lattice. These new high frequency modes can-
not propagate through the lattice and are highly localized spatially around the
impurity site. Because of the spatial localization of the vibrational energies
of such impurity modes, they are called “localized vibrational modes”, here-
after designated by LVMs. If the modified modes occur between the phonon
branches of the perfect lattices where the phonon density of states is zero,
then they are also spatially localized and are called “gap modes”. Of special
interest here are the high frequency LVMs since, as will be shown, they occur
in the material systems being studied. In general, these modes have a non-
zero dipole moment associated with them, and are, therefore, infrared active.
Besides IR absorption, Raman scattering spectroscopy [23–29] has been con-
sidered equally powerful technique with strong ability to sense not only the
electronic properties but also to identify the nature of impurities and their
bonding mechanisms in semiconductors.

9.2.1 Vibrational Modes of Light Impurities in GaAs

In GaAs (ωmax ∼ 295 cm−1 [36]) comprehensive spectroscopic measurements
of LVMs in the spectral region from ωmax to 2ωmax have been reported (see
Table 9.1) for several isolated defects (mass ranging between 6 and 31 amu)
occupying either the gallium (say BeGa) or the arsenic (say CAs) site. The
impurities listed in Table 9.1 vary from simple isoelectronic (i) to charged
one, i.e. acceptor (a−) and donor (d+). These impurities have already played
significant roles in determining the fundamental properties of GaAs as well as
in evaluating their potentials for device applications. Generally, the LVMs are
detected by IR absorption spectroscopy, but Raman scattering has also been
used. If the impurity with a mass greater than 31 amu is present in GaAs,
the modified lattice modes involving significant displacement of the impurity
atom may fall within the bands of its optic or acoustic modes (ω < ωmax) –
causing broad IR absorption features – resulting in a low sensitivity for its
detection. About nitrogen in GaAs very little was known until recently except
that it might be an isoelectronic trap [10–14] with electronic level lying in the
conduction band.

Besides LVMs of isolated light defects in GaAs, the modes caused by pair-
ing of light impurity atoms with native (say AsGa) or compensated impurities
(say CuGa) have also been observed – providing strong spectroscopic evidence
for the presence of a second impurity atom even if it has a heavier mass.
Like many other semiconductors, hydrogen in GaAs forms complex centres
(hydrogen acceptor and hydrogen donor) with other impurities or defects and
passivates their electrical activity [28, 29]. Oxygen in GaAs generally occurs
interstitially or as an off-centre substitutional atom lying close to the As-
lattice site. Measurements of Ga-isotopic fine structures of LVMs for CAs,



9 Assessing the Preferential Chemical Bonding of Nitrogen 227

Table 9.1. Experimental data on localized vibrational modes (LVMs) of various
isolated defects in GaAs

System Local modes (cm−1)a

GaAs:6Li 482
GaAs:7Li 450
GaAs:9Be 482
GaAs:10B 540
GaAs:11B 517
GaAs:24Mg 331
GaAs:25Mg 326
GaAs:26Mg 322
GaAs:27Al 362
GaAs:28Si 384
GaAs:29Si 379
GaAs:30Si 373
GaAs:10B 628
GaAs:11B 602
GaAs:12C 582
GaAs:13C 561
GaAs:14N 480
GaAs:28Si 399
GaAs:30Si 389
GaAs:31P 355
aSee [27]

BAs, and SiAs in GaAs have also been reported by using the high-resolution
Fourier transform infrared (FTIR) spectroscopy [27].

All these studies with improved accuracies in the experimental results have
provided strong spectroscopic “fingerprints” for the site selectivity of impurity
atoms and contributed to the fundamental understanding of lattice dynamics
as well as impurity–host interactions (i.e. chemical bonding) in the cases of
both isolated and complex defect centres in semiconductors. Experimental
results have also been tested and interpreted rigorously in the framework of
realistic lattice dynamical schemes by using sophisticated Green’s function
and other methods [37].

9.2.2 Local Vibrational Mode of Nitrogen in GaAs and InAs

Until recently, the information about the LVMs of nitrogen in III–V com-
pounds was rather sparse. In GaAs or InAs the addition of a small amount
of nitrogen occupying the anion site (NAs) acts as an isoelectronic impu-
rity [10–14]. For a light N atom on the heavier As site, one expects to
observe an LVM of NAs by using either IR absorption or Raman scattering
spectroscopy.
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Infrared Absorption

In GaAs, the first spectroscopic evidence of nitrogen local mode was reported
by Kachare et al. [38] who observed a broad absorption band near 480 cm−1

after implanting high energy 14N+ ions into semi-insulating GaAs. More
recently, it has been shown that the NAs local mode can be observed in epi-
taxial layers of GaAs1−xNx with thickness as small as of 10 nm, in the alloying
range, for the N fraction of x < 0.03. IR measurements performed in nitrogen-
doped GaAs prepared by vapour phase epitaxy as well as in GaAs1−xNx

layers grown by liquid source MBE have revealed NAs-related LVM near
∼470 cm−1 [31]. This assignment has now been confirmed, with the implan-
tation of 15N in GaAs and observing shift of the local mode towards lower
∼458 cm−1 frequency. It is worth mentioning that in an earlier study [30] the
NAs local mode near ∼471 cm−1 was detected in a nominally undoped bulk
GaAs crystal where nitrogen was a contaminant (∼1015 cm−3) coming from
either the N2 gas or the pyrolithic boron nitride (pBN) crucible used for the
crystal growth.

In Fig. 9.2, we have displayed the FTIR absorption spectrum (77K) [30]
of a GaAs0.983N0.017 film grown by MOCVD on a semi-insulating GaAs sub-
strate. Clearly, the absorption spectrum after subtracting the reference spectra
of semi-insulating GaAs has revealed a relatively broad (∼13 cm−1) band of
the NAs local mode near ∼472.5 cm−1. At the same time the N-related mode
exhibited some very peculiar behaviour. If comparison is made with the LVMs
of closest mass 11BAs and 12CAs in GaAs (a) the frequency of the NAs local
mode is relatively lower (Table 9.1) and (b) since the nearest-neighbour atoms
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Fig. 9.2. FTIR absorption spectrum of a GaNAs film grown by MOCVD on a
semi-insulating GaAs substrate. (a) Uncorrected spectrum showing multi-phonon
absorption caused by the GaAs substrate. (b) Difference spectrum after subtraction
of the substrate spectrum [30]



9 Assessing the Preferential Chemical Bonding of Nitrogen 229

of NAs are gallium atoms, the local mode does not reveal the fine structure
splitting [30] due to Ga-isotopic (69Ga and 71Ga) masses [39, 40]. Again, the
observed broad bandwidth of NAs-mode is likely to be caused by the reduced
lifetime of the vibrational state and it is assumed that elastic scattering [41]
of the lattice phonons might be a dominant process.

In InAs, the FTIR measurements performed on 14N- and 15N-implanted
bulk materials have also revealed LVM frequencies near ∼443 and 429 cm−1,
respectively [30].

Raman Scattering

In dilute GaAs1−xNx layers (x < 0.032) Raman scattering measurements in
the back scattering configurations have been performed to extract informa-
tion about the N-related defect modes. Figure 9.3 shows a typical Raman
spectra [35] of low-N content GaAs0.99N0.01 layer revealing a single N-related
LO2 vibrational mode around ∼472 cm−1. Again, the resonance profile of
Raman scattering by N-related mode – showing pronounced maximum for the
incident photon energy approaching the N-related E+ transition – broadens
substantially with the increase of N contents.

By increasing the N concentration, a gradual blueshift of the N-mode [33]
is seen with an increase in the LVM intensity (ILVM) as well as a rapid dete-
rioration of the sharp second-order Raman features of the GaAs near 513 and
540 cm−1 [32]. The increase of ILVM with the addition of N content has pro-
vided us a reliable calibration method for determining the N composition in
GaNxAs1−x ternary alloys [33].

In Fig. 9.4, the results of Raman scattering [34] are shown from a single
GaNAs layer of 200 nm followed by a 5 nm GaAs cap layer, grown by solid
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Fig. 9.3. Raman spectra of GaAs0.99N0.01 layer on GaAs recorded at 77 and
300 K [35]
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spectra (b)–(e) without application of an external magnetic field B = 14 T [34]

source MBE at 500◦C, where rf-plasma source is used for the nitrogen supply.
The spectra, excited at three different incident photon energies (1.83, 1.92,
and 2.18 eV), are displayed in Fig. 9.4a, where as in Fig. 9.4b the effects of
the external magnetic fields and temperatures at a fixed excitation energy of
1.92 eV are revealed.

It is worth mentioning that the defect-induced Raman scattering efficiency
is stronger only for the excitation at photon energies in the range between 1.8
and 2.2 eV. From Fig. 9.4a, one can note the expected GaN-like LO2 phonon
line near ∼472 cm−1 superimposed on the background of the second-order
phonon scattering. A similar resonance behaviour of the LO2 phonon signal
in the energy range between 1.9 and 2.0 eV has previously been attributed
to the enhancement of the Raman efficiency for photon energies approaching
the localized E+ transition in GaNAs [35]. Based on the selection rules, the
peak near 463 cm−1 can be assigned to either the scattering by GaN-like TO2

phonon or two GaAs-like 2LA1 phonons. The Raman features at frequencies
higher than ∼500 cm−1 are related to the second-order scattering by GaAs-
like TO1 and LO1 phonons. Two additional peaks, observed in Fig. 9.4a near
∼409 cm−1 (line X) and 427 cm−1 (line Y ), are attributed to the N-related
vibrational modes (possibly N dimers on Ga and As sites, respectively) as the
external magnetic fields up to 14T (see Fig. 9.4b) do not cause any split or
shift to these lines. Similar to GaAsN, Wagner et al. [42], while analysing the
bonding of nitrogen by Raman spectroscopy in InAsN, not only observed (see
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Fig. 9.5. Raman spectra in MBE-grown dilute InAs1−yNy layers for the excitation
at 2.54 eV with 0 ≤ y ≤ 0.012 [42]

Fig. 9.5) the 14NAs LVM ∼ 443 cm−1 but also detected two additional modes
possibly due to N dimers near 402 and 416 cm−1, respectively.

9.2.3 Bonding of Nitrogen in Ga1−xInxNyAs1−y Alloys

It is well known that the electronic and optical properties of dilute quater-
nary Ga1−xInxNyAs1−y alloys strongly depend upon the microscopic spatial
arrangement of its constituent elements. Unlike various other techniques (e.g.
PL, XRD) used for assessing the incorporation of nitrogen in semiconductors,
the local mode spectroscopy has been considered to be very well suited for
addressing the key issues of the local N bonding in GaAs (InAs)-based low-
In (Ga) content dilute Ga1−xInxNyAs1−y alloys. This is simply because the
transverse optical phonon (TO) in cubic GaN, which is the symmetry for the
dilute Ga–N bonds in zinc-blende GaInAs-like host matrix, is nearly disper-
sion less. Consequently a small fluctuation in the Ga–N frequency can give
rise to phonon localization, i.e. to different signals corresponding to the many
zone-centre modes. In other words, the phonon frequencies in low-In (Ga) con-
tent dilute Ga1−xInxNyAs1−y alloys will be strongly dependent on the local
bond arrangement related to the large differences in the bond strengths and
bond lengths between the Ga–N and (Ga,In)–As bonds.

Infrared Studies in Dilute Ga1−xInxNyAs1−y Quaternary Alloys

In the recent years, several FTIR measurements on Ga1−xInxNyAs1−y/GaAs
materials (0 ≤ x ≤ 1 and y < 0.02) grown by MOCVD and gas source
MBE techniques have been reported in the literature [30, 31, 43, 44]. Despite
a general consensus on the NAs local mode in GaAs and InAs, the results
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on the vibrational spectra in Ga- and/or In-rich GaInNAs quaternary alloys
are either scarce or at variance. For instance, a recent low-temperature (77 K)
absorption measurement [30] (see Fig. 9.6) in a Ga1−xInxNyAs1−y multiple-
quantum well (MQW) structure (y = 0.018 and x = 0.35, with five quantum
wells of thickness 10nm each) has reported the observation of only one sharp
band identical to the position of an isolated NAs in GaAs near ∼471.4 cm−1.
The full width at half-maximum (FWHM) of the band was about ∼3 cm−1

– smaller than the one seen in a dilute ternary GaNAs alloys (see Fig. 9.2)
with no change in its position or strength after annealing at 750◦C. This
observation has clearly suggested that, in the MBE-grown GaInAsN MQW
structure, nitrogen is bonded only to gallium atoms with no effect of indium.

On the contrary the FTIR study reported earlier by Kurtz et al. [31] on
thick Ga1−xInxNyAs1−y sample (with y = 0.002 and x = 0.025) grown by
MOCVD has revealed two additional LVMs near ∼457 and 487 cm−1 after
RTA. Quite recently, Alt and Gomeniuk [44] have recorded the FTIR spectra
on indium and nitrogen co-implanted samples of GaAs after RTA at 800◦C
(see Fig. 9.7). In addition to the well-known 14NAs-mode near 472 cm−1, the
authors of [44] are able to resolve two new bands near 460 and 492 cm−1.
When heavier 15N isotope with In (see Fig. 9.7b) is co-implanted in GaAs, the
absorption spectra provided shift of the 15NAs local mode to a lower frequency
∼458 cm−1 along with the observation of two additional bands near 478 and
447 cm−1.

It is worth mentioning that the nitrogen-related isotopic shift of LVMs
∼14 cm−1 seen earlier in GaAs [30] after the implantation of 14N or 15N is
found to be the same for all the bands observed in the N and In co-implanted
GaAs samples [44]. Moreover, the growth of newer bands with the increase of
In has provided an unambiguous identification that these new modes are to
be related to indium. Again, it is to be noted that a band near ∼489 cm−1

has been detected earlier [43] by FTIR in GaInNAs material containing 5%
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Fig. 9.7. FTIR absorption spectra [44] of GaAs samples co-implanted with indium
and nitrogen isotopes (14N and 15N) after rapid thermal annealing at 800◦C: (a)
co-implantation of 14N and 115In and (b) co-implantation of 15N and 115In

of indium and 2% of nitrogen. This is probably the same for indium-related
feature recently observed by independent researchers near 487 cm−1 [31] or
492 cm−1 [44] after RTA – providing strong evidence of the formation of In–N
bonds.

Raman Scattering in Dilute Ga1−xInxNyAs1−y Quaternary Alloys

Vibrational modes in epitaxially grown ternary Ga(In)NyAs1−y [28–30] and
quaternary Ga1−xInxNyAs1−y layers (y ≤ 0.04 and x ≤ 1) as well as
MQWs [31] by MBE on GaAs (on InP for high-In content) substrates have
also been studied recently by Raman spectroscopy to gain additional insight
into the resonance behaviour of Raman scattering by N-related LVMs as well
as to assess the effects of In on the local chemical bonding of N in GaInAsN.

Figure 9.8a shows Raman scattering [35] covering the range of nitrogen-
induced LVMs. The spectrum (1) has been recorded from an as-grown
GaN0.01As0.99/GaAs MQW (i.e. 1% N in the wells) serving as a reference;
spectrum (2) is recorded from an as-grown sample with 3% of In content; while
spectrum (3) shows the same sample as of (2) after RTA for 15 s at 950◦C.
The change induced by annealing is clearly visible in spectrum (4) which is
the difference of (3) and (2). Again, the GaN0.01 As0.99/GaAs MQW sample
shows the N-induced local mode (LO2) – observed previously both by infrared
absorption [30, 31] and Raman spectroscopy [32–35] – and assigned to the
vibration of isolated nitrogen atom bonded to four Ga neighbours (NAsGa4)
of Td symmetry. The addition of In to GaNAs leaves the GaN-like LO2-mode
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Fig. 9.8. (a) Room temperature Raman spectra of (1 ) an as-grown GaAs0.99

N0.01/GaAs MQW; (2 ) an as-grown Ga0.97In0.03As0.99N0.01/GaAs MQW; (3 ) same
as (2 ) but after RTA at 950◦C for 15 s, and (4 ) the difference spectrum (3 )−(2 ).
(b) Raman spectra of Ga1−yInyNxAs1−x layers on GaAs recorded for on-resonance
excitation at 1.92 eV with different In and N compositions [35]

practically unchanged close to ∼470 cm−1, with an additional shoulder emerg-
ing at 457 cm−1, accompanied by a second peak on the high frequency side
centred around ∼488 cm−1.

Figure 9.8b shows the on-resonance Raman spectra recorded from
GaN0.02As0.98 and from nearly lattice matched layers of Ga0.93In0.07N0.02

As0.98 and Ga0.88In0.12N0.04As0.96 grown on GaAs substrates. Once again,
there is a significant broadening of the Ga(In)N-like LO2 phonon mode spec-
trum with increasing N(In) contents, resulting in a resolved splitting into three
peaks centred at 425, 458, and 480 cm−1 for the Ga0.88In0.12N0.04As0.96 layer.
Once again, these results have provided strong indications that the incorpo-
ration of In into GaNAs alters the chemical bonding of the N and/or the local
strain state of the immediate environment of the N atoms. More recently, the
Raman scattering studies [42] performed on In-rich Ga1−xInxNyAs1−y alloys
grown on InP have shown similar behaviours.

9.3 Theoretical

There are two main theoretical methods available for the calculations of impu-
rity modes in semiconductors (1) the super-cell approach [45, 46] and (2) the
crystalline Green’s functions method [47,48]. These techniques differ primarily
in the treatments of the surrounding atoms of the defective region. In the ab
initio super-cell approach, one considers a large unit cell containing the defect
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with atoms of periodic repetitions. In the Green’s function method, however,
one divides the crystal into two regions (1) an inner region containing the
defect – called the “defect space” where the atoms are allowed to vibrate and
(2) an outer region in which the atoms do not sense the presence of the defect.

9.3.1 Ab Initio Method

In the ab initio super-cell approach [45, 46], the selected number of atoms in
the large unit cell are displaced to all three Cartesian directions. After each
displacement the electronic structure for the new configuration is optimized
and the resulting Hellmann–Feynman forces are calculated. This is done for
all the atoms which are a priori considered important for the description of
the impurity modes of the defect structure. The dynamical matrix is then
calculated by finite difference using the forces and displacements. The normal
modes and the corresponding vibrational frequencies are then obtained by
diagonalizing the dynamical matrix.

9.3.2 Green’s Function Technique

The vibrational properties of crystalline lattices with point defects involving
Green’s function method generally describe the displacement response of the
imperfect lattice to sinusoidal driving forces [44–48]. The advantage of Green’s
function approach over the ab initio method is that it allows the coupling of
the vibrations of the defect to the bulk crystal – permitting one to visualize
which types of vibrational modes remain localized around the defect. We find
Green’s function method to be quite sensitive for monitoring the changes in
the impurity mode frequencies in GaIn(Al)NAs alloys by the variations in the
local bond configurations [49]. It is worth mentioning that, while the Green’s
function approach may be superseded by ab initio calculations [45, 46], its
simplicity and ease of interpretation, however, strongly suggest that it still
has an important role to play in assigning the observed local mode frequencies
to specific defect configurations in the alloys of current interest.

The general procedure of calculating impurity modes in the Green’s func-
tion framework is done in two stages. Firstly, the Green’s functions of the
perfect lattice Go are obtained numerically by exploiting the translational
symmetry and calculating the normal modes (eigenvalues and eigenvectors)
from a reliable lattice dynamical scheme (see “Phonons” section). Secondly,
the elements of the perturbation matrices P are obtained by defining the
“impurity space” and restricting it to a small region around a specific defect
configuration (see “Defect Configurations” section) and using the scaling prop-
erties and chemical trends found in the short-range interactions of the host
crystal’s dynamical matrix. The local distortions caused by substitutional
impurities occupying either the cation or the anion sites are obtained from first
principles using a bond-orbital model (BOM) [50] (from the minimum of total
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change in bond energy, i.e. ∂∆Eb/∂∆d = 0) to estimate the nearest-neighbour
force constant change parameters for the perturbation matrix P. The frequen-
cies of impurity vibrations are then obtained by setting the determinant of
the dynamical matrix equal to zero [47, 48], i.e.

|I + GoP| = 0. (9.1)

Phonons

In the Green’s function theory, one requires a realistic lattice dynamical
scheme for gaining information of the microscopic structures related to the
incorporation of N in dilute III–As–N. The choice of a lattice dynamical model
should be such that (1) it must provide accurate values of phonons (eigenval-
ues and eigenvectors) for the host (GaAs, InAs, and AlAs) crystals and (2) to
the Green’s function theory it should be extended in a straightforward man-
ner for treating the impurity vibrations. For these reasons, we have selected a
relatively simple 11-parameter rigid-ion model (RIM11) [51] – adapted earlier
for studying the dynamical properties of both perfect and imperfect com-
pound semiconductors [52]. In zinc-blende-type crystals, the model provides
adequate representations of the perturbation matrices for both isolated and
complex defect centres. In this scheme, the local basis set required by the
Green’s function theory is simply the x, y, and z vibrations of the “rigid
ions” and there is no need for introducing additional degrees of motion. Cer-
tainly, this is not the case in “shell” and “bond-charge” models [53] where
one does require additional degrees of motion between “electron shells” and
“rigid cores” and between “bond charge” and “ions”, respectively.

Defect Configurations

To comprehend the observed FTIR [30, 31, 44] and Raman [35, 42, 43] scat-
tering data on LVMs in Ga1−xInx(Alx)NyAs1−y quaternary alloys (y ≤
0.03 and 0 ≤ x ≤ 1), one can select five defect configurations involv-
ing isolated elementary tetrahedrons related to the incorporation of nitro-
gen (see Fig. 9.9, viz., NInm(Alm)Ga4−m with m = 0, 1, 2, 3, and 4:
NGa4(Td), NIn1(Al1)Ga3(C3v), NIn2(Al2)Ga2(C2v), NIn3(Al3)Ga1(C3v), and
NIn4(Al4)(Td)). In GaIn(Al)NAs alloys, as the symmetry of the defect config-
urations is changing from Td → C3v → C2v → C3v → Td, one anticipates from
group theoretical arguments a total of nine optically active impurity modes.

Generally, the frequencies of impurity modes in mixed configurations fall
between the values of LVMs of the two end members, i.e. between the local
modes of NAs in GaAs (with x = 0 for In(Al)-free case) and In(Al)As (with
x = 1 for Ga-free case). Notable exceptions can occur, however, if the new
equilibrium positions of the defect centres in the alloy systems are associated
with significant variations in the force constants, as might be the case, in our
choice of Ga1−xInx(Alx)NyAs1−y quaternary alloys.
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Fig. 9.9. Representation of the zinc-blende GaAs lattice with isolated NAs and
InGa defects (a), NAsInGa(1)Ga3 nearest-neighbour pair (b), NAsInGa(2)Ga2 next
nearest-neighbour pair (c), and NAsInGa(3)Ga1 complex centre (d)

It is therefore quite challenging to carefully examine the force constant
variations caused by isolated NAs, InGa(AlGa)(GaIn(GaAl)) defects in GaAs
(InAs (AlAs)). For complex centres (viz., NAs–InGa(1) and NAs–InGa(2)), the
task of estimating force constant changes is even more exigent. In the Green’s
function theory using RIM11, the estimation of force constant variations is
relatively straightforward – illustrating the significance of the methodology
for defining the perturbation matrices and thus calculating impurity modes.

9.3.3 Numerical Computations and Results

Lattice Dynamics

The host crystal phonons are described by an RIM11 [51] in which the force
constants are written as the sum of a short-range bonding-type interactions
and a long-range interaction due to the Coulomb field. The short-range forces
are assumed to be zero after the second nearest neighbours, which when com-
bined with the zinc-blende symmetry conditions, restrict parameters to ten
[A, B (nearest neighbour); Ci, Di, Ei, and Fi; i = 1, 2 (second nearest neigh-
bour)] force constants. The long-range interaction is derived by assuming that
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Table 9.2. Rigid-ion model force constants and Szigeti effective charge used for the
lattice dynamical (phonon) calculations of GaAs, AlAs, and InAs

Parameters GaAsa AlAsb InAsc

A −40.71 −40.83 −34.57
B −16.64 −8.06 −25.00
C1 −1.77 −3.59 −1.95
C2 −4.61 −1.69 −0.75
D1 2.48 1.112 1.13
D2 −12.33 −10.07 −5.9
E1 9.12 3.94 −5.3
E2 8.34 −3.49 5.5
F1 −11.72 1.15 −7.7
F2 20.08 14.61 9.93
Zeff 0.6581 0.7548 0.756

The units (in the notations of Kunc et al. [51]) are Nm−1 for force constants (A, B,
Ci, Di, Ei, and Fi; i = 1, 2) and electron charge for Zeff
a [51], b [54], c [48]

atoms behave like rigid ions with an effective Szigeti charge Zeff . All the model
parameters are calculated by using a non-linear least-square fitting procedure
with constrained parameters and weighting to the available data on phonon
frequencies at critical points (Γ , X , L, and K) and elastic constants. The
parameters used (see Table 9.2) here for GaAs are those of Kunc et al. [51]
which model the phonon dispersions relatively well, providing an excellent
agreement with the neutron scattering data [36]. For AlAs and InAs, how-
ever, we have chosen the set of parameters from [54] and [48], respectively,
obtained by fitting to the existing IR and Raman scattering data.

As a representative case, we have displayed (see Fig. 9.10) the calculated
one-phonon density of states and the phonon dispersions of GaAs (using the
parameter set from Table 9.2) compared with the neutron scattering data
of Strauch and Dorner [36]. This serves to illustrate the level of agreement
obtained by our lattice dynamical model (RIM11). Moreover, we find a very
good concurrence in the phonon frequencies at high-symmetry points when
comparison is made with the values obtained by more sophisticated ab initio
methods [55]. It is worth mentioning, however, that a set of force constants in a
phenomenological scheme providing good agreement to the neutron scattering
IR and Raman data of phonon frequencies of a perfect crystal is not necessarily
a guarantee for the accuracy of the model.

The point that compels recognition to a lattice dynamical scheme demand
simultaneously correct eigenvalues and eigenvectors. Although the impetus for
examining the phenomenological models comes from ab initio [45, 46] meth-
ods, the later approaches have not yet replaced the former schemes completely.
The simple reason is that the ab initio methods deal only with the phonons at
a few high-symmetry points while the efficiency of phenomenological models
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density of states obtained with the parameter values of Table 9.2 for GaAs

comes to profit when different Brillouin zone averages are evaluated, viz., in
the calculations of Green’s functions used for studying the impurity vibra-
tions [37]. Our earlier investigation of LVMs for identifying the microscopic
lattice structures of silicon in Ga1−xAlxAs alloys [48] for low-Al composition
(x) has provided indirect support for the reliability of the calculated phonons
of GaAs using RIM11.

Lattice Distortion

A semi-empirical method of Harrison [50] is used to study the lattice relaxation
around impurity atoms and its effect on the dynamical properties in dilute III–
V–N. In terms of the Hartree–Fock atomic term values, this method provides
simple analytical expressions [56] for the change in impurity–host and host–
host bond energies and suggests a computationally efficient and reasonable
way to estimate the bond-length distortions. In the notation of Harrison, the
gain in the impurity–host bond energy per bond connected with a distortion
∆d (∆d > 0 outwards and ∆d < 0 inwards) can be calculated as

∆Eb = ∆E1
b + ∆E2

b, (9.2)

where ∆E1
b and ∆E2

b are the changes in the energy of the bonds caused by dis-
tortion in the nearest-neighbour and next nearest-neighbour atom positions,
respectively. The local distortion is then calculated by taking, ∂∆Eb/∂∆d = 0.
For GaAs:N, the calculated variations of impurity–host ∆E1

b, host–host ∆E2
b,

and total ∆Eb change in bond energies as a function of distortion ∆d/do is
displayed in Fig. 9.11.
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The BOM calculation of ∆d/do(= −0.18) for NAs in GaAs (see Fig. 9.11),
estimated at the minimum of total change in bond energy, is used to evaluate
the stiffening in the force constant variation parameter for the perturbation
matrix P of the Green’s function theory. Similar calculations were performed
for AlAs:N, InAs:N, GaAs:In, etc.

Localized Vibrational Modes of Isolated Defects

If the impurity space is confined to its nearest neighbours, then the simplest
case of an isolated N occupying the As site (NAs) in GaAs (InAs or AlAs) with
Td symmetry (see Fig. 9.9a) would involve only five atoms. In the framework of
an RIM11, the two nearest-neighbour force constants A and B will be modified
to A′(≡ A + ∆A) and B′(≡ B + ∆B) or A′′ and B′′, if the impurity M I

1 (or
M I

2) occupies the Ga (or the As) site in GaAs, respectively. The changes are
described by the parameters [48]

ε1 = (M1 − M I
1)/M1 and t = (A − A′)/A = (B − B′)/B (9.3)

or

ε2 = (M2 − M I
2)/M2 and u = (A − A′′)/A = (B − B′′)/B. (9.4)

The displacements involving impurity atom and its four nearest neighbours
can be classified by the irreducible representations of the defect point group
Td, i.e. ΓTd

≡ A1 ⊕ E ⊕ F1 ⊕ 3F2. Transformation to the symmetry-adapted
displacements can be used to reduce the defect and the Green’s functions
matrices to block diagonal form. We then solve (9.1) in the A1, E, F1, and F2

irreducible representations of the Td point group, as a function of the force
constant change parameter t or u for isolated defects occupying either the Ga
(In or Al) or the As site, respectively.
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In N-implanted GaAs sample, the force constant variation u between N
and Ga bond is assessed (see Fig. 9.12) from the tetrahedral Td configura-
tion by simulating the triply degenerate F2 local mode (∼471 cm−1) of 14NAs.
Despite the simplicity of the perturbation model, the magnitude and splitting
of the calculated isotopic shifts of LVMs due to CAs, NAs, and BAs, defects
in GaAs are found to be in very good agreement with the experimental data.
Similar calculations of LVMs are also performed for isolated light substitu-
tional defects in InAs and AlAs. It is worth mentioning, however, that the
accurate force constant variation parameters t for the heavier Ga or In iso-
electronic substituents in InAs or GaAs are rather difficult to obtain from the
in-band modes of Ga1−xInxNyAs1−y alloys (y = 0 and x < 0.3).

In Table 9.3, we have reported the results of our Green’s function cal-
culations for local modes in the F2 representation of a selected group of
substitutional (isoelectronic (i), acceptor (a−), and donor (d+)) impurities
in AlAs, GaAs, and InAs. In each case, the last column of Table 9.3 lists
the relative change in force constants between impurity and its nearest neigh-
bours which reproduces the experimental local mode frequency. In contrast
to the earlier findings [57], our results for isolated defects suggest the relative
force constant variation to be independent of the size of the impurity–host
atoms – larger for isoelectronic impurities and quite appreciable for charged
defects. The evidence that the size of substitutional defects does not dominate
the bond strength is quite obvious from the results of NAs and CAs in III–As,
both of which have similar radii but smaller than that of the As (cf. Table 9.3)
atom.
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Table 9.3. Comparison of the calculated localized vibrational modes due to closest
mass N (isoelectronic) and C (acceptor) (Be (acceptor), B (isoelectronic) defects)
occupying As, P, and Sb site (Ga, In) in various III–V compound semiconductors

System Symmetry Local modes (cm−1) Force constant
Calculated Experimentala variation t, u

AlAs:12C Td 630 630b −0.60
AlAs:14N Td 510 – −0.25
AlAs:15N Td 499 – −0.25
GaAs:11B Td 601 601 −0.60
GaAs:12C Td 582 582 −0.61
GaAs:14N Td 471 471.4c −0.26
GaAs:15N Td 457 458.0c −0.26
GaAs:P Td 355 355 −0.31
GaAs:Si Td 399 399 −0.54
GaAs:9Be Td 482 482.4 0.63
GaAs:10B Td 540 540 0.33
GaAs:11B Td 517 517 0.33
GaAs:27Al Td 362 362 0.18
GaAs:Mg Td 331 331 0.5
GaAs:Si Td 384 384 −0.03

InAs:12C Td 527 527d −0.15
InAs:14N Td 443 443e 0.2
InAs:15N Td 428 429e 0.2
InAs:P Td 303 303 0.2
InAs:Si Td 328 328 0.08
InAs:9Be Td 435 435 0.1
a [27], b [58], c [30], d [59], e [44]

Several interesting trends are noted in the force constant variations for
closest mass CV(a−) and NV(i) occupying the V site; and BeIII(a

−) and BIII(i)
occupying the III site in III–V compounds:

(a) For CAs acceptors in III–As, we find an increase in the force constant
of around 35% with respect to the closest mass isoelectronic NAs while
for BeIII and MgIII acceptors, there is a decrease in the values of force
constants by ∼30% from those of the closest mass isoelectronic BIII and
AlIII impurities, respectively.

(b) For SiIII donors in III–V compounds, on the other hand, we have found
an increase in the force constant (∼20%) with respect to the closest mass
isoelectronic AlIII.

It is worth mentioning that the above trends in the force constant variations
are found independent of the long-range Coulomb interactions. We strongly
believe, however, that the charged impurities in semiconductors affect only the
short-range forces via lattice relaxations and by the redistribution of the bond
electron charge density. The increase (decrease) in the bonding force constant
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corresponds to the charge on the impurity, whether donor or acceptor, being
of opposite (similar) sign to the charge on the host nearest-neighbour atoms.
Again, the redistribution of electron density in the bond caused by the charge
on the impurity atom is responsible for the modification of the covalency
(ionicity) and hence the strength of the bond.

These results are supported by the calculations of electronic charge density
contours [60] in perfect/imperfect semiconductors. For iso-row Ge–GaAs–
ZnSe compounds, the electronic charge density in the “covalent” Ge (group
IV) lies midway between the two Ge atoms. For “partially covalent” GaAs
(III–V compound), the electron charge density is displaced towards the As
atom as there is a positive static charge on the Ga (group III) atoms and a
negative charge on the As (group V) atoms. In the case of a “partially ionic”
ZnSe (II–VI), nearly all the charge density is located near the Se atoms (see
Fig. 9.13a).

Stiffening in the force constant arises (see Fig. 9.13b) when the charge
on the impurity atom and its neighbours have opposite signs (e.g. SiGa(d

+)
and CAs(a

−)) – causing electronic charge density to move towards the middle
of the bond and making it more covalent. On the other hand, softening in
the force constant arises when the charged impurity and its neighbours have
similar signs (e.g. BeGa(a

−) and SAs(d
+)) – causing electronic charge density

to move towards the anion site and making the bond weaker, i.e. less covalent
(or more ionic). In semiconductors, the present simple physical understanding
of the bonding mechanism in terms of the general magnitude of “impurity–
host parameter” has played an important role in establishing and identifying
the microstructure features of defects and their relationship to the optical
experiments [52]. Moreover, these intuitive ideas have also been verified by ab
initio calculations [61] on GaAs with Si impurities in different charge states
where an increase in the negative charge localized on a SiGa impurity leads
to decrease in the covalency of the bond and hence a reduction in the local
mode frequency.

Fig. 9.13. (a) Force constant variation correlation with bond covalency (ionicity) in
iso-row Ge–GaAs–ZnSe semiconductors and (b) charged impurities occupying the
cation and anion sites in GaAs
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Again, from the analysis of LVM for BAs in GaAs (see Table 9.3), our
Green’s function calculations provided force constant variation similar to CAs.
Since BAs is expected to act as a double acceptor (a2−) while CAs is a single
acceptor (a−), this result seems a little odd. A possible explanation for this
result might be that the extra charge on the BAs atom in GaAs is widely
distributed so that as far as the force constant with the nearest neighbours
is concerned, any adjustment by the redistribution of electron charge density
between the BAs and Ga bond is similar to CAs–Ga bond. Again, since the
gallium neighbours of the BAs and CAs atoms have different combinations of
69Ga and 71Ga isotopes, nine LVM frequencies are expected [52] from five dif-
ferent isotopic centres for each impurity configuration. High-resolution FTIR
spectroscopy [62], carried out at 4.2K for BAs in Ga-rich GaAs after a small
dose of 2MeV electron irradiation, has allowed five lines to be detected, of
which two are not fully resolved. Similar observation of Ga-isotopic fine struc-
tures of CAs LVMs provided strong corroboration for the site selectivity of C
in GaAs [39] and was successfully analysed by the Green’s function theory.
Finally, it is worth mentioning that the present Green’s function analysis of
LVMs for isolated substitutional defects in semiconductors is not applicable
for defects occupying the off-centre sites (e.g. oxygen in GaAs [63, 64]).

Nearest-Neighbour Pair Defects in Ga1−xInxNyAs1−y

In Ga-rich (In-rich) Ga1−xInxNyAs1−y layers with x ≤ 0.12 (x ≥ 0.9), one
can realize the possibility of a nearest-neighbour pair-defect 14NAs–InGa (or
14NAs–GaIn) of trigonal symmetry (C3v) (see Fig. 9.9b), in which one of
the four Ga (In) atoms in the neighbourhood of 14NAs at site 2 (say) is
replaced by a larger size and heavier In, i.e. InGa (or a smaller size and lighter
GaIn) atom at site 1. From group theoretical arguments, the vector spaces
formed by the displacement of “impurity centre” and its nearest neighbours
in the 14NAsInGa(1)Ga3(

14NAsGaIn(1)In3) configuration will be transformed
according to the irreducible representations: ΓC3v = 6A1 ⊕ 2A2 ⊕ 8E. As the
nearest-neighbour pair defect does not move in the A2 representation, only A1

and E types of modes are optically active. Clearly, defining the perturbation
matrix to study the vibrational modes of a pair defect of C3v symmetry is
more challenging than the Td case. In this configuration, one needs a mini-
mum of two (u and t) perturbation parameters. To make the P matrix more
meaningful, one may also consider a direct interaction Γ12 between the two
impurities in terms of the force variation F12(≡ u + t − ut + Γ12).

For the 14NAs–InGa pair defect in Ga-rich GaInNAs layers grown on (100)
GaAs, we have defined the appropriate parameters by including corrections
to the force constants of isolated defects after studying lattice relaxation of
14NAs and InGa in GaAs, respectively. In the framework of a first principle
BOM, we estimated ∼5% increase in the N–In (N–Ga) bond lengths from that
of the pure InN 2.14 Å (GaN 1.95 Å) bond, in good agreement with the results
obtained by an empirical pseudo-potential method using large atomistically
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relaxed super-cells [65]. The effects of lattice relaxation lead to 2.7% softening
in the N–In bond, a negligible change in the In–As and 8.6% stiffening in the
N–Ga bond, respectively. Although the effects of mismatch strain in the GaIn-
NAs layers are difficult to incorporate, we have chosen, however, in our study
u = Γ12 to keep the number of force constant parameters a minimum. For
the 14NAs–InGa pair, our results of Green’s function calculations have clearly
revealed the splitting of a triply degenerate 14NAs∼471 cm−1 (In-free) F2 band
into a non-degenerate ∼462 cm−1 (A1) and a doubly degenerate ∼490 cm−1

(E) local mode in good agreement with the FTIR [31] (457 and 487 cm−1)
and Raman [35] scattering (462 and 492 cm−1) data (see Table 9.4).

It is to be noted that the doubly degenerate E-mode describes the vibration
in the plane orthogonal to the N–In bond and is mainly affected by the force
constant between the N and Ga atoms, whereas the non-degenerate A1-mode
represents the vibration of N atom along the bond of the defect pair and is
primarily influenced by the force constant between the N and In bond. Since
the N–Ga bond stretching force constant is larger than the force constant

Table 9.4. Comparison of the calculated local vibrational modes with the exper-
imental data of NAs involving In and Ga atoms in different configurations of Ga-
and In-rich Ga1−xInxNyAs1−y alloys

System Symmetry Local vibrational modes (cm−1)

Calculated Experimental
aGaxIn1−xAs1−yNy Ga-rich
14NAs–InGa(1)Ga3 C3v 490(E), 462(A1) 487, 457a, 492,

462b

15NAs–InGa(1)Ga3 C3v 476(E), 448(A1) 478, 447b

14NAs–InGa(2)Ga2 C2v 481(B1), 457(A1),
429(B2)

c
480, 458, 425b

499(B1), 479(A1),
458(B2)

d
521, 480, 454e

15NAs–InGa(2)Ga2 C2v 468(B1), 444(A1),
417(B2)

c
–

485(B1), 465(A1),
445(B2)

d

bGaxIn1−xAs1−yNy In-rich
14NAs–GaIn(1)In3 C3v 496(A1), 445(E) 471, 443f

510, 447e

15NAs–GaIn(1)In3 C3v 482(A1), 430(E)
a See [31]
b See [35]
c With 3.6% softening in the N–In and 9.6% stiffening in the N–Ga bond
d With 3.6% softening in the N–In and 16% stiffening in the N–Ga bond
e See [66]
f See [42]
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between the In and N bond, the frequency of the E-mode is found higher for
the In–N pair in the 14NAsInGa(1)Ga3 configuration than the A1-mode. The
lower value of the A1-mode frequency is caused by the collective effects of
larger indium mass and weaker force constant between the N and In bonds.
Again by changing the N-isotopic mass and keeping the same force constant
variations in the perturbation matrix, our Green’s function calculations for
the 15NAsInGa(1)Ga3 configuration predicted a non-degenerate A1-mode near
448 cm−1 and a doubly degenerate E-mode near 476 cm−1, respectively.

Results of similar calculations performed for the LVMs of NAs–GaIn pair
in In-rich (Ga-rich) Ga1−xInxNyAs1−y alloys are also included in Table 9.4.
It is to be noted that a low-temperature Raman study by Wagner et al. [42]
has revealed only Ga–N and In–N like modes near 470 and 443 cm−1, respec-
tively, on high-In content Ga1−xInxNyAs1−y (with y ≤ 0.012 and x ≥ 0.92)
grown by rf-nitrogen plasma source MBE on InP substrate. More recent FTIR
study [66] at 77K of the local modes in 14N-implanted In0.26Ga0.74As layers
annealed at 700–900◦C has observed a weaker band near 510 cm−1 (A1) in
addition to the two modes detected in the Raman spectroscopy near 472
and 447 cm−1. Unlike 14NAs–InGa pair modes in Ga-rich material, the solu-
tion of (9.1) for the LVMs of 14NAs–GaIn pair in In-rich GaInNAs provided
lower value of InN-like doubly degenerate mode and a higher GaN-like non-
degenerate mode [37] in good agreement with the recent FTIR [66] and Raman
scattering [67] data.

Other Complex Centres in Ga1−xInxNyAs1−y

In Ga- (In-) rich Ga1−xInxNyAs1−y alloys with In (Ga) contents ranging
between 0.1 and 0.3, one may speculate the possibility of the formation
of a second nearest-neighbour complex NAsInGa(2)Ga2 (NAsGaIn(2)In2) of
orthorhombic symmetry (C2v). For such a defect centre in GaAs (say), we
consider replacing two of the four Ga atoms (at sites 1 and 6) by two larger
size and heavier InGa atoms in the vicinity of NAs (on site 2) (or in InAs sub-
stituting two of the four In atoms by smaller size and lighter GaIn atoms; see
Fig. 9.9c). In this configuration, the vector spaces formed by the displacements
of impurity atoms and their nearest neighbours transform according to the
irreducible representations: ΓC2v = 10A1⊕6A2⊕8B1⊕9B2, where A1, B1, and
B2 type of vibrations are optically active. For studying the vibrational modes
of such a defect centre (NAsInGa(2)Ga2), by the Green’s function theory, we
require at least two u, t (= v) force constant change parameters. To make the
perturbation matrix P meaningful, one may also consider direct interactions
between impurities at sites 1–2 (Γ12) and 2–6 (Γ26) via the additional force
variation parameters F12 (≡ u + t − ut + Γ12) and F26 (≡ u + v − uv + Γ26),
respectively.

From the sparse data of N-related modes in Ga-rich GaInNAs and rec-
ognizing the fact that the observed Raman bands at frequencies higher than
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500 cm−1 are associated with the second-order scattering of GaAs-like opti-
cal modes, we first choose only two (u and t = v) perturbation parameters
for the complex centre of C2v symmetry. In the framework of BOM, our
study of lattice relaxation for the NAsInGa(2)Ga2 centre provided 3.6% soft-
ening in the N–In bonds and a small stiffening 9.6% in the N–Ga bonds,
respectively. With appropriate adjustments of force constants (t = v and
u) in the P matrix, the Green’s function theory provided a complete lift-
ing of the degeneracy of the 14NAs (15NAs) local mode – predicting three
distinct bands near 481 (B1), 457 (A1), and 429 (B2) cm−1 (468, 444, and
417 cm−1) for 14NAsInGa(2)Ga2 (15NAsInGa(2)Ga2), respectively. Theoretical
results (see Table 9.4) are found to be in good agreement with the Raman
scattering [42] data as well as with two FTIR [66] bands observed near 480
and 454 cm−1. In the B1- and B2-modes as N–Ga or N–In bonds are involved,
we find their frequencies lower than the values in the C3v case for the present
choice of parameters. The reason for the lower values is believed to be the
combined effects caused by the involvement of a second heavier In mass in the
NAsInGa(2)Ga2 cluster and by the weakening of force constant between the N
and In bonds.

It is worth mentioning, however, that the frequencies of impurity modes for
this configuration are found strongly dependent on the choice of the force con-
stant change parameters especially the values between Ga and N bonds. For
instance by retaining the same set of force constant change parameter t (= v)
between In and N bonds, and increasing the force constant u (= Γ12 = Γ26)
between the N and Ga bonds from 9.6 to 16%, our Green’s function theory
for the 14NAsInGa(2)Ga2 (15NAsInGa(2)Ga2) cluster has provided shifts to
the LVM frequencies to 499 (B1), 479 (A1), and 458 (B2) cm−1 (485 (B1),
465 (A1), and 445 (B2) cm−1) in accord with at least two of the observed
Raman [42] and FTIR bands near 480 and 454 cm−1 [66]. Although the calcu-
lated local mode at 499 cm−1 falls near the frequency range dominated by the
second-order GaAs-like optical phonons, a broad IR band recently observed
near 521 cm−1 after annealing at 900◦C [66] has been assigned as a B1-mode.
If one accepts the feature near 521 cm−1 to be a true local mode and not
as an artefact, then in In-rich GaInNAs one should have also observed an
A1-mode near 500 cm−1 for the nearest-neighbour 14NAs–GaIn pair of C3v

symmetry.
Accepting such a scenario requires an additional 7% stiffening in the Ga–N

bond for defining the perturbation matrix in the Green’s function theory for
the 14NAsGaIn(1)In3 (15NAsGaIn(1)In3) nearest-neighbour pair in the InAs
lattice. This additional stiffening in the Ga–N bond shifts the LVMs of
14NAsGaIn(1)In3 (15NAsGaIn(1)In3) pair to 496 cm−1 (A1) and 445 cm−1 (E)
(482 cm−1 (A1) and 430 cm−1 (E): see Table 9.4), respectively. For the
14NAsGaIn(2)In2 (15NAsGaIn(2)In2) C2v cluster in In-rich materials, our study
required even larger stiffening (10%) in the Ga–N force constants for matching
the LVMs modes closer to those of the 14NAsInGa(2)Ga2 (15NAsInGa(2)Ga2)
in Ga-rich GaInNAs alloys.
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9.4 Discussion and Conclusion

In dilute III–As–N alloys, we have reviewed the experimental (FTIR
and Raman scattering) data on N-related local vibrational modes and
presented a comprehensive Green’s function analyses to investigate the
microscopic lattice structures related to the incorporation of N in Ga-
(In-) rich Ga1−xInxNyAs1−y alloys. Nine LVMs are calculated from
the five [NAs–Ga4 (Td), NAs–InGa(1)Ga3 (C3v), NAs–InGa(2)Ga3 (C2v),
NAs–GaIn(1)In3 (C3v), and NAs–In4 (Td)] different possible clusters in
GaInNAs alloys (see Table 9.4).

Based on the assessed force constant variations u between N–In and N–Ga
bonds from the triply degenerate F2-modes of 14NAs in InAs and GaAs, we are
able to accurately predict the isotopic shift of LVM for 15NAsIn4 (15NAsGa4)
to 428 cm−1 (457 cm−1) in excellent agreement with the FTIR data. Similar
calculation for the F2 local mode of 14NAs in AlAs near 510 cm−1 is found
to be in good accord with the IR absorption AlN-like feature observed by
Hashimoto et al. [68] in Ga-rich AlGaAsN. As compared to GaAs and InAs,
the upward shift of the 14NAs local mode in AlAs is expected due to the
higher ωmax 404 cm−1 of AlAs than that of GaAs (ωmax ∼ 296 cm−1) and
InAs (ωmax ∼ 254 cm−1). The observation of a Raman line near 500 cm−1, not
resolved in an earlier room temperature study due to underlying background
from second-order phonon scattering, has provided further corroboration to
our findings.

By using the estimated force constants of isolated defects with appropriate
corrections caused by lattice relaxations in Ga- (In-) rich GaInNAs, we are able
to construct perturbation matrices involving 14NAs and InGa (GaIn) atom(s)
in different (C3v and C2v) configurations. Contrary to the FTIR results on
multiple-quantum well structures [30], our Green’s function theory in Ga-rich
alloys has accurately revealed the splitting of 14NAs local mode into a doublet
(490 (E) and 462 (A1) cm−1) for the 14NAsInGa(1)Ga3 (C3v: see Fig. 9.9b)
cluster. This result is in very good agreement with the infrared [31] and Raman
scattering [35] data obtained earlier after RTA. Relative to 14NAs-mode in
GaAs (470 cm−1), the frequency shifts of new bands are attributed to the
preferential In–N bonding and by the associated strength in the Ga–N bonds.
Since N has a lighter mass than As and In is heavier than Ga, our study
revealed that the higher frequency of E-mode is mainly influenced by the force
constant between N and Ga atoms which in turn is affected by the Ga–N bond
length. In the MOCVD-grown Ga1−xInxNyAs1−y samples with y = 0.002 and
x = 0.025, the appearance of two modes (457 and 487 cm−1) in the absorption
spectra after RTA has provided further credible testimony to the change in
bonding configuration in the N-nearest-neighbour bonds towards the In–N
bonding.

As the composition of In increases, one expects the formation of complex
centres – most likely of C2v symmetry (see Fig. 9.9c) – involving two InGa

atoms in the vicinity of NAs. In GaInAsN/GaAs samples with 12% In and 4%
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N, three new Raman lines were detected earlier near 425, 458, and 480 cm−1.
Although the origin of 425 cm−1 feature was not fully understood, the authors
of [42] speculated it, however, either to the involvement of a nitrogen dimer,
i.e. NN on the As site (NNAs), or to a Ga–N mode in the N-rich domain. The
other two lines observed near 458 and 480 cm−1 were thought to be related
to the nearest-neighbour 14NAsInGa(1)Ga3 pair of C3v symmetry [42]. More
recently, two modes in 14N-implanted Ga0.84In0.16As layers observed near 454
and 480 cm−1 by infrared spectroscopy [66] after RTA treatment at 700 and
800◦C are attributed to the 14NAsInGa(2)Ga2 pair of C2v symmetry. Again
after annealing at 900◦C, the intensities of lines near 454 and 480 cm−1 are
found to decrease with the emergence of a new broadband at 521 cm−1.

From a theoretical stand point and using a simplified BOM, we have esti-
mated qualitatively the lattice relaxation effects caused by 14NAsInGa(2)Ga2

in GaAs lattice. The study provided a small softening (3.6%) and stiffening
(9.6%) in the N–In and N–Ga bonds, respectively. By including appropriate
force variations in the perturbation matrix for the 14NAsInGa(2)Ga2 cen-
tre, our Green’s function theory predicted three distinct local modes near
429 (B2), 457(A1), and 481 (B1) cm−1 in good agreement with the Raman
data [42]. We have also noted, however, that the mode frequencies of the C2v

centre are strongly dependent on the choice of force constants between the
N and Ga bonds. By increasing the N–Ga bond strength from 9.6 to 16%
and retaining the N–In value as before, our calculations provided shifts in the
LVMs (458 (B2), 479 (A1), and 499 (B1) cm−1). Although two of the three
modes (B2 and A1) are in conformity with the recent FTIR [66] and Raman
data [42], the highest calculated frequency of B1-mode (499 cm−1) falls in the
spectral range dominated by the second-order optical phonons of GaAs. In N-
implanted InGaAs layers, we believe that the feature observed near 521 cm−1

after RTA at 900◦C is too broad and higher in frequency to be associated
with the B1-mode. However, if it is a true local mode and not an artefact,
as suggested [66], then the large width caused by the shortening of lifetime is
probably related to its strong interaction with the lattice phonons. To check
the validity of our theoretical conjectures and to test the experimental [66]
claims of the true local modes near or above ≥500 cm−1, we strongly feel the
need of more sophisticated calculations by first principle methods as well as
the necessity of additional experiments by using Raman scattering and/or IR
spectroscopy.

Similar to Ga-rich Ga1−xInxNyAs1−y alloys, we have also anticipated
the formation of nearest-neighbour pairs 14NAsGaIn(1)In3 of C3v and
14NAsGaIn(2)In2 complexes of C2v configurations in In-rich materials (1.0 >
x ≥ 0.7, y > 0.005). As compared to 14NAsInGa(1)Ga3 cluster of C3v sym-
metry where E > A1, the role of A1- and E-modes is, however, reversed (i.e.
E < A1) in 14NAsGaIn(1)In3. The A1-mode in 14NAsGaIn(1)In3 – caused by
the vibration of nitrogen along the N–Ga axis – is influenced by a strong
N–Ga bond and three weak N–In bonds. The E-mode – influenced by the
vibration of nitrogen atom perpendicular to the axis – is dependent upon
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the weaker N–In bonds. Therefore, one suspects the frequency of E-mode to
fall near 443 cm−1 and the A1-mode to lie at a value close to or higher than
≥470 cm−1 (see Table 9.4). Quite recently, low-temperature studies of local
modes have been reported in Ga1−xInxNyAs1−y with y ≤ 0.012 and x ≥ 0.92
using Raman scattering [42] and by FTIR in N-implanted InxGa1−xAs layers
(with x = 0.26, 0.53, 0.75, and 1) annealed at 700–900◦C [66]. Although the
two experimental results have provided different values of LVMs, both have
confirmed the preferential bonding with a significant fraction of substitutional
nitrogen attached at least to one Ga neighbour.

In summary, our comprehensive Green’s function analyses of the Raman
and FTIR data on thermally annealed Ga- (In-) rich GaInNAs samples have
provided a strong support for the creation of preferential N–In (N–Ga) bond-
ing beyond what is statistically expected from a random alloy. By using
simple perturbation models, we have predicted nine local vibrational modes
for five different N–Ga4−mInm clusters with m = 0, 1, 2, 3, 4. In Raman
studies, although no evidence of N-centred clusters involving more than one
In (Ga) atoms is found, the possibility of N–In2Ga2 clusters cannot be com-
pletely ruled out, however, in GaInNAs samples with higher In (Ga) contents
and/or upon RTA at 600–900◦C [66]. In the MBE-grown low-In content
layers of Ga1−xInxNyAs1−y with x = 0.058 and y = 0.028, the annealing-
induced blueshift of the band gap has been suggested to the changes in recent
photo-reflectance resonances [69] associated with three different N-centred
short-range order clusters (N–Ga4, N–Ga3In1, and N–Ga2In2). The mecha-
nism for the redistribution of N environment from Ga- (In-) ligand rich sites
to In- (Ga-) ligand rich sites is not well understood, the hopping of N or
vacancy-assisted migration of In and Ga atoms at elevated temperatures is
speculated for the rearrangement of group III–N–As bonding. To check our
theoretical conjectures, more systematic work on the impurity vibrational
modes is necessary by using sophisticated first principle methods as well as
spectroscopic techniques by using Raman and FTIR methods to elucidate the
local coordination of N and In (Ga) in Ga- (In-) rich dilute GaInNAs alloys
under different growth conditions with varied In (Ga) contents and annealing
procedures.
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17. K. Köhler, J. Wagner, P. Ganser, D. Serries, T. Geppert, M. Maier, L. Kirste,
J. Phys. Condens. Matter 16, S2995 (2004)

18. D.C. Koningsberger, R. Prins (eds.), X-Ray Absorption: Principles, Appli-
cations, Techniques of EXAFS, SEXAFS and XANES (Wiley, New York,
1988)

19. J.-F. Chen, R.-S. Hsiao, P.-C. Hsieh, Y.-C. Chen, J.-S. Wang, J.-Y. Chi, Jpn.
J. Appl. Phys. 45, 5662 (2006)

20. P. Krispin, V. Gambin, J.S. Harris, K.H. Ploog, J. Appl. Phys. 99, 6095 (2003)
21. H.P. Xin, K.L. Kavanagh, Z.Q. Zhu, C.W. Tu, Appl. Phys. Lett. 74, 2337 (1999)
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The Hall Mobility in Dilute Nitrides

M.P. Vaughan and B.K. Ridley

The introduction of dilute concentrations of nitrogen into III–V materials is
known to cause a large drop in the electron mobility. In addition to the scat-
tering from nitrogen sites and clusters, the conduction band becomes highly
non-parabolic, which further affects the transport properties. The effect of
this non-parabolicity on the mobility can be dealt with using an extension
to the ladder method for solving Boltzmann’s transport equation. The ladder
method was developed to deal realistically with the highly inelastic nature of
polar-optical phonon scattering, which limits the high temperature mobility
in most III–V semiconductors. Here, we detail this extension and discuss the
theoretical models of electron scattering from nitrogen centres.

10.1 Introduction

The transport properties of III–V semiconductors are now well known to be
greatly affected by the introduction of small concentrations of nitrogen. In
particular, the mobility is seen to drop quite dramatically from that of the
matrix III–V semiconductor. Skierbiszewski et al. [1] investigated Si doped
GaNxAs1−x with x = 0.014 and carrier density 1.6 × 1017 cm−3, finding a
mobility at 295K of 400 cm2V−1s−1. Kurtz et al. [2] performed measure-
ments on a series of n-type GaInNAs samples (x ∼ 0.016–0.019) doped
with Sn in the range 2 × 1016 cm−3 to 6 × 1017 cm−3. These samples indi-
cated a thermally activated mobility, with activation energy decreasing with
increasing dopant concentration (and hence Fermi energy). This would be
consistent with an electron relaxation time that increased monotonically in
energy, which would yield a mobility with the same dependence in tempera-
ture. The high temperature mobility of all these samples tended to converge
around ∼300 cm2 V−1s−1. Other workers have reported similar mobilities for
n-type GaInNAs [3, 4] in the range 100–300 cm2V−1s−1 for x ∼ 0.02.

The causes of this mobility drop appear to be twofold. Firstly, the intro-
duction of nitrogen is known to have a profound effect on the conduction band,
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manifesting most obviously in the large redshift of the energy gap [5]. This
phenomenon is well explained by the band-anticrossing (BAC) model due to
Shan et al. [6, see Chap. 3], which predicts a splitting of the conduction band
around a localised nitrogen energy level. The dispersion relations predicted by
this model show a considerable flattening of the band edge in k (wavevector)
space, hence giving rise to an enhanced effective mass, as well as a pronounced
non-parabolicity quite low in the band. This non-parabolicity is discussed in
Sect. 10.2, where we also address the problematic issue of the density of states.

Secondly, whilst polar-optical phonon scattering is usually the dominant
scattering process at room temperature in polar semiconductors, it has been
predicted by Fahy and O’Reilly [7] that it is scattering from nitrogen com-
plexes that will limit the mobility in dilute nitrides. Existing theories are
based mostly on some kind of alloy scattering model. We shall briefly review
these models in Sect. 10.6. For the time being, we note that a common feature
of these theories is the predicted temperature dependence of the mobility,
which varies as T−1/2. However, Hall measurements of GaNAs structures by
Mouillet et al. [8] tend to show a mobility that varies more like T 1/2 at low
temperature. This is not quite like ionised impurity scattering, which varies as
T 3/2 (although such processes may well be present) but is more reminiscent
of dislocation scattering. This suggests that, at low temperature, the mobility
is being limited by some kind of defect scattering and/or trapping.

Whilst the observed mobility seems to exhibit features characteristic of
disordered systems, the residual low temperature mobility seems too high to
be due to hopping conduction, so low energy electrons may only be weakly
localised. This has been proposed by Teubert et al. [4], who observed a neg-
ative magnetoresistance in GaInNAs samples. One way of explaining this is
in terms of a quantum correction due to enhanced backscattering of the elec-
tron. At low temperature, the elastic relaxation time can be much smaller than
the inelastic relaxation time. This means that the electron may be scattered
elastically many times before losing its phase coherence. When adding the
amplitudes for these scattering events, it is found that there is an enhanced
amplitude for the scattering from k to −k. This gives rise to a decrease in
the conductivity. Applying a magnetic field shifts the relative phases of the
interfering paths and hence reduces this effect so that, initially, a decrease in
the resistivity is observed. An alternative explanation can be given in terms
of Zeeman splitting of degenerate states in the potential traps. If the states
are close to the top of the potential barriers, one state may be raised above
it in energy and thus able to freely take part in conduction.

A problem with applying a model of weak localisation (using the former
explanation) is that we need to know the elastic and inelastic relaxation times.
The latter would naturally be taken to be due to phonon scattering but the
former would require knowledge of the potential seen by the electron. If this
is predominantly due to lattice imperfections at low temperature, an accu-
rate model will be difficult to devise. Moreover, improvements in material
fabrication may obviate the problem. We shall therefore focus on the more
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readily tractable scattering mechanisms. At room temperature, these will be
polar-optical phonon scattering and some kind of alloy scattering.

Polar-optical phonon scattering is a highly inelastic process. This causes
problems when trying to determine the mobility using the relaxation time
approximation since, as we shall see, no unique relaxation time can be defined.
Instead we solve the Boltzmann equation using the ladder method, originally
due to Delves [9]. The name refers to the fact that scattering into and out of
phonon mode at a particular electron energy is coupled to the scattering rates
at energies separated by the phonon energy �ω. This invokes a picture of an
energy ‘ladder’ with rungs �ω apart.

The method was further developed by Fletcher and Butcher [10] for bulk
material in an arbitrary magnetic field and applied to GaAs. It has since
been applied to bulk GaN by Ridley [11] and further developed by Anderson
et al. [12, 13] for application to 2D electron mobility in GaN-based quantum
wells. These treatments all assumed that the electron energy is parabolic. In
light of the non-parabolicity implied by the BAC model, we shall extend the
method to non-parabolic bands in 3D and 2D.

As we shall find, incorporating elastic scattering processes into the ladder
method is straightforward, provided that the form of the scattering rates are
known. This leaves us with our final task of establishing the nature of these
scattering processes. In Sect. 10.6, we review the possible models and give
scattering rates for other elastic processes.

10.2 Non-Parabolicity in Dilute Nitrides

The energy dispersion relations in dilute nitrides can be expressed using
the BAC model. This gives for the energy in the upper (+) and lower (−)
conduction band

E± (k) =
1

2

{

EN + EM (k) ±
(

[EN − EM (k)]
2

+ 4β2x
)1/2

}

, (10.1)

where EM is the energy of the matrix semiconductor

EM (k) =
�

2k2

2m∗
+ EC, (10.2)

where x is the nitrogen concentration and β determines the coupling strength
between the nitrogen and matrix states. According to tight-binding cal-
culations [14], the matrix band edge should also have an x dependence
given by

EC = EC (0) − αx. (10.3)

Typical values for these parameters are α = −1.45 eV and β = 2.45 eV [7].
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Now for a non-parabolic band, we can write the dispersion relations in the
form

�
2k2

2m∗
= γ(E), (10.4)

from which we can find the 3D and 2D densities of states

N3D(E) =
(2m∗)

3/2

4π2�3
γ1/2(E)

dγ(E)

dE
, (10.5)

and for a single subband,

N2D(E) =
m∗

2π�2

dγ (E)

dE
. (10.6)

Using (10.1) and (10.2), if we write γ as in (10.4) (where m∗ is the matrix
semiconductor effective mass), we obtain

γ(E) =
β2x

EN − E
+ E − EC. (10.7)

This can be written with E relative to the dilute nitride band edge by defining
∆EN = EN − E−(0) and ∆EC = EC − E−(0) and noting that, from (10.1),
∆EC∆EN = β2x:

γ(E) =

(

∆EC

∆EN

1

1 − E/∆EN
+ 1

)

E. (10.8)

This has the derivative

dγ(E)

dE
=

∆EC

∆EN

1

(1 − E/∆EN)
2 + 1. (10.9)

Casual inspection of (10.7) or (10.8) will reveal that we now have a problem:
as the energy approaches EN, γ (and its derivative) approaches infinity. In
particular, the integrals of the densities of states (DOS) (10.5) and (10.6)
imply that the number of states with energy less that E becomes infinite as
E approaches EN . This is clearly not a physically valid result.

A possible solution to the problem has been provided by Wu et al. [15], who
have derived the BAC model using the Green’s functions of Anderson’s many-
impurity model [16] in the coherent potential approximation. The Green’s
function for the system can be written

G (E, EM) =

{

E − EM (k) − β2x

E − EN + i∆

}−1

. (10.10)

The dispersion relations can now be found from the poles of (10.10) with
the difference that now EN becomes EN + i∆ and hence E±(k) develops an
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imaginary component, interpreted as an energy broadening. The density of
states can now be found from the imaginary part of the Green’s function

N(E) = − 1

π
Im

∫

G (E, EM)N0 (EM) dEM, (10.11)

where N0(EM) is the matrix semiconductor density of states. Integrating
(10.11) using the appropriate forms for N0, we obtain the 3D and 2D DOS

N3D(E) = − (2m∗)
3/2

4π2�3
g(E)

{

2
[

(

h2(E) + g2(E)
)1/2 − h(E)

]}−1/2

(10.12)

and, for a single subband

N2D(E) =
m∗

2π�2

{

1

2
− 1

π
arctan

(

h(E)

g(E)

)}

, (10.13)

where we have employed the auxiliary functions

g(E) = − β2x∆

(E − EN)
2

+ ∆2
,

h(E) = E − (E − EN)

∆
|g(E)| .

Note that in (10.12)–(10.13), E is relative to EC. Taking the limit of (10.12)
as ∆ → 0, we have

lim
∆→0

N3D(E) =
(2m∗)

3/2

4π2�3

(

β2x

EN − E
+ E

)1/2

. (10.14)

However, comparing this to (10.7), we see that we have just obtained

lim
∆→0

N3D(E) =
(2m∗)3/2

4π2�3
γ1/2(E). (10.15)

This is almost in the same form as (10.5), except that the derivative of γ
has disappeared. However, this new form has the advantage that its integral
over energy does converge. In Fig. 10.1, calculated 3D DOS using the Green’s
function approach for energy broadenings of 0 and 100meV are shown.

In the 2D case, we find that taking the limit ∆ → 0, the argument of
the arctan function in (10.13) tends to ±∞, and therefore the value of the
bracketed term becomes 0 or unity, depending on the value of E.

Specifically, we have

lim
∆→0

N2D(E) =

{

m∗

2π�2 , E− (0) < E < EN or E > E+ (0),
0 otherwise.

(10.16)

In other words, the 2D density of states is the same as in the parabolic
case over the E± bands and 0 elsewhere. Now from (10.1), we find that
EC − E−(0) = E+(0) − EN, so integrating over the 2D DOS, we find that
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Fig. 10.1. The 3D density of states (DOS) calculated using the Green’s function
approach. Here, EN is 250 meV above the matrix semiconductor band edge (E = 0).
The solid line shows the DOS in the limit of the energy broadening taken to 0. Note
that this approaches infinity close to EN. The dashed line is for a broadening of
100 meV. Both these graphs are calculated using x = 0.02. The dotted line shows
the unperturbed DOS (x = 0) for comparison

there is the same number of states with energy less than E for any energy
greater than E+(0) in both the matrix semiconductor and the dilute nitride.
The calculated 2D DOS for a subband using the Green’s function approach
for energy broadenings of 0 and 100meV are shown in Fig. 10.2. Note that
the singularity seen in the 3D DOS at EN reappears when we perform a sum-
mation over subbands. This is due to an increasing number of higher subband
states being pushed below the nitrogen energy (see [17]).

These new forms for the DOS should not give us too much cause for concern
when calculating the mobility, since, at low energies, the major effect of the
increased effective mass arises through the electron group velocity. Since in
the limit ∆ → 0 we still obtain the dispersion relations given by (10.1), it is
reasonable to assume that we can continue to use the group velocity obtained
from them:

v (k) =

(

dγ(E)

dE

)−1(
2γ(E)

m∗

)1/2

. (10.17)

A couple of points should be emphasised here. Firstly, the effective mass
appearing in this expression and elsewhere in the DOS is still that of the
matrix semiconductor. Secondly, care must be taken whenever the derivative
of γ arises. In (10.17), the derivative emerges from the dispersion relations,
which we take to be valid, so we must keep this. In other derivations, the
derivative may arise through the density of states. In this case, if we are to
employ the modified DOS derived using the Green’s function, we must reject
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Fig. 10.2. The 2D density of states for a single subband calculated using the Green’s
function approach. The solid line shows the DOS in the limit of the energy broad-
ening taken to 0. Note that this has the same magnitude as the unperturbed DOS
(dotted line) with the band just shifted down in energy. The dashed line is for a
broadening of 100 meV. The nitrogen concentration in both cases is x = 0.02

these derivatives. For the time being, we shall derive all our formulae in the
most general case and indicate within the derivation where modifications may
need to be made.

10.3 The Hall Mobility

The current density is given by the integration of the electron group velocity
v(k) over all states, weighted by the distribution function f(k)

j = −2
e

(2π)
3

∫

v(k)f(k)d3k, (10.18)

where the factor of 2 accounts for spin. Here, e is the electronic charge and
the negative sign has been inserted for consistency since, by convention, j is
in the opposite direction to the electron flow. If the distribution function is
displaced by δk in k space due to the application of a vanishing small electric
field, we can expand f(k) to first order as

f(k) = f0(k − δk) ≈ f0(k) −∇kf0(k) · δk, (10.19)

where the equilibrium distribution f0(k) is given by the Fermi factor

f0(k) =
1

1 + exp ([Ek − EF]/kBT )
. (10.20)
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Here, Ek is the energy of the state, EF is the Fermi energy, kB is Boltzmann’s
constant and T is the absolute temperature. Equation (10.19) is in the
form f0(k) + f1(k), where f0(k) and f1(k) have even and odd parity in k,
respectively, and, by assumption, f0(k) ≫ f1(k).

Since the electron group velocity v(k) is

v (k) = ∇kω =
1

�
∇kEk, (10.21)

using the chain rule and writing f0(k) as a function of E (dropping the k
subscript), we have

f(k) = f0(E) − �
df0(E)

dE
v (k) · δk. (10.22)

In the presence of both electric and magnetic fields (E and B), the total force
on an electron is given by the Lorentz law

F = −e (E + v × B). (10.23)

Following Fletcher and Butcher [10], we take B to be in the z-direction and
define the vector function

Φ(E) = −e {τ1(E)vt + τ2(E)(ẑ × vt) + τ3(E)vz}, (10.24)

where

vt = vxx̂ + vyŷ,

vz = vzẑ (10.25)

and the hat notation indicates a unit vector. The τi are energy dependent
relaxation times. We can now write f(k) as

f(k) = f0(E) − df0(E)

dE
Φ(E) · E. (10.26)

When we substitute this into (10.18) for the current density, the even part f0

disappears due to the odd parity of v(k) so that j is directly proportional to E.
Comparing with the macroscopic form j = σE, we find that the components
of the conductivity tensor σ are

σij = 2
e

(2π)
3

∫

viΦj
df0(E)

dE
d3k. (10.27)

The Cartesian components of Φ(E) are

Φx = −e {τ1(E)vx − τ2(E)vy},
Φy = −e {τ1(E)vy + τ2(E)vx},
Φz = −eτ3(E)vz . (10.28)
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Note that when (10.28) are inserted into (10.27), the cross-terms involving
vivj where i �= j disappear due to negative parity. The conductivity tensor
then reduces to

σ =

⎡

⎣

σxx σxy 0
−σxy σxx 0

0 0 σzz

⎤

⎦. (10.29)

Changing (10.27) to an integral over energy, the components of σ can be
written as

σxx = σ1,

σxy = σ2,

σzz = σ3, (10.30)

where

σi = −2e2

3

∫

v2 df0(E)

dE
τi(E)N3D(E)dE (10.31)

in 3D and

σi = −e2

L

∫

v2 df0(E)

dE
τi(E)N2D(E)dE (10.32)

in 2D for a quantum well of width L.
Now the Hall factor is given by

RH = − j × B

|j× B|2
·E. (10.33)

With B parallel to the z-axis, using (10.29), this reduces to

RH =
σxy

(

σ2
xy + σ2

xx

)

B
, (10.34)

whilst the Hall mobility is given by

µH = −RHσzz . (10.35)

10.4 The Ladder Method

Having established our basic transport formulae, we now need to find the forms
of the relaxation times τi. As we have seen, for low-field transport, these are
proportional to the perturbation of the distribution function f(k), which can
be found by solving the Boltzmann equation. The first-order treatment allows
us to linearize the Boltzmann equation and find an exact solution.

In the absence of any temperature or carrier concentration gradient, the
steady state Boltzmann equation for a driving force F is

F

�
· ∇kf(k) =

(

∂f(k)

∂t

)

scat

. (10.36)
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The right-hand side of (10.36) is the temporal rate of change of f(k) due to
scattering and can be written
(

∂f(k)

∂t

)

scat

=

∫

s(k′,k)f(k′) [1 − f(k)] − s(k,k′)f(k) [1 − f(k′)]d3k′,

(10.37)
where s(k′,k) and s(k,k′) are the intrinsic scattering rates for some general
scattering process from k′ to k and vice versa (strictly, these are not rates since
they have the dimensions of length3 × time−1, however we refer to them as
rates for convenience). We note that the rates inside the integral are multiplied
not only by the probability that the initial state is occupied but also, since
electrons are fermions, the probability that the final state is not occupied.

The perturbation to f(k) is

f1(E) = −df0(E)

dE
Φ(E) · E. (10.38)

Note that the derivative of the Fermi factor can be written

df0(E)

dE
= − 1

kBT
f0(E) {1 − f0(E)}. (10.39)

Using this, putting F equal to the Lorentz force (10.23) and neglecting second-
order terms in E, the left-hand side of (10.36) is

F

�
· ∇kf(k) = eE ·

{

v +
1

�
[B · (v ×∇k)] Φ(E)

}

f0(E) {1 − f0(E)}
kBT

. (10.40)

Turning our attention to the other side of the Boltzmann equation, we sub-
stitute f(k) = f0(E) + f1(E) into the scattering integral (10.37). Making use
of the equilibrium condition

s(k′,k)f0(E
′) {1 − f0(E)} = s(k,k′)f0(E) {1 − f0(E

′)} (10.41)

and neglecting products of the first-order components of f(k), a little algebra
leads to

(

∂f(k)

∂t

)

scat

=

∫

s(k′,k)

{

f1(E
′)

1 − f0(E)

1 − f0(E′)
− f1(E)

f0(E
′)

f0(E)

}

d3k′.

(10.42)
Substituting for f1(E) using (10.38) and (10.39) then gives
(

∂f(k)

∂t

)

scat

=
1

kBT

∫

s(k′,k)f0(E
′) [1 − f0(E)] {Φ(E′) − Φ(E)} · E d3k′.

(10.43)
Equating this with (10.40), we arrive at

−e

(

v +
1

�
[B · (v ×∇k)] Φ(E)

)

=

∫

s(k′,k)
f0(E

′)

f0(E)
{Φ(E) − Φ(E′)}d3k′.

(10.44)
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Note that the electric field has now dropped out of the equation. Expressed
in component form, (10.44) is

−e

(

vi +
B

�

(

vx
∂

∂ky
− vy

∂

∂kx

)

Φi(E)

)

=

∫

s(k′,k)
f0(E

′)

f0(E)
{Φi(E) − Φi(E

′)}d3k′. (10.45)

Since on the left-hand side of (10.45) we take the derivative of Φi(E), which
is a function of group velocity, with respect to kj , we need to express v in
terms of k. For non-parabolic energy bands, the group velocity is

v =
dE

dγ

�k

m∗
. (10.46)

On the right-hand side of (10.45) we have sums of terms of the form

vx

∫

s(k′,k)
f0(E

′)

f0(E)

(

τi(E) − τi(E
′)

vx
′

vx

)

d3k′. (10.47)

The ratios of the components of the group velocity can be expressed in terms
of the velocity magnitudes and α, the angle between v and v′. Now, for each
integral (in either 2D or 3D), we may always transform to a set of axes such
that v lies along the x-axis and v′ lies in the x − y plane. Then

vx
′

vx
=

v′

v
cosα (10.48)

and similarly for the other components of v′ and v. Applying these consider-
ations, the components of (10.44) can be written out in full as

vx +
dE

dγ
ωc [vxτ2(E) + vyτ1(E)] = vxL (τ1(E)) − vyL (τ2(E)),

vy − dE

dγ
ωc [vxτ1(E) − vyτ2(E)] = vyL (τ1(E)) + vxL (τ2(E)),

vz = vzL (τ3(E)), (10.49)

where

L (τi(E)) =

∫

s(k′,k)
f0(E

′)

f0(E)

(

τi(E) − τi(E
′)

v′

v
cosα

)

d3k′ (10.50)

and ωc is the cyclotron frequency

ωc =
eB

m∗
. (10.51)
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Eliminating the components of v from (10.49), we then have

L (τ1(E)) = 1 +
dE

dγ
ωcτ2(E),

L (τ2(E)) = −dE

dγ
ωcτ1(E),

L (τ3(E)) = 1 (10.52)

In reality, there will be many different scattering processes. Assuming that
these are independent of each other, we may then write s(k′,k) as

s(k′,k) =
∑

i

si(k
′,k), (10.53)

where the si(k
′,k) are particular scattering processes. Equation (10.51) can

then be written

∑

i

Li (τj(E)) =
∑

i

∫

si(k
′,k)

f0(E
′)

f0(E)

(

τj(E) − τj(E
′)

v′

v
cosα

)

d3k′.

(10.54)
For elastic processes, we may put

si(k
′,k) → si(k

′,k)δ (E′ − E). (10.55)

On insertion of this into the integral on the right-hand side of (10.54), the
action of the delta function means that the τj take the same value of E whilst
the f0 and v cancel out, leaving

Li (τj(E)) = τj(E)

∫

si(k
′,k) (1 − cosα)d3k′. (10.56)

Note that, since α is the angle between k′ and k, in the absence of a magnetic
field this gives us the definition of a momentum relaxation time τm(E) as the
reciprocal of the elastic scattering rate wi(E) for a given process:

(

1

τm(E)

)

i

= wi (E) =

∫

si(k
′,k) (1 − cosα)d3k′. (10.57)

These results can be summarised in a concise form by writing

∑

i

Li (τj(E)) = τj(E)
∑

i

wi. (10.58)

For polar-optical phonon scattering, we must allow that the process can no
longer be modelled as elastic. Consider the case of scattering from a single
optical mode of energy �ω. The intrinsic rate from an initial state k to a final
state k′ can be written formally as
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s(k,k′) = sAδ (E′ − E − �ω) + sEδ (E′ − E + �ω), (10.59)

where sA and sE are the intrinsic scattering rates for absorption (final energy
E′ = E + �ω) and emission (E′ = E − �ω), respectively. However, we have
written the integrals for the scattering rates (10.50) in terms of s(k′,k), i.e. the
intrinsic rate from the final state k′ to the initial state k. Hence, the rate
multiplying the first delta function in (10.59) must be the emission rate (going
from E′ = E + �ω to E) and that multiplying the second delta function the
absorption rate (going from E′ = E − �ω to E). Thus

s(k′,k) = sEδ (E′ − E − �ω) + sAδ (E′ − E + �ω). (10.60)

When (10.60) is inserted into (10.50), the effect of the delta functions is to
introduce values of the τi at energies E − �ω, E and E + �ω, which can then
be taken outside the integrals. The result is an expression of the form

L (τi(E)) = A(E)τi(E − �ω) + B(E)τi(E) + C(E)τi(E + �ω), (10.61)

where

A(E) = −θ(E − �ω)

∫

sA
f0(E

′)

f0(E)

v′

v
cosαδ(E′ − E + �ω)d3k′,

B(E) = θ(E − �ω)

∫

sA
f0(E

′)

f0(E)
δ(E′ − E + �ω)d3k′

+

∫

sE
f0(E

′)

f0(E)
δ(E′ − E − �ω)d3k′,

C(E) = −
∫

sE
f0(E

′)

f0(E)

v′

v
cosαδ(E′ − E − �ω)d3k′,

(10.62)

Here, we have introduced the step function

θ(E) =

{

0, E ≤ 0,

1, E > 0,
(10.63)

since for an electron with energy E < �ω there can be no phonon emission,
hence the scattering rate for this process must be zero. On substitution of
(10.61) into (10.52), we find that scattering time at any particular energy E
is correlated with the times at E±�ω. This suggests the picture of the phonon
energy ‘ladder’ with rungs �ω apart: the scattering rate on any particular rung
being related to the rates on adjacent rungs. We can make this more explicit
by writing the energy as ε + n�ω, where 0 ≤ ε < �ω, and rewriting (10.52) as
a system of linear equations:

L (τ1(ε + n�ω)) = 1 +
dE

dγ
ωcτ2(ε + n�ω),

L (τ2(ε + n�ω)) = −dE

dγ
ωcτ1(ε + n�ω),

L (τ3(ε + n�ω)) = 1,

n = 0, 1, . . . . (10.64)
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If we require any τi at a particular level E, we need to solve for all the values
of τi separated by integral multiples of �ω. In practice, we may only solve
for a finite number of rungs, which we may do by using a matrix inversion
technique such as Gaussian elimination. To minimize any truncation error
incurred from only solving for a finite number of rungs, it is assumed that as
n → ∞, τi(ε + n�ω) → τi(ε + [n + 1]�ω). Hence, for the last rung N , we put

B (ε + N�ω) → B (ε + N�ω) + C (ε + N�ω). (10.65)

In reality, of course, there will only be a finite number of rungs in an energy
band. In GaNxAs1−x the width of the lower band E− depends on temperature
and nitrogen concentration but at 300K can be as narrow as six rungs for
ultra-dilute N concentrations. Even for such a narrow band, the boundary
condition given in (10.65) may still be reasonable, although strictly speaking,
we ought to modify (10.62) by imposing the condition

C(E) → θ (EB − E)C(E), (10.66)

where EB is the band width and then just solving for EB/�ω rungs (rounded
down to the nearest integer).

To include elastic scattering processes in our calculations, we just make
the substitution

B(E) → B(E) +
∑

i

wi. (10.67)

10.5 Ladder Coefficients in a Non-Parabolic Band

The general form of s(k′,k) for phonon scattering is

s (k′,k) = W (k,k′, ω)
{

n (ω) + 1
2 ∓ 1

2

}

δk′,k∓qδ (E′ − E ± �ω), (10.68)

where n(ω) is the phonon occupation number, given by the Bose–Einstein
factor, q is the phonon wavevector and the Kronecker delta imposes the
conservation of momentum. W (k, k′, ω) is given by

W (k,k′, ω) = I2(k,k′) |G(qz)|2
V

8π2NM

C2
q

ω
, (10.69)

where I(k,k′) is a factor of order unity arising out of the overlap of the
electron wavefunctions over the unit cell, G(qz) is a 2D form factor (equal to
unity in 3D), N is the number of unit cells in the crystal volume V, M is a
characteristic mass and C2

q is a coupling strength for the particular process.
For polar optical scattering C2

q is given by [18]

C2
q =

e2Mω2

V0q2εp
, (10.70)
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where V0 is the volume of the unit cell and we have defined

1

εp
=

1

ε0

(

1

κ∞
− 1

κ0

)

, (10.71)

in terms of the permittivity of free space ε0 and the high- and low-frequency
dielectric constants κ∞ and κ0, respectively. Substituting (10.70) into (10.69),
we get

W (k,k′, ω) = I2(k,k′)
W0

2

�

π

(

�ω

2m∗

)1/2 |G(qz)|2
q2

, (10.72)

where we have defined a characteristic rate for polar-optical phonon scattering

W0 =
e2

4π�εp

(

2m∗ω

�

)1/2

. (10.73)

Substituting these expressions into in our formal equations for the ladder
coefficients (10.62), we obtain

A(E) = −θ(E − �ω)
W0

2

�

π

(

�ω

2m∗

)1/2

n(ω)
f0(E − �ω)

f0(E)
I+
1 ,

B(E) =
W0

2

�

π

(

�ω

2m∗

)1/2(

θ(E − �ω)n(ω)
f0(E − �ω)

f0(E)
I+
2

+ (n(ω) + 1)
f0(E + �ω)

f0(E)
I−2

)

,

C(E) = −W0

2

�

π

(

�ω

2m∗

)1/2

(n(ω) + 1)
f0(E + �ω)

f0(E)
I−1 ,

(10.74)

where we have extracted the f0(E
′)/f0(E), after allowing for the action of the

delta functions, from the integrals I±i

I±1 = I2(k,k′)

∫ |G(qz)|2
q2

v′

v
cosαδ(E′ − E ± �ω)d3k′,

I±2 = I2(k,k′)

∫ |G(qz)|2
q2

δ(E′ − E ± �ω)d3k′. (10.75)

Note that we have omitted the Kronecker delta from the above, as the
conservation of momentum will be taken to be implicit.

In 3D, analytical solutions for the ladder coefficients (10.74) in a non-
parabolic band have been found [19] by changing to an integral over energy.
However, this approach proves intractable in the 2D case. Instead, we adopt
the alternative strategy of exploiting the one-to-one correspondence between
k and phonon wavevector q and integrate over q. This gives the same result
as integrating over energy in the 3D case. Unfortunately, in 2D our final
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expressions for the ladder coefficients are no longer in an analytical form and
we are left with integrals that we must solve numerically.

We now make use of the one-to-one mapping between k′ and q to change
to an integral over q

d3k′ → d3q =

{

2πq2dq d(−cosβ), 3D,

2
q||

sin β dq|| dqzd(−cosβ), 2D,
(10.76)

where β is the angle between k and q in 3D or the angle between k|| and
q|| in 2D (the ‘||’ subscript denotes the component of the wavevector in the
plane of the quantum well). Note that the factor of 2 for the 2D expression
accounts for the fact that β is the azimuthal angle in this case and so we
need to double the integration to account for π ≤ β ≤ 2π. We take the factor
of 1/q2 in (10.75) into the integration over qz in the 2D case and use the
form factor

F (q||) =
q||

π

∫ ∞

−∞

|G(qz)|2
q2
z + q2

||

dqz . (10.77)

We can write the integrals for both 3D and 2D in an analogous form by
defining

F (q) = 1, (10.78)

in 3D. Dropping the ‘||’ notation, the integrals can then be written using a
common q dependent factor:

2πF (q) dq. (10.79)

The argument of the delta function can be rewritten in terms of the inverse
of γ:

E′ − E ± �ω = γ−1

(

�
2k′2

2m∗

)

− E ± �ω. (10.80)

Note that the existence of γ−1(E) requires that γ is a monotonically increasing
function of E. Physically; this means that we are constrained to k values in a
single energy band.

The conservation of momentum gives us

k′2 = k2 + q2 + 2kq cosβ, (10.81)

which allows us to substitute for k′ in (10.80). We can now integrate over
− cosβ using the property of the delta function

∫ xB

xA

f(x)δ {g(x)}dx =
∑

i

f(xi)

|dg(xi)/dx| , (10.82)
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where xi is a point on the interval [xA, xB] and g(xi) = 0. In our case, we have

g(cosβ) = γ−1

(

�
2

2m∗

[

k2 + q2 + 2kq cosβ
]

)

− E ± �ω,

f(cosβ) =

{

1, 3D,
(

1 − cos2 β
)−1/2

, 2D,
(10.83)

where we have used the identity sinβ = (1 − cos2 β)1/2. Now, the derivative
of g(cosβ) is

dg(cosβ)

d cosβ
=

�
2kq

m∗

dγ−1 (X)

dX
, (10.84)

where X is the argument of γ−1 in (10.83). But, when g(cosβ) = 0, we have

X = γ (E ∓ �ω) = γ (E′). (10.85)

Consequently, from the definition of an inverse function, we have

γ−1 (γ′) = E′,

dγ−1 (γ′)

dγ′
=

dE′

dγ′
=

(

dγ (E′)

dE

)−1

. (10.86)

Had we been integrating over energy (in 3D), it is this derivative that would
have emerged from making the substitution

dk′ =
(2m∗)1/2

2�
γ−1/2 (E′)

dγ (E′)

dE
dE′. (10.87)

That is, this derivative arises out of the density of states derived from the
dispersion relations rather than the Green’s function (that this is the case
when integrating over q is not supposed to be obvious). For the time being,
we shall retain it as it will be straightforward to remove from our final results
when we wish to specialise to dilute nitrides.

In the 2D case we have the (sin β)−1 function to deal with. When
g(cosβ) = 0, we have

cosβ =
1

2

(

2m∗

�2

)

1

kq

(

γ (E ∓ �ω) − �
2k2

2m∗
− �

2q2

2m∗

)

,

=
1

2

(

2m∗

�2q2

)1/2
1

γ1/2(E)

(

γ (E ∓ �ω) − γ(E) − �
2q2

2m∗

)

. (10.88)

Putting these results together, we find that integration over − cosβ introduces
a factor

(2m∗)1/2

2�γ1/2(E)

dγ(E ∓ �ω)

dE

H±(E, q)

q
, (10.89)
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where we have substituted for k in terms of γ and

H±(E, q) =

⎧

⎪

⎨

⎪

⎩

1, 3D,
[

1 − 1
4

2m∗

�2q2
1

γ(E)

(

γ(E ∓ �ω) − γ(E) − �
2q2

2m∗

)2
]−1/2

, 2D.

(10.90)
A further consequence of this integration is the imposition of limits on q due
to the condition that cosβ must lie between −1 and 1. Setting g(cosβ) = 0
with cosβ = ±1 in (10.83), we obtain a quadratic equation in q. Imposing
the condition q ≥ 0, we find that the limits for absorption (integrals involving
δ(E′ − E − �ω)) are

q−1 =
(2m∗)1/2

�
γ1/2(E)

{

(

γ(E + �ω)

γ(E)

)1/2

− 1

}

q−2 =
(2m∗)1/2

�
γ1/2(E)

{

(

γ(E + �ω)

γ(E)

)1/2

+ 1

}

(10.91)

and for emission (integrals involving δ(E′ − E + �ω)) are

q+
1 =

(2m∗)1/2

�
γ1/2(E)

{

1 −
(

γ(E − �ω)

γ(E)

)1/2
}

q+
2 =

(2m∗)1/2

�
γ1/2(E)

{

1 +

(

γ(E − �ω)

γ(E)

)1/2
}

. (10.92)

Using these results, the integrals in (10.75) become

I±1 = I2(k,k′)
π

�

(

2m∗

γ(E)

)1/2
dγ(E ∓ �ω)

dE

∫ q±
2

q±
1

F (q)

q
H±(E, q)

v±
v

cosα±dq,

I±2 = I2(k,k′)
π

�

(

2m∗

γ(E)

)1/2
dγ(E ∓ �ω)

dE

∫ q±
2

q±
1

F (q)

q
H±(E, q)dq. (10.93)

Note that in the first integral, we have rewritten v′ and cosα with ± subscripts.
This is to allow for the effect of the delta function on these factors after the
integration over − cosβ.

From the conservation of momentum, cosα can be written

cosα =
k′2 + k2 − q2

2k′k
. (10.94)

Hence, using (10.17) for the group velocity in a non-parabolic band, we have

v′

v
cosα =

dE/dγ′

dE/dγ

(

γ(E′)

γ(E)

)1/2 γ(E′) + γ(E) − �
2q2
/

(2m∗)

2γ1/2(E′)γ1/2(E)
, (10.95)
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so I±1 is

I±1 = I2(k,k′)
π

2�

(2m∗)
1/2

γ3/2(E)

dγ(E)

dE

×
∫ q±

2

q±
1

F (q)

q
H±(E, q)

{

γ (E ∓ �ω) + γ (E) − �q2

2m∗

}

dq.

(10.96)

In the 3D case, these integrals reduce to

I±1 = I2(k,k′)
π

2�

(2m∗)1/2

γ3/2(E)

dγ(E)

dE

∫ q±
2

q±
1

γ (E ∓ �ω) + γ(E)

q
− �q

2m∗
dq,

I±2 = I2(k,k′)
π

�

(

2m∗

γ(E)

)1/2
dγ(E ∓ �ω)

dE

∫ q±
2

q±
1

dq

q
, (10.97)

which can be solved analytically. Using the limits on q ((10.91) and (10.92))
and the identities

tanh−1(x) = 1
2 ln

(

1+x
1−x

)

,

coth−1(x) = 1
2 ln

(

x+1
x−1

)

, (10.98)

we finally obtain, after substituting the I±i back into (10.74),

A(E) = −θ(E − �ω)I2(k′,k)W0(�ω)1/2n(ω)
f0(E − �ω)

f0(E)

dγ(E)

dE

γ1/2(E − �ω)

γ(E)

× 1

2

{

γ(E − �ω) + γ(E)

γ1/2(E − �ω)γ1/2(E)
tanh−1

(

γ(E − �ω)

γ(E)

)1/2

− 1

}

,

B(E) = I2(k′,k)W0

(

�ω

γ(E)

)1/2

×
[

θ(E − �ω)n(ω)
f0(E − �ω)

f0(E)

dγ(E − �ω)

dE
tanh−1

(

γ(E − �ω)

γ(E)

)1/2

+ {n(ω) + 1} f0(E + �ω)

f0(E)

dγ(E + �ω)

dE
coth−1

(

γ(E + �ω)

γ(E)

)1/2
]

,

C(E) = −I2(k′,k)W0(�ω)1/2 {n(ω) + 1} f0(E + �ω)

f0(E)

dγ(E)

dE

γ1/2(E + �ω)

γ(E)

× 1

2

{

γ(E + �ω) + γ(E)

γ1/2(E + �ω)γ1/2(E)
coth−1

(

γ(E + �ω)

γ(E)

)1/2

− 1

}

. (10.99)
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In the parabolic limit, it can be shown that (10.99) reduce to the formulae
given by Fletcher and Butcher [10]. Forms for (10.99) in which the dependence
on the group velocity and density of states is made explicit can be found in [20].

For the 2D case, the integrals cannot be performed analytically and we
must leave the expressions for the ladder coefficients in the form:

A(E) = −θ(E − �ω)I2(k,k′)
W0

4
(�ω)1/2 n(ω)

f0(E − �ω)

f0(E)

×
1

γ3/2(E)

dγ(E)

dE

∫ q
+
2

q+
1

F (q)

q
H+(E, q)

{

γ (E − �ω) + γ(E) −
�q2

2m∗

}

dq,

B(E) = I2(k,k′)
W0

2

(

�ω

γ(E)

)1/2

×

(

θ(E − �ω)n(ω)
f0(E − �ω)

f0(E)

dγ(E − �ω)

dE

∫ q+
2

q+
1

F (q)

q
H+(E, q)dq

+ {n(ω) + 1}
f0(E + �ω)

f0(E)

dγ(E + �ω)

dE

∫ q−
2

q−
1

F (q)

q
H−(E, q)dq

)

,

C(E) = −I2(k,k′)
W0

4
(�ω)1/2 {n(ω) + 1}

f0(E + �ω)

f0(E)

×
1

γ3/2(E)

dγ(E)

dE

∫ q−
2

q
−
1

F (q)

q
H−(E, q)

{

γ (E + �ω) + γ(E) −
�q2

2m∗

}

dq,

(10.100)

Having obtained these general expressions, we must remember that if we
are to use the modified DOS we must divide the appropriate terms by
dγ (E ∓ �ω) /dE. Simpler forms for (10.101) in terms of the group velocity
and density of states and in which the numerical integrals are free from sin-
gularities can be found in [20]. We also require explicit forms for the F (q).
The exact form used will depend on the choice of electron wavefunction in
the confinement direction. For a triangular quantum well, a common choice
is the Fang–Howard wavefunction [21]. For an electron in the first subband,
the form factor is then [13, 22]

F (q||) =
(

1 +
q||

b

)−3
(

1 +
9

8

q||

b
+

3

8

q2
||

b2

)

, (10.101)

where b is a parameter chosen to minimise the electron energy. For an electron
in the nth subband of an infinite quantum well, we have

Fn(q||) =

⎧

⎪

⎨

⎪

⎩

2

q||L
+

q||L

q2
||L

2 + 4π2n2
− 32π4n4

[

1 − exp(−q||L)
]

q2
||L

2
(

q2
||L

2 + 4π2n2
)2

⎫

⎪

⎬

⎪

⎭

. (10.102)



10 The Hall Mobility in Dilute Nitrides 275

10.6 Elastic Scattering Processes

10.6.1 Alloy Scattering

For III–V semiconductors, the conventional model of alloy scattering is due
to Harrison and Hauser [23], building on the work of Flinn [24], Hall [25] and
Asch [26]. According to this model, the alloy is treated in the virtual crystal
approximation [27] in which the potential seen by the electron is a linear
interpolation of the binary constituents. The scattering rate is then ascribed
to random fluctuations in the potential and calculated using time-dependent
perturbation theory. The scattering rate, in the form of (10.57), is found to be

w(E) =
3π3x(1 − x)∆V 2a3

0

8�
N(E), (10.103)

where a0 is the lattice constant, N(E) is the appropriate density of states
and ∆V is the difference in the binary potentials. The actual nature of this
potential is still an open question. Harrison and Hauser take this to be the
difference in electron affinity and calculate the scattering rate using the Born
approximation. Subsequently, it was suggested by Ferry [28] that the potential
used by Van Vechten and Bergstresser [29] in their dielectric method treatment
of bandgap bowing in alloys should be a better choice. The magnitude of this
potential for an alloy AxB1−xC where A and B have the same valence Z is
given by

∆V = Be2Z |1/rB − 1/rA| exp (−ksR), (10.104)

where
R = 1

2 [xrA + (1 − x) rB + rC], (10.105)

the ri are Philips’ rationalised covalent radii [30], ks is the Thomas–Fermi
screening wave number and B is a parameter of order unity (take to be 1.5)
used to adjust to compensate for the error in the Thomas–Fermi factor. This
model would certainly produce a large scattering rate in dilute nitrides due
to the much smaller radius of the nitrogen atom compared to the other group
V atoms it might substitute for.

Alternatively, a phenomenological approach was suggested by Auslender
and Hava [31], who used the Hellman–Feynman theorem to show that the
difference in the binary potentials could be expressed in terms of the derivative
of the virtual crystal potential with alloying and hence in terms of the rate of
change of the band edges. However, whether this method can be used to find
the scattering rate from optical bowing data depends on two factors: Firstly,
the model is based on band-edge bowing and not band-gap bowing. This may
not be a critical objection if the rate of change of the valence band-edge is
negligible compared to that of the conduction band. For dilute nitrides, this
seems a reasonable approximation. Secondly, and perhaps more crucially, the
model is derived from the rate of change of the virtual crystal potential, which
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does not explicitly involve bowing. The model may then not relate directly to
the observed variation of the bandgap at all.

More recently, a similar result to that of Auslender and Hava’s for an
isolated impurity has been derived by Fahy and O’Reilly [7] using S-matrix
theory. These authors subsequently developed their model to incorporate scat-
tering from nitrogen complexes [32]. This has become the most commonly
cited model in the literature for the mobility in dilute nitrides.

In Fahy and O’Reilly’s original work, a scattering cross section was derived
from the S-matrix element, which was shown to be proportional to the rate of
change of the band edge E0 with the number of impurities per unit volume NI

〈ψ0|∆V |φ0〉 =
1

V

dE0

dNI
. (10.106)

Here, ∆V is the perturbation in the potential due to the presence of the
impurity, ψ0 and φ0 are the eigenfunctions at k = 0 for the perturbed and
unperturbed Hamiltonians, respectively, and V is the crystal volume. For our
purposes, we again require a scattering rate in the form of (10.57)

w(E) = NIV
2π

�

∫

|〈ψ0|∆V |φ0〉|2 (1 − cos θ) δ (E′ − E)
V

8π3
d3k′,

=
π

2

xa3
0

�
N(E)

(

dE0

dx

)2

, (10.107)

where N(E) is the appropriate density of states and we have used NI = 4x/a3
0.

This expression can be adapted to the case of different nitrogen environments
(such as N–N clusters) with concentrations xi by making the substitution

(

dE0

dx

)2

→
∑

i

(

dE0

dxi

)2

xi. (10.108)

For isolated nitrogen states, the rate of change of the lower E− band can be
calculated from the BAC model

dE−

dx
= −1

2

⎧

⎪

⎨

⎪

⎩

α +
α (EN − EC) + 2β2

[

(EN − EC)
2
+ 4β2x

]1/2

⎫

⎪

⎬

⎪

⎭

. (10.109)

More recent theoretical models of scattering in dilute nitrides can be found
in [17, 33].

10.6.2 Other Elastic Processes

Although, as discussed earlier, the predominant scattering processes in dilute
nitrides are likely to be polar-optical phonon and alloy scattering, we briefly
summarise other possible processes here. We start with acoustic phonon
scattering, which we take to be elastic.
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Deformation Potential Phonon Scattering

In 3D, the rate for deformation potential phonon scattering is [18]

w(E) = I2(k′,k)
2π Ξ2

dkBT

�cL
N3D(E), (10.110)

where Ξd is the deformation potential for pure dilation and cL is the average
elastic constant for longitudinal modes, given in terms of the components of
the elastic stiffness constants cij by

cL = c11 + 2
5 (c12 + 2c44 − c11). (10.111)

In 2D, we find

w(E) = I2(k′,k)
Ξ2kBTm∗

2π cL�3

dγ(E)

dE
F0, (10.112)

where F0 is a form factor given by

F0 =

∫ ∞

−∞

|G(qz)|2 dqz. (10.113)

For an infinite square well of width L, this is

F0 =
3π

L
. (10.114)

Note that the derivative of γ in (10.112) again arises through the density of
states, so that if we reject this factor, the scattering rate is the same as that
for found for a parabolic band [13].

Piezoelectric Phonon Scattering

For piezoelectric phonon scattering, we must incorporate screening. In 3D,
we have

wpe = I2(k′,k)
πe2K2

av�kBT

2εm∗

N(E)

γ(E)
H(E), (10.115)

where

H(E) = 1 − �
2q2

0

4m∗γ(E)
log

[

8m∗γ(E)

�2q2
0

+ 1

]

+
1

8m∗γ(E)/�2q2
0 + 1

, (10.116)

q0 is the reciprocal Debye screening length and ε = κ0ε0. K2
av is an average

electromechanical coupling coefficient given in terms of the piezoelectric coef-
ficient e14 and the average longitudinal and transverse elastic constants cL

and cT by

K2
av =

e2
14

ε

(

12

35cL
+

16

35cT

)

(10.117)
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and
cT = c44 − 1

5 (c12 + 2c44 − c11). (10.118)

Once again, we find that a closed form for the 2D case is not obtainable. Using
the form factor (10.77), we have

w(E) = I2(k′,k)
e2K2

avkBTm∗

4πε�3k3
||

× dγ(E)

dE

∫ 2k||

0

F (q||)

(

1 + qs/q||
)2
{

1 −
(

q||/2k||
)2
}1/2

q||dq||,
(10.119)

which reduces in the parabolic limit (or use of the Green’s function density of
states) to the result of [34].

Ionized Impurity Scattering

The rate for ionized impurity scattering is based on the Brooks–Herring
approach [35] in which the scattering cross section is limited by electron
screening:

w(E) =
πZ2e4NII�

3

16ε2m∗2γ2(E)
N(E)

{

log

[

8m∗γ(E)

�2q2
0

+ 1

]

− 1

1 + �2q2
0/8m∗γ(E)

}

,

(10.120)
where Z is the ionisation number (taken to be unity) and NII is the number
density of ionised impurities. From the hydrogenic impurity model, the donor
ionization energy used to calculate NII is given by

Ed(x) =
dγ

dE

∣

∣

∣

∣

k=0

Ed(matrix) (10.121)

(the acceptor impurities are all assumed to be occupied).

Neutral Impurity Scattering

An expression for the scattering rate due to neutral impurity scattering can
be found based on the Erginsoy formula [36] in which the effective mass is
modified by multiplying it by the derivative of the γ function:

w(E) =
80πε�

3NNI

e2 (m∗dγ/dE)
2 , (10.122)

where NNI is the number density of neutral impurities.
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10.7 Results and Conclusions

The model presented here has been implemented for the 3D, using the
additional elastic scattering processes detailed above [19]. These calculations
assumed n-type doping with a compensation ratio of 0.5. The Fermi energy
was then calculated from the charge neutrality condition. Scattering from
nitrogen centres was modelled using (10.107).

The results given in Fig. 10.3 showed that for x = 0.02, nitrogen scat-
tering does indeed dominate over polar-optical phonon scattering, pining the

high temperature mobility to around 720 cm2 V
−1

s−1. At low temperatures,
neutral impurity and then, between around 10 and 100K, ionised impurity
scattering dominates. A quirk of the model was that the low temperature
mobility seemed to be improved with increasing x due to the reciprocal depen-
dence of neutral impurity scattering on effective mass. However, we do not
wish to place too much confidence in this result, (10.122) being only a rough
model. Moreover, the low temperature mobility did not reflect experimental
results [8] well, although these data are for 2D. We attribute this, in part,
to not having modelled defect scattering, which probably gives rise to the
observed thermally activated mobility.

It should be pointed out that the calculations in [19] were performed using
the density of states given by (10.5), rather than the modified density of states
derived using the Green’s function. The authors were aware of the problem of
the density of states and addressed it by imposing a Lorentzian broadening of

Fig. 10.3. Calculated mobilities showing the contribution of individual processes:
polar optical (PO), deformation potential (DP) and piezoelectric (PE) phonon scat-
tering; ionized (II) and neutral (NI) impurity scattering and nitrogen (N) scattering.
ND and NA are the donor and acceptor concentrations, respectively. The bottom solid
line shows the resultant mobility due to all processes
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the nitrogen level, chosen so that the integral of the modified density of states
equalled the integral of the parabolic density of states plus the number of
nitrogen states per unit volume. No significant difference was found, although
this is unsurprising, since the discrepancies arise quite high in the band where
the Fermi factor is small.

Where the choice of density of states does make a difference is in the deter-
mination of the relaxation times. Reference [19] indicated that the relaxation
times all tended to zero at the nitrogen energy EN, suggesting that this is
because the electron becomes immobile at this point. This is not quite cor-
rect, however. Even using modified density of states, in 3D the relaxation
time will still converge to zero at EN since it will be inversely proportional to
N3D(E). However, this should be interpreted as being due to the density of
states, and hence the scattering rate, becoming infinite at this point. In 2D,
using (10.13) for the density of states, this is no longer the case. Instead, the
immobility of the electron at EN emerges through the group velocity, which
is zero at this point. This would enter the calculations through the mobility
integrals (10.31) rather than being intrinsic to the relaxation time.

In conclusion, the high temperature mobility does appear to be limited
by nitrogen scattering for x > 0.02, with the calculated values being close
to that observed. However, the low temperature mobility exhibits a different
temperature dependence to any form of alloy scattering and is probably due
to material defects rather than scattering from nitrogen sites.
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Spin Dynamics in Dilute Nitride

X. Marie, D. Lagarde, V. Kalevich, and T. Amand

An overview of the electron spin properties in dilute nitride III–V semiconduc-
tors is given. We present optical orientation experiments in GaNAs epilayers
and GaInNAs quantum wells, which show that a strong electron spin polar-
isation can persist at room temperature. Introducing about 1% of nitrogen
in the binary (GaAs) or the ternary (GaInAs) alloy modifies drastically the
electron spin dynamics. We demonstrate that the spin dynamics in dilute
nitride structures is governed by a spin-dependent recombination process of
free conduction electrons on deep paramagnetic centres. A non-linear theory
of the spin dynamics in the coupled system of spin-polarised free and localised
carriers is presented.

11.1 Introduction

The spin properties of carriers in semiconductors have been the subject of
extensive studies for about 40 years [1–3]. Nevertheless, the longest spin relax-
ation times of electrons reported so far at room temperature in direct gap bulk
semiconductors are rather short, typically a few hundreds of picoseconds [4–8].
The spin properties of dilute nitride semiconductors have attracted less atten-
tion probably due to the special features of this new class of materials. Recent
works have indeed shown that the substitution of small amounts of nitrogen
at anion sites in certain III–V semiconductors (GaAs, GaInAs, GaP) drasti-
cally modifies the optical and electronic properties of these materials, which
are important for optoelectronic device applications [9–13]. A reduction of
the band gap by more than 100meV per atomic percentage of nitrogen was
for instance observed in GaNAs and GaInNAs alloys. These modifications,
which are still under investigation, result from the ability of N to form iso-
electronic localised states that are resonant with the conduction band (CB)
and strongly coupled to the extended CB states. Promising advances have
recently been reported for 1.3 and 1.55 µm telecommunication quantum well
lasers that employ this intriguing class of alloy materials [14–16]. Because
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of the unusual characteristics of these alloys (nitrogen induced band struc-
ture modifications, presence of very localised electronic states), we can expect
significant changes of the electron spin properties compared to nitrogen-free
structures. We present in this chapter a review of experimental results and the-
oretical investigations of the electron spin dynamics in GaNAs and GaInNAs
structures.

The chapter is organised as follows: In Sect. 11.2, we present the charac-
teristics of the samples we have analysed (bulk and quantum well structures);
we also describe briefly the experimental setups and recall the basis of optical
orientation experiments. In Sect. 11.3, the experimental results on the cir-
cular polarisation dynamics of the photoluminescence (PL) in the bulk and
quantum well samples are presented in detail. We demonstrate that a strong
electron spin polarisation can persist at room temperature and the apparent
electron spin relaxation time is longer than 2 ns. Finally the dependence of
the total luminescence intensity dynamics as a function of the polarisation of
the excitation laser is investigated in Sect. 11.4. Either the change of photoex-
citation polarisation from circular to linear or the application of a transverse
magnetic field (∼0.8 T) results in a decrease of the PL intensity decay time.
We explain all these effects by a spin-dependent recombination process of free
conduction electrons on deep paramagnetic centres.

11.2 Samples and Experimental Set-Up

The samples studied are grown by molecular beam epitaxy on (001) semi-
insulating GaAs substrates. We have investigated the spin properties in two
sets of samples.

The first one consists of a 100-nm thick GaNyAs1−y
epilayer surrounded

by GaAs layers on each side. The N content is y = 0.021 and y = 0.012 in
sample A and sample B, respectively.

The second set of samples is composed of quantum well structures. Sam-
ple C consists of five Ga1−x InxNyAs1−y

QWs with a well width LW = 7 nm,
separated by 25 nm GaAs barriers. The indium and nitrogen compositions,
determined from in situ intensity oscillations of Reflection High Energy Elec-
tron Diffraction and X-ray measurements, are x = 0.33 and y = 0.0075. To
explore the role of nitrogen on the carrier spin properties, we also studied
sample D, which contains two QWs grown under exactly the same conditions
(same well width LW = 8 nm, same indium content x = 0.34) separated by
a 130nm GaAs barrier. The first QW contains a nitrogen fraction y = 0.006,
whereas the second QW is nitrogen free. In samples B, C and D, the N con-
taining layers (as well as the GaInAs QW of sample D) were grown at 400◦C,
a relatively low temperature, to prevent alloy phase separation; the other epi-
layers were grown at 580◦C, and no subsequent annealing was applied. Sample
A was grown at 430–450◦C, and a subsequent annealing at 700–720◦C during
3min was applied. All the samples are nominally undoped.
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We have investigated the spin properties in these structures by time-
resolved optical orientation experiments [17]. The principle is to transfer the
angular momentum of the excitation photons using circularly polarised light
to the photogenerated electronic excitations. If the carriers do not loose their
spin polarisation during their lifetime, the luminescence will also be circu-
larly polarised and will give information on both the symmetry of the carrier
wavefunction and the spin relaxation time [2].

If the growth direction Oz is chosen as the quantization axis for the angular
momentum, the conduction band in these GaAs type structures is s-like, with
two spin states se,z = ±1/2; the upper valence band is split into a heavy-hole
band with the angular momentum projection jh,z = ±3/2 and a light-hole
band with jh,z = ±1/2 at the centre of the Brillouin zone.

Because of the lattice mismatch between GaAs and GaNAs, the GaNAs
epilayers studied here are elastically strained: Because of the biaxial tension,
the top of the light-hole band lies above the heavy-hole band. Conversely,
the GaInAs(N)/GaAs samples studied here are under biaxial compression
(because of the Indium content): the top of the heavy-hole sub-band lies above
the light-hole sub-band [14–16].

The samples are excited by 1.5 ps pulses generated by a mode-locked Ti-
doped sapphire laser with a repetition frequency of 80MHz. The time resolved
PL is then recorded using a S1 photocathode Hamamatsu Streak Camera
with an overall time-resolution of 8 ps. The excitation pulses are circularly
polarised (σ+) using a Soleil Babinet compensator. The luminescence intensity
components co-polarised (I+) and counter-polarised (I−) with the excitation
laser are recorded. The circular polarisation degree of the luminescence is
defined as Pc = (I+ − I−)/(I+ + I−). Since the spin relaxation times of the
photogenerated holes is less than 1 ps at room temperature [18], it appears that
the circular polarisation degree of the luminescence corresponds directly to the
electron spin polarisation degree defined as Ps = (n+−n−)/(n++n−); n+(n−)
is the spin-down (spin-up) electron population [1, 2].

11.3 Experimental Results

Figure 11.1a presents the time-integrated PL spectrum co-polarized (I+) and
counter-polarised (I−) with the excitation laser measured in sample A at room
temperature. The excitation laser energy (Eexc = 1.392 eV) corresponds to the
photogeneration of carriers in the GaNAs epilayer, slightly below the GaAs
gap. Very similar results are obtained for an excitation energy above GaAs.

We clearly see that the circular polarisation Pc is negative (opposite to
the helicity of the excitation laser) in the low energy part of the spectrum
(long wavelength), whereas it is positive on the high energy part. This effect
is due to the thermal population at room temperature of both the heavy-
hole and light-hole bands in GaNAs: the splitting of the heavy hole and light
hole due to the biaxial tension is about 24meV, i.e. close to kBT [19]. The
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Fig. 11.1. Sample A: (a) Time-integrated PL spectra of GaAs1−yNy epilayer (y =
2.1%) co-polarised (I+) and counter-polarised (I−) with the circularly polarised
(σ+) excitation laser. The dots display the corresponding circular polarisation. (b)
Total PL intensity spectra (I+ +I−) for two temperatures T = 12 K and T = 300 K.
The dots display the PL circular polarisation; the PL intensity spectra have been
normalised

positive (negative) circular polarisation on the high (low) energy part of the
spectrum comes respectively from the recombination of conduction electrons
with heavy (light) holes as expected by the well-known selection rules in III–V
semiconductors [2].

In Fig. 11.1b, the time-integrated PL spectra of sample A and the corre-
sponding circular polarisation are displayed for two temperatures: T = 12 K
and T = 300 K. The laser excitation energy is 1.44 eV. At low temperature
(T = 12 K), only the light-hole band is populated and the circular polarisation
is negative in the all spectrum, in contrast to the spectrum at T = 300 K where
a clear reversal of the helicity of the PL circular polarisation is observed.

In all these time-integrated spectra, we measure a rather high absolute
value of the circular polarisation. This indicates that the spin relaxation time
of electrons is close to or longer than their lifetime. The circular polarisation
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Fig. 11.2. Sample A: Time evolution of the circular luminescence components (I+)
and (I−) after a (σ+) polarised excitation. The circular polarisation (right axis) is
also displayed. The detection wavelength is (a) λdet = 1 µm(e-hh) and (b) λdet =
1.12 µm(e-lh). The absence of data around ∼300 ps in (b) is due to a problem of
detector

dynamics of sample A is presented in Figs. 11.2a and 11.2b for two detection
energies Edet = 1.24 eV (e-hh) and Edet = 1.127 eV (e-lh) respectively (the
corresponding wavelengths are λdet = 1 µm and λdet = 1.12 µm); the exper-
imental conditions are the same as in Fig. 11.1a. In both cases, we observe
almost no decay of the circular polarisation during the PL lifetime. This indi-
cates that the relaxation time τ of the average electron spin 〈Sz〉 at room
temperature in these structures is much longer than the electron lifetime.
From Fig. 11.2, we can infer that τ is longer than 2 ns.

This strong electron spin memory we measured in epilayers is a general
feature of dilute nitride GaNAs or GaInNAs structures since we have observed
it also in quantum wells as presented below [20, 21].

Figure 11.3a displays, for instance, the time-integrated PL spectrum co-
polarized (I+) and counter-polarized (I−) with the excitation laser at room
temperature in sample C (five GaInNAs/GaAs quantum wells). The excitation
laser energy (Eexc = 1.44 eV) corresponds to the photogeneration of carriers
in the bulk GaAs barrier. Because of the well-known optical selection rules in
bulk semiconductors, the relative concentration of optically generated spin-
down to spin-up electrons is 3:1, leading to a maximum spin polarisation of
electrons Ps = 50% [2]. Remarkably we see in Fig. 11.3a that the electron spin
polarisation in the GaInNAs QWs (where Ps = Pc) is about 40% compared
to the photogenerated electron spin polarisation in the barrier Ps = 50%, as
if almost no spin relaxation occurred during the energy relaxation and the
subsequent radiative recombination in the QWs.

Figure 11.3b presents the corresponding circular polarisation dynamics
after a picosecond laser excitation pulse in the GaAs barrier. As in the epi-
layers, we find here that the high circular polarisation degree remains almost
constant with no measurable decay on the luminescence lifetime scale. We can
infer that the apparent spin relaxation time is again longer than 2 ns, i.e. 50
times longer than the decay time of the luminescence intensity.
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Fig. 11.3. Sample C. Nitrogen fraction in the QWs: y = 0.0075. (a) Time-integrated
PL spectra of the QW luminescence components co-polarized (I+) and counter-
polarised (I−) with the circularly polarised laser excitation (left axis). The dots
represent the corresponding circular polarisation (right axis). (b) Time evolution of
the circular luminescence components (I+) and (I−) after a (σ+) polarised picosec-
ond excitation pulse (left axis). The circular polarisation dynamics is also displayed
(right axis in logarithmic scale); the full line is an exponential fit with a decay
time τ ∼ 2,000 ps. The inset presents the schematic of the optical generation of
carriers in the bulk barrier and the detection of the polarized components of the
QW luminescence. The laser excitation energy is hν = 1.44 eV, i.e. above the GaAs
energy gap

Most striking is the contrast between the spin dynamics of a single GaInAs
QW and that of a single GaInNAs QW. Figure 11.4a presents the circular
polarisation of the time-integrated PL in a GaInNAs QW and in the same QW
without N (sample D) for the same excitation conditions at room temperature.
One can see a much stronger electron spin memory (Ps ∼ 30%) in the dilute
nitride QW compared to the one in the N-free layer (Ps ∼ 5%). We found in
Fig. 11.4b that the electron spin relaxation time τ in the dilute nitride QW is
at least 20 times longer than the one in the N-free QW: τ(GaInNAs) > 1,000 ps
and τ (InGaAs) ∼50 ps. It is important to note that the nitrogen content in the
GaInNAs QW is a mere 0.6%. The decay time of the luminescence intensity
is τlum ∼ 140 ps (60 ps) in the GaInAs (GaInNAs) QW. Let us recall that
spin relaxation time of the order of 100ps at room temperature is typical in
undoped III–V semiconductors [8,22,23]. This means that the relaxation time
of the electron spin polarisation degree in dilute nitride QW is more than 10
times longer than in N-free structures.

It should be stressed that we observe long 〈Sz〉 relaxation times at room
temperature whatever the strain value of the structure is: in samples C and D,
the QW are compressively strained, whereas in sample A and B the GaNAs
epilayers are under elastic tension [15, 16, 24, 25].

We believe that the strong electron spin memory observed here is due to
the unusual electronic properties of dilute nitride III–V structures. It has been
shown that the introduction of nitrogen in GaAs or GaInAs strongly modifies
the CB, whereas it does not affect the Valence Band (VB). Substitutional
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Fig. 11.4. Sample D. nitrogen fraction in the N-QW: y = 0.006. (a) Time-integrated
spectra of the luminescence components co-polarised (I+) and counter-polarised
(I−) with the circularly polarised laser excitation. The dots represent the corre-
sponding circular polarisation. (b) Time evolution of the circular polarisation of the
luminescence components of the N-QW (open squares) and the N-free QW (open
circles). The full lines are exponential fits of the decays. The laser excitation energy
is hν = 1.44 eV

nitrogen atoms form perturbed host states inside the CB, whereas small
nitrogen aggregates form localised cluster states in the band gap [24–26].
For typical nitrogen content of the order of ∼1%, there is a coexistence of
localised states overlapping with delocalised ones. It has been shown that the
localised–delocalised duality of the conduction band leads to anomalous tem-
perature and pressure effects in optical spectroscopy experiments [26,27]. The
introduction of nitrogen also leads to the formation of defects that trap the free
carriers yielding rather short luminescence decay times at room temperature
(<∼100 ps) [27, 28]. The strong electron spin memory at room temperature
observed here could be interpreted as arising from the quenching of the clas-
sical spin relaxation mechanisms due to the strongly localised character of
the electron wavefunction. The interpretation is in fact more complicated. In
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the next section, we show that the electron spin dynamics in dilute nitride
structures is strongly affected by a Spin-Dependent Recombination (SDR)
process, which explains the apparent long spin memory of conduction electrons
at room temperature.

11.4 Electron Spin Dynamics
and Spin-Dependent Recombination

It turns out that the very long conduction electron average spin lifetime mea-
sured at T = 300 K in GaNAs is strongly linked to the special features of the
recombination processes of free electrons. We demonstrate in this section that
both the giant value of the circular polarisation observed at room temperature
and its persistence over 2 ns can be explained by the spin-dependent capture
of photogenerated conduction electrons on deep paramagnetic centres.

The experimental evidence of this SDR mechanism is shown in Fig. 11.5a
for sample A, where we have recorded the total luminescence intensity
(I+ + I−) as a function of time for a circularly polarised (σ+) or linearly
polarized (σx) excitation laser. The laser excitation energy is Eexc = 1.44 eV
(i.e. above the GaAs barriers); very similar results are again observed for an
excitation energy below the GaAs gap. The remarkable feature in Fig. 11.5a
is that the total PL intensity decay time is four times shorter for a linearly
polarised excitation laser compared to the one for circularly polarised excita-
tion. We measure τσx

lum ∼ 20 ps and τσ+

lum ∼ 85 ps. We present here the data
at room temperature but we have observed this effect from T = 10 K to
T = 350 K.

It is well known that (a) the introduction of nitrogen in GaAs yields the
formation of a large density of non-radiative defects [29] and (b) the PL inten-
sity decay time at T = 300 K is not controlled by the intrinsic radiative
recombination time but by the non-radiative recombination time on these

Fig. 11.5. Sample A: T = 300 K Total PL intensity dynamics (a) under circular
(σ+) and linear (σx)-polarised excitation for an applied magnetic field B = 0 and
(b) under circular (σ+)-polarized excitation with B = 0 or B = 0.78 T. Solid and
dashed curves in (a) correspond to the calculated PL intensity dynamics (see text)
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defects [27,28]. The data in Fig. 11.5a show that this capture time depends on
the spin polarisation of the photogenerated free electrons. This effect, called
Spin-Dependent Recombination, has been observed 30 years ago in Si, GaAs
and GaAlAs at low temperatures [30–33]. The SDR mechanism is due to
the well known Pauli principle, which states that two electrons cannot have
the same spin orientation in the same orbital state. The key point in SDR
is the existence of a deep centre that possesses an unpaired electron before
trapping a conduction electron: this centre is thus paramagnetic. As a conse-
quence, if the photogenerated electron in the CB and the resident electron on
the deep centre have the same spin, the photogenerated electron cannot be
captured by the centre [34]. On the contrary, when the photogenerated elec-
tron and the resident electron on the deep centre have antiparallel spins, the
capture will be efficient. In other words, the recombination time of photocre-
ated electrons depends on the relative spin orientation of the free electron and
of the electron resident on the centre.

In the SDR model developed initially by Weisbuch and Lampel in GaAlAs,
the electrons resident on the deep centres are assumed to be unpolarised in
the absence of light; they become polarised after the photogeneration of free
spin-polarised electrons in the CB [31]. The mechanism is the following:

1. The centre can only capture a photogenerated electron from the CB with
a spin antiparallel to the spin of the electron already present.

2. When two electrons of opposite spins occupy a centre, one of them (of
either spin) can recombine radiatively or not with a photogenerated hole
in the VB, leaving the centre again with a single resident electron (if this
recombination is radiative, we do not detect it since it occurs at much
lower energy than the detected interband PL [33]).

3. Since the capture on the centre is spin-dependent but the recombination
process of the electrons trapped on the centre does not depend on the
spin, this leads to a dynamic polarisation of the centres: after a few cycles,
they become spin-polarised. This mechanism is schematically presented in
Fig. 11.6

In Fig. 11.5a, the SDR effect is clearly observed. When the excitation laser is
linearly polarized, i.e. the photogenerated electrons have random spin orienta-
tion, the average capture time on the centres (measured by the PL decay time)
is short (Fig. 11.6c). On the contrary, when the laser is circularly polarised,
i.e. the photogenerated electrons are spin polarised, the capture of the elec-
trons in the same spin state as the one of the centre is blocked and the overall
capture time will be longer (Fig. 11.6b).

An alternative way to characterise the SDR effect is to compare the ratio
RSDR = IPL(σ+)/IPL(σx), where IPL(σ+) and IPL(σx) are the total PL inten-
sity under circularly (σ+) or linearly (σx) polarised laser excitation [35]. If
the SDR effect occurs, IPL(σ+) will be larger than IPL(σx) since the total
PL intensity decay time (due to the electron capture on the paramagnetic
centres) is larger for (σ+) excitation compared to (σx) excitation.
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Fig. 11.6. Schematic representation of the spin states of free photogenerated elec-
trons and deep centres (a) at t = 0 just after the (σ+)-polarised excitation laser;
for simplicity we assume here that the photogenerated electron spin polarisation is
100%. In (b) and (c) the spins configurations are presented for a (σ+)-polarised exci-
tation (once the centres have been dynamically polarised) or for a (σx) excitation
(see text)

Weisbuch and Lampel measured for instance RSDR ∼ 230% in GaAlAs at
T = 10 K [31]. Miller et al. got a SDR ratio of 140% in GaAs superlattices
at T = 10 K [32]. According to Paget the SDR effect in these materials were
observed in a very small number of samples. Paget managed to observe a small
SDR effect (RSDR slightly larger than 100%) in bulk GaAs at T = 5 K [33].
Figure 11.7a shows the total time integrated PL intensity spectra in sample
A after (σ+) or (σx)-polarised excitation. The SDR ratio measured here is
RSDR ∼ 175% at T = 300 K. Note that Kalevich et al. measured RSDR ∼ 300%
in the same sample in cw PL experiments (using a very different photogen-
erated density) [36]. The observation of such strong effect in Figs. 11.5a and
11.7a means that the photogenerated electron density is much larger than the
density of deep centres. Figure 11.7b displays the dependence of RSDR as a
function of the excitation power. As expected, the SDR vanishes at low exci-
tation power when the photogenerated carrier density is close or smaller than
the paramagnetic centre density. Taking into account the absorption volume
and coefficient of GaNAs, we can estimate that the photogenerated carrier
density at the point of disappearance of the SDR effect (P = 2.5 mW) is
Ncarriers ≈ 1.6 · 1016cm−3. From the above discussion we can thus infer that
the density of the deep centres is of the same order of magnitude.
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Fig. 11.7. Sample A: (a) Ratio between the total time-integrated PL intensity under
circular (σ+) and linear (σx) excitation as a function of the emission wavelength.
The excitation power is 20mW. (b) Excitation power dependence of the SDR Ratio.
The excitation energy is Eexc = 1.392 eV, i.e. below the GaAs gap

To our knowledge the SDR effect in GaNAs is the first one observed (i) at
room temperature in III–V semiconductor and (ii) in a structure of intrinsic
conductivity type (undoped material).

We observed the SDR effect in 6 different GaNAs samples with nitrogen
fractions varying from 0.6 to 3.4%. These samples were grown in two MBE
machines from two different laboratories. No SDR effect is observed in GaAs
material grown at the same temperature as GaNAs. We thus strongly believe
that the SDR process is due to a paramagnetic centre, directly related to the
introduction of nitrogen in GaAs.

The SDR effect has also a great impact on the electron spin dynamics.
The time evolution of the average spin of free electrons will depend on the
spin polarisation of the centres. As the polarised centres do not capture elec-
trons of opposite spin with the same speed, this produces an accumulation
of electrons with a given spin (sz = −1/2 if the excitation laser is (σ+)
polarised), as shown in Fig. 11.6b. Paget observed this effect in bulk GaAs
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at low temperature where the polarized centres act as a ‘spin filter’ for the
conduction electrons (note that the SDR effect measured in GaAs was very
small, i.e. a few percents) [33].

A similar phenomenon is measured here in GaNAs at room temperature:
the large value of the circular polarisation and its long decay time observed in
Fig. 11.2 can be understood in terms of the formation of a coupled spin-system
of free and localised electrons. Since (a) the capture of a photogenerated elec-
tron in the same spin state as the one of the resident electron is blocked and
(b) the spin relaxation of the resident electron on the deep centre is slow, the
dynamic polarisation of deep centres causes an initial increase of the polarisa-
tion of conduction electrons. This effect is clearly observed in Fig. 11.2a: the
circular polarisation degree increases from 20 to 40% from t = 0 to t = 100 ps.

For longer delays, the PL circular polarisation dynamics is not controlled
by the spin relaxation time of conduction electrons but by the spin relaxation
of the electron on the deep centres. This can be explained qualitatively as
follows. If a conduction electron experiences a spin flip once the centres have
been dynamically polarised, this electron will then have a spin antiparallel
to one of the centre. It will thus be quickly captured on the centre. As a
consequence, this spin flip of the conduction electron does not affect the aver-
age spin of the conduction electrons (one electron has just disappeared from
the CB), see Fig. 11.6. There will thus be no effect on the value of the PL
circular polarisation. On a longer time scale, the average spin of the conduc-
tion electrons could be affected by the spin relaxation of the electrons on the
centres. Experimentally, we observe in Fig. 11.2 no decay of the PL circular
polarisation on the timescale of the luminescence decay time. This means that
the spin flip of electrons on the centre is longer than 2 ns [36].

An important finding of this study is that the spin flip of conduction
electrons does not yield a decay of the PL circular polarisation but we predict
in this interpretation that it leads to a decay of the conduction electron density
and thus a decay of the total PL intensity. We see in Figs. 11.2a and 11.2b
that the PL intensity dynamics is characterised by a bi-exponential decay.

The scenario can be presented in the following way when the density of
photoinjected carriers is larger than the deep centres density. After the photo-
generation of carriers, the electron capture on the centres is initially very fast
(almost not resolved in the experiments) but it stops quickly when all the cen-
tres are occupied by two electrons. The fast electron capture is then blocked
and the further capture is controlled by the photogenerated hole non-radiative
recombination with one of the two electrons localised on the centre. As a
consequence, the first decay of the luminescence intensity in Figs. 11.2a and
11.2b corresponds to the hole lifetime due to the recombination of deep centres
occupied by 2 electrons (singlet): I ∝ exp(−2t/τh); we measure τh ∼ 30 ps.
This first regime ends at the moment when the spin minority photoelectrons
disappear from the conduction band. As described above, the second decay
time of the total PL intensity is then the spin relaxation time of free electrons:
we find τs ∼ 130 ps.
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It is interesting to note that the measurement of a spin relaxation time
through the analysis of the total PL intensity decay time was already per-
formed in GaAs and GaInAs quantum wells [37, 38]. In these systems the
single particle hole spin flip at T = 4 K is accompanied by a drop of the total
luminescence intensity because of the transfer from optically active excitons
to non-optically active excitons; this hole spin flip had no consequence on
the spin polarisation of the optically active excitons. This situation is very
similar to the GaNAs system: the deep centres simply play the role of the
non-optically active excitons.

To confirm the qualitative interpretation presented above, we have devel-
oped a non-linear theory of the spin dynamics in the coupled system of
spin-polarised free and trapped electrons [36].

In this model, the density of free electrons and paramagnetic centres with
spins sz = ±1/2 is labelled n± and N± respectively; p corresponds to the
hole density (we recall that the holes are not spin polarized [18]). The density
of centres occupied by two electrons is noted N↑↓. The rate of free electrons
capture on the centre is written: (dn±/dt)cap = −γen±N∓. We neglect in
this model the radiative recombination time in the interband transition since
it is much longer than the non-radiative capture time on the deep centres.
The time evolution of n±, N±, N↑↓ and p is governed by the following rate
equations:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

dn±

dt = −γen±N∓ − n±−n∓

2τs
+ G±

dN±

dt = −γen∓N± − N−
± N∓

2τsc
+ 1

2γhpN↑↓
dN↑↓

dt = γe (n−N+ + n+N−) − γhpN↑↓
dp
dt = −γhpN↑↓ + G+ + G−

(11.1)

where τs and τsc are the spin relaxation time of free and localised electron
on the centre respectively; G± is the photogeneration rate of electrons with
spin sz = ±1/2; γe(γh) is the electron (hole) recombination coefficient. These
equations have been solved numerically.

Figure 11.8 displays the time-resolved total PL intensity and circular polar-
isation in sample A at T = 300 K. The excitation and detection conditions
are similar to the ones of Fig. 11.2b. The dashed curves are the result of the
calculation based on (11.1). The agreement between the experiments and the
calculations is very good.

The parameters are the effective hole lifetime τh = 1/γhN↑↓ = 35 ps and
the spin relaxation time of the free electrons τs = 130 ps. As indicated above,
these two parameters correspond to the two decay times of the total PL
intensity. The calculation is done for a ratio between the photogenerated elec-
tron density and the centre density of 30. The last parameter is the ratio
γe/γh = 10. The calculations are done for a spin relaxation time of the cen-
tres of τsc = 2,000 ps but the fit is not very sensitive to this parameter since
the circular polarisation experiences almost no decay during the PL intensity
decay time.
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Fig. 11.8. Sample A: T = 300 K Time-resolved total PL intensity (solid line) and
circular polarisation (circles). Dashed curves are the results of the calculations (see
text)

We used the same model to calculate the total PL intensity dynamics
after a circularly polarised σ+ or a linearly polarised σx excitation. The
dashed lines in Fig. 11.5a display the results of the calculations. We see again
that the agreement between the experimental results and the theory is very
satisfactory.

The validity of the SDR interpretation in GaNAs is further confirmed by
the measurement of the electron spin dynamics in a transverse magnetic field
Bx (Voigt geometry). Figure 11.9 presents the time evolution of the lumines-
cence intensity component co-polarised (I+) and counter-polarised (I−) with
the (σ+) polarised excitation laser in a transverse magnetic field Bx = 0.78 T.
The (I+) and (I−) oscillations reflect the electron spin precession around
Bx [39,40]. Figure 11.5b displays the total PL intensity under (σ+) polarised
laser excitation for B = 0 and Bx = 0.78 T; the excitation energy is 1.392 eV
(below the GaAs gap). We observe a shorter decay time when the transverse
magnetic field is applied.

This is a direct consequence of the spin-dependent capture of electrons on
deep centres. The electron spin precession due to the magnetic field cancels the
dynamic polarisation of the centres and hence the accumulation of polarised
free electrons in the CB. As observed by Kalevich et al. in cw experiments,
the same total PL intensity is measured under circularly (σ+) excitation in a
transverse magnetic field and under linearly (σx) excitation for Bx = 0 [36].

The oscillation period T of the PL circular polarisation in Fig. 11.9 yields
in principle the direct evaluation of the free electron g factor since T =
h/ (gµBBx) , µB is the Bohr magneton. This would give |g(GaN0.021As0.979)|∼
0.6 [41]. Let us recall that the electron g factor in bulk GaAs is g = −0.44 [2].
However the interpretation of the oscillations observed in Fig. 11.9 must be
done more carefully because of the SDR effect. The particular features of the
coupled system of spin-polarised free and localised electrons have to be taken
into account. As a matter of fact the magnetic field induces both a precession
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Fig. 11.9. Sample A: T = 300 K Time evolution of the circular luminescence
components I+ (solid line) and I− (dashed line) under (σ+)-polarised excitation
in a transverse magnetic field B = 0.78 T. The dots correspond to the circular
polarisation

of the free electron in the CB and a precession of the single electron localised
on the paramagnetic centre (when the centre is occupied by a singlet, no
precession occurs).

This precession of the electron on the paramagnetic centre may have con-
sequences on the time evolution of the polarised luminescence components
measured in Fig. 11.9. A model taking into account both the SDR effect and
interaction of the electrons (free and localised) with the transverse magnetic
field is under development [42].

11.5 Conclusion

In summary, we have shown that the spin properties of dilute nitride semicon-
ductor alloys are markedly different to that of conventional alloys. A very large
PL circular polarisation is observed at room temperature in optical orientation
experiments both in bulk epilayers and in quantum well structures.

It turns out that the spin dynamics in dilute nitride structures is governed
by a spin-dependent recombination process of free conduction electrons on
deep paramagnetic centres. As the dynamic polarisation of deep centres causes
an increase of the polarisation of conduction electrons, these dilute nitride
materials could thus be used as efficient spin-filters.
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Optical and Electronic Properties
of GaInNP Alloys: A New Material
for Lattice Matching to GaAs

I.A. Buyanova and W.M. Chen

Alloying of nitrogen with conventional III–V compounds has recently attracted
substantial research efforts ignited by unusual fundamental physical proper-
ties of the formed dilute nitride materials as well as their great potential
for various applications in optoelectronics and photonics. Among the newest
members of the dilute nitrides family are Ga0.5In0.5NxP1−x alloys lattice
matched to GaAs. They have recently been suggested as promising materi-
als for GaInP/GaAs-based heterojunction bipolar transistors, e.g., in blocked
hole heterojunction bipolar transistors with a reduced offset and knee volt-
ages. In this chapter we will review our present knowledge on the basic
electronic and also material-related properties of GaInNP alloys. Issues to
be addressed include: modeling of electronic structure of GaInNP, effects of
nitrogen on band alignment at the GaInNP/GaAs interface, origin of radiative
recombination in the alloys.

12.1 Introduction

Alloying of nitrogen with conventional III–V compounds has lately attracted
substantial research efforts ignited by unusual fundamental properties of the
formed dilute nitride materials as well as their great potential in various appli-
cations in optoelectronics and photonics [1,2]. Among the newest members of
the dilute nitrides family are Ga0.5In0.5NxP1−x alloys for lattice matching to
GaAs. This material system was first suggested in 2000 by Welty et al. [2]
as a suitable material for an emitter and collector in GaInP/GaAs-based
heterojunction bipolar transistors (HBTs), e.g., in blocked hole HBTs, with
reduced offset and knee voltages [3, 4]. The materials can also be suitable for
optoelectronic devices based on GaInP/GaAs [4].

In this chapter we will review our present understanding of electronic struc-
ture and key material-related properties of these new alloys. The chapter is
organized as follows. We will first discuss origin of radiative recombination in
GaInNP in relation to structural properties of the alloys. We will then address
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electronic properties of GaInNP/GaAs including modeling of the N-induced
modifications in the band structure of GaInNP, as well as band alignment at
the GaInNP/GaAs heterointerface.

12.2 Origin of Radiative Recombination

A price to pay for the novel fundamental properties of dilute nitrides is
pronounced degradation of material quality to varying degrees, which has
a strong impact on transport properties and also recombination processes
in these materials. To evaluate material quality altered by N incorporation,
highly sensitive optical spectroscopy has often been employed. For example,
previous optical studies of Ga(In)NAs alloys [5–7] have demonstrated that
low-temperature (LT) photoluminescence (PL) from these materials is dom-
inated by recombination of excitons localized at band tail states and have,
therefore, revealed unusually strong potential fluctuations at the band edges
induced by nonuniformities in N compositions.

Localization effects were also found to be important for GaInNP [8, 9], as
the near-band edge (NBE) emission in these alloys at LT exhibits all properties
characteristic for the optical transition involving localized carriers/excitons.
These include:

1. A very asymmetric PL lineshape with a sharp high-energy cutoff and a
long exponential tail at low energies, which reflects a distribution of band
tail states (see Fig. 12.1).

2. The so-called “S-shape” dependence of the PL maximum position on
the measurement temperature, due to thermal activation of localized
carriers/excitons to extended states (see Fig. 12.2).

Fig. 12.1. Effect of N incorporation on the NBE PL from the Gay In1−y
NxP1−x

epilayers at 2K. The spectra are normalized to the same peak intensity and are
vertically shifted for clarity
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Fig. 12.2. Temperature-dependent PL spectra measured from the Ga0.49In0.51

N0.005P0.995 epilayer. The dependence of the PL maximum position on measurement
temperature is indicated by the dash-dotted line (The localization effects become less
important at room temperature, where PL is dominated by the recombination of
free carriers, evident from the observed changes in the PL lineshape, and also its
dependence on the excitation power [9])

3. A significant blueshift of the LT PL with increasing excitation power at
a rate of approximately 12meV per decade [9], due to filling of the tail
states at high excitation densities.

Potential fluctuations of the band edges, which lead to carrier localization at
LT, are typical for all semiconductor alloys, e.g., due to compositional nonuni-
formities. In dilute nitrides, however, these fluctuations are largely enhanced
because of the giant bowing effect of the bandgap energy, which translates
minor variations in N content into pronounced changes in the bandgap energy.
As N incorporation predominantly influences the conduction band (CB) edge
of the alloys, the nonuniformities in N composition mainly cause fluctuations
of the CB edge whereas the edge of the valence band (VB) remains practically
flat. This has led to the fact that the LT radiative recombination in the direct
bandgap dilute nitrides (e.g., Ga(In)NAs) is governed by recombination of
localized excitons (LE) [5–7].

Quite unexpectedly, this scenario does not apply to the GaInNP alloys,
as has recently been revealed by our transient PL studies [9]. Typical decays
of the NBE emission from the GaInNP alloys are shown in Fig. 12.3. For the
N-free GaInP alloy, the PL decay (shown by the dotted line in Fig. 12.3) can
be described by a biexponential function with a characteristic time of around
1.1 ns for the slow decay component, i.e., typical for a radiative excitonic
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Fig. 12.3. PL decays measured at 2K from the RTA-treated Ga0.49In0.51N0.01P0.99

epilayer at the specified detection energies. The dashed line shows the PL decay mea-
sured from the reference N-free Ga0.49In0.51P epilayer, detected at the PL maximum
position of 1.937 eV

transition in a direct bandgap semiconductor. N incorporation, however,
causes a substantial slow-down of the PL decay. The characteristic decay times
for the slow decay component are now about 3–22ns (depending on detection
energies). Even longer PL decays of around 1–2 µs were revealed within the
time interval of 10 µs. This by far exceeds maximum LE lifetime, which is
∼1–8 ns, limited by the radiative lifetime. The observed long PL decays imply
that the LT PL in the GaInNP alloys is largely governed by the recombina-
tion of the localized e–h pairs that are spatially separated. (The LE emission
may be responsible for the fast components of the PL decays). A significantly
lower recombination rate of the corresponding transitions is expected due to a
weak overlap of the wave functions of the recombining carriers. Moreover, the
recombination rate should be especially suppressed for optical transitions at
low PL energies, as they correspond to the recombination of strongly localized
carriers trapped within the deepest localization potentials, consistent with the
experimental findings.

We should point out that this recombination mechanism is rather unusual
for dilute nitrides with a direct bandgap and seems to be specific for the
GaInNP alloys. A dramatic increase of the PL lifetime in these materials
suggests an additional localization mechanism which leads to a spatial sepa-
ration of the photoexcited carriers. Even though the exact physical mechanism
behind is still not certain, a possible origin could be CuPt ordering which is
often observed in the parental GaInP alloys and correlates with an appearance
of the slow component of the PL decay [10].
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It is worth mentioning that the CuPt ordering is usually observed in the
GaInP alloys grown within a rather limited temperature range of around
650◦C [11]. Therefore, it is not expected for the studied GaInNP epilayers
grown at the substantially lower temperature of 460◦C. Indeed, the disor-
dered GaInP alloy was formed in the reference N-free structure, judging from
the energy position of the LT PL maximum and the observation of the fast PL
decay. Therefore, the long-range ordering in GaInNP should be solely facili-
tated by the presence of N. Weak ordering effects in GaInNP promoted by N
incorporation were also concluded from the recent polarized piezoreflectance
measurements [12], supported by the high-resolution transmission electron
microscopy, as well as by the Raman studies [13].

12.3 Compositional and Temperature Dependences
of Bandgap Energies

Exploration of a new material system requires detailed knowledge of its elec-
tronic band structure and related parameters, e.g., bandgap energy and its
temperature dependence, CB dispersion and effective mass values, etc. For
GaInNP alloys, such information has become available only most recently as
will be briefly summarized hereafter.

12.3.1 Compositional Dependence

Bandgap energies of GaInNP alloys with In compositions of 51–56% (as
required to satisfy lattice matching with a GaAs substrate) were evalu-
ated based on PL [8, 14, 15] and reflectance [14] measurements. As usually
observed for dilute nitrides, N incorporation has been found to cause a dra-
matic decrease in the bandgap energies indicating the giant bowing effect.
This is demonstrated in Fig. 12.4, taking as an example the 235-nm thick
GaInNP epilayers grown on a GaAs substrate by gas source molecular beam
epitaxy (GSMBE).

In order to model the observed compositional dependence of the funda-
mental bandgap as well as to accurately evaluate band structure parameters
of GaInNP, we have employed [15] the so-called band anticrossing (BAC)
approach [16, 17, and see Chap. 3]. This empirical approach models electronic
structure of dilute nitrides in terms of an anticrossing interaction between the
localized a1 symmetry state of the substitutional N atom and the extended Γc

CB states of the host semiconductor matrix. The conduction band subbands
are given as:

E±(k) =
1

2

[(

(EΓ(k) + EN) ±
√

(EΓ(k) − EN)2 + 4xC2
NM

)]

. (12.1)

Here EΓ(k) is the energy dispersion of the Γc CB edge of the semiconductor
matrix, EN is the energy position of the nitrogen-related level with a1 sym-
metry, and x is the N molar fraction. All energies are measured relative to
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Fig. 12.4. (a) Room temperature PL spectra measured from GaInNP epilayers as
a function of N composition. The values of In composition in the samples were:
[In] = 51% for [N] = 0% and 0.5%; and [In] = 56% for [N] = 1%. (b) Composi-
tional dependence of the bandgap energies of the Ga0.49In0.51NxP1−x alloys. The
open circles represent values obtained from room temperature PL measurements.
The data were corrected to the same In composition of 51%, based on the known
compositional dependence of the bandgap energies in GaInP [18]. The filled squares
are results from the reflectance measurements of [14]. Lines are the BAC fitting
curves with the specified parameters

the VB edge. CNM is an adjustable coupling parameter which depends on the
host semiconductor and reflects interaction strength between the N-related
state and the host matrix. The bandgap energy is given by the energy of the
lower subband edge, E−(0). Practical advantage of the BAC approach is that
it allows to easily predict all important band structure parameter of dilute
nitrides, such as compositional, temperature and pressure dependences of the
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CB states in the alloys, their dispersion, oscillator strength of related optical
transitions, etc.

The coupling parameter can be determined by fitting compositional depen-
dence of the fundamental bandgap of the alloys. The results of such fitting for
GaInNP are shown in Fig. 12.4b. The energy position of the N-related level
EN was chosen as 2.1 eV, based on [19]. Taking into account all available data,
the BAC parameters for the InGaNP alloys with In compositions around 50%
can be deduced as EN = 2.1 ± 0.1 eV and CNM = 1.7 ± 0.2 eV [15].

12.3.2 Temperature Dependence

Based on the previous studies for Ga(In)NAs [20, 21] and GaNP alloys [22],
alloying with nitrogen can also affect thermal variation of the bandgap ener-
gies in dilute nitrides. The extent of the effect, which is of importance for
device applications of the alloys, depends on the semiconductor matrix. For
GaInNP, effects of N on the thermally induced changes in the bandgap
were investigated in [15]. A slow-down of the Eg(T ) dependence upon N
incorporation was observed (Fig. 12.5) from about 91meV (within the tem-
perature range of 4–300K) for the N-free Ga0.59In0.51P down to 74meV for
the Ga0.59In0.51N0.005P0.995 alloy. This accounts to a modifications by about

Fig. 12.5. Temperature dependence of the bandgap energies for the Ga0.49In0.51

NxP1−x epilayers with the specified N compositions. The bandgap values were
obtained based on the measured maximum positions of the PL emission related to
free carriers/excitons. The dots represent experimental data. The solid lines are
fitting curves using the Varshni equation with fitting parameters as specified in
Ref. [15]. The dotted (dashed) lines are fitting curves based on the BAC model
assuming a constant (temperature dependent) energy position of the N level
(From [15])
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20% and is therefore less pronounced than that reported for GaNAs, where
about 35% changes were observed for the similar N compositions [20].

The slow-down of the Eg variation with temperature can be described by
the BAC model. In fact, such fitting provides a complementary experimental
tool for estimating the coupling parameter CNM. The results of the fitting
with CNM = 1.55 eV are shown in Fig. 12.5 by the dotted line, and are in very
good agreement with the experimental data for the Ga0.59In0.51N0.005P0.995

alloy. During fitting, the EΓ(0) value was set equal to the Eg(T ) dependence
measured for the N-free GaInP epilayer, whereas the EN was assumed to
be independent of T . We would like to point out, that this assumption has
been commonly used for the BAC analysis of the Eg(T ) dependences in the
Ga(In)NAs alloys [20, 21]. On the other hand, it was found to be invalid in
GaNP [22], where the N level follows the bandgap variation with temperature.
Assuming similar EΓ(0) and EN(T ) dependences in the studied structures, the
predicted changes of the GaInNP bandgap are shown by the dashed line and
clearly contradict to the experimental data. Apparently, the assumption of
the constant EN position with T is critical to account for a slow-down of the
Eg(T ) dependence in the studied alloys within the framework of the BAC
model, similar to the case of GaInNAs alloys [20,21]. It is presently not clear
whether this difference in the EN(T ) behavior in various host matrixes reflects
the real difference in a character of the N state when it is resonant with the
CB states (as in the case of Ga(In)NAs and GaInNP alloys) or lies within the
bandgap of the host material (as in the case of GaNP). Further theoretical
efforts are required to clarify this issue.

It is worth mentioning that the coupling coefficient in the GaInNP alloys is
very close to the value of CNM = 1.7 eV obtained for the GaInNAs alloys with
high In contents of 25–40% [21]. On the other hand, it is substantially smaller
than the values deduced for the In-free dilute nitrides, e.g., CNM = 2.3–2.7 eV
for GaNAs [16,20,23] or CNM = 2.76 eV for GaNP [22]. This leads to relatively
smaller values of the bowing coefficient in the alloys [14], as well as weaker
effects of N on the thermal variation of the bandgap energy. The observed
reduction of the coupling parameter seems to indicate a reduction of the inter-
action strength between the N-related localized state and the extended host
states because of the presence of In. A possible reason could be short range
ordering effects leading to correlation in spatial locations of In and N atoms,
as predicted for GaInNAs [24].

12.4 Band Alignment in GaInNP/GaAs
Heterostructures

Knowing band alignment is of vital importance for full exploration of the
bandgap engineering. Alloying of GaInP with nitrogen is expected to change
the band alignment with GaAs due to the downshift of the CB edge of GaInNP
[25, 26]. Detailed analysis of N-induced effects on the CB and VB states of
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GaInNP alloys was performed in [27, 28]. The type-II band alignment at the
Ga0.46In0.54NxP1−x/GaAs interface was concluded for the alloys with x ≥
0.5% based on (1) highly efficient PL up-conversion (PLU) observed in the N-
containing samples; and (2) appearance of a near infrared (NIR) PL emission
attributed to the spatially indirect type II transitions.

12.4.1 PL Up-Conversion in GaInNP/GaAs Heterostructures

PLU is a process in which photon emission occurs at energies higher than that
of an excitation photon. In the case of the GaInNP/GaAs system, the PLU
process was found to be largely facilitated by the presence of nitrogen [28].
This can be seen from Fig. 12.6 where spectra of the NBE PL emission from
GaInNP are shown upon optical excitation with energy below the bandgap
of GaInNP. We need to point out that PLU in the GaInNP/GaAs system is
very efficient and can be detected for the excitation power density as low as
0.1 Wcm−2.

The spatial location of the PLU process, as being within the GaAs layers
close to the GaInNP/GaAs interface, was singled out from dependences of
the up-converted PL emission on the excitation photon energy – see Fig. 12.6.
Substantial enhancement of the PLU efficiency was observed at the excitonic

Fig. 12.6. PL (right panel) and PL excitation (left panel) spectra of the PLU emis-
sions detected from the GaInNP/GaAs structures with the specified N compositions.
The excitation photon energy during the PL measurements was set at 1.59 eV. The
spectra are normalized to the same intensity and are shifted in the y-direction,
for clarity. For comparison, also shown is the spectrum of the NBE emission under
optical excitation at 2.41 eV, i.e., above the GaInNP bandgap energy (the dotted line)
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Fig. 12.7. Compositional dependence of the PLU efficiency (a) and of the local-
ization potential (b) measured from the as-grown (dots) and the RTA-treated (open
triangles) structures, respectively

bandgap of GaAs which indicated light absorption within the GaAs layers.
Proximity of the light absorption process to the GaInNP/GaAs interface was
obvious from variations in the spectral position of the GaAs excitonic line
between the GaInNP/GaAs samples with different In and N compositions,
which indicated a slightly different strain in the GaAs layers involved in the
PLU process.

Interestingly, efficiency of this PLU process critically depends on the N con-
tent in GaInNP – Fig. 12.7a. For example, no PLU emission could be detected
in the N-free GaInP/GaAs structure in spite of the high intensity of the NBE
emission observed under the above GaInP excitation. On the other hand, the
PLU efficiency dramatically increases to 0.06% for [N] = 0.5% and practically
saturates at around 1% for higher N compositions.

Let us now discuss a possible origin of the efficient PLU observed in the N-
containing structures and a role of nitrogen in facilitating this process. Several
effects have previously been shown to dramatically improve the PLU efficiency
in semiconductor heterostructures and quantum wells. These include (1) lifting
of momentum conservation restrictions by the presence of a heteroboundary
which allows no-phonon (or “cold”) Auger processes [29, 30]; (2) existence of
localized or bound exciton states in the narrow bandgap semiconductor which
participate in two step two-photon absorption (TS-TPA) [31,32]; (3) carriers
localization in the wide bandgap region of the type I heterostructures, which
prevents a back flow of carriers to the narrow bandgap semiconductor [33,34]
– Fig. 12.8a; and (4) the type II band alignment at a heterointerface which
assists transport of one of the photoexcited carries to the wide bandgap
material [35–37] – Fig. 12.8b. The first two mechanisms are expected to be
independent of the N presence in the GaInP alloy and, therefore, can not
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Fig. 12.8. Possible effects improving the PLU efficiency in heterostructures: (a)
carriers localization in the wide bandgap region of the type I heterostructures, which
prevents a back flow of carriers to the narrow bandgap semiconductor, (b) the
type II band alignment at a heterointerface which assists transport of one of the
photoexcited carries to the wide bandgap material

account for the experimentally observed enhancement of the PLU efficiency
in the N-containing samples. On the other hand, the last two conditions can
be assisted by the presence of nitrogen as it increases localization in the
wide bandgap GaInNP and can also induce the type II alignment at the
heterointerface, due to the downshift of the CB edge.

Even though dramatic enhancement of band tailing effects is typical for
dilute nitrides [38], this mechanism cannot be chiefly responsible for the
enhanced efficiency of the PLU process in the N-containing structures. Indeed,
judging from the line shape of the NBE emissions and its dependence on
measurement temperature [9], the localization potential in the investigated
structures does not significantly depend on the N content – Fig. 12.7b. On the
other hand, the PLU efficiency increases from 0.06% for the structure with
[N] = 0.5% up to 1–1.5% for the higher N compositions – Fig. 12.7a. More-
over, suppression of the localization by postgrowth thermal annealing does
not affect the PLU efficiency.

We, therefore, attribute the observed dramatic increase in the PLU effi-
ciency to a N-induced change in the band alignment at the GaInNP/GaAs
interface from the type I for [N] = 0% to the type II for [N] > 0.5%, which
eliminates the energy barrier for electron transport from GaAs to GaInNP
– Fig. 12.9b. Such modification of the band lineup is not surprising as the
N-induced dramatic reduction in the bandgap energy of the forming alloys is
predominantly caused by a downshift of the CB edge. The band lineup should
be close to flat for [N] = 0.5%, to account for the lower PLU efficiency. This is
consistent with the stronger dependence of the PLU intensity on the excitation
power observed for the GaInN0.005P0.995/GaAs structure [28], as participation
of the second photon may be required to compensate for a possible back flow
of the carriers from GaInNP to GaAs.
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12.4.2 Interface-Related Emission

Further evidence towards the type II band line-up at the GaInNP/GaAs het-
erointerface was obtained based on the observation of the spatially indirect
type II recombination across the GaInNP/GaAs interface within the NIR
spectral range [27], see Fig. 12.9. N incorporation was found to cause an
appearance of a new NIR PL band (marked by arrows in Fig. 12.9). This
new NIR emission strongly downshifts in energy with increasing N content
which implies involvement of the CB states of the GaInNP alloys in the corre-
sponding optical transition. Moreover, the PLE spectra of the NIR PL band
measured within the energy range below the GaInNP bandgap (see the insert
in Fig. 12.9) show a pronounced enhancement at the GaAs exciton energy and
closely resemble those measured either for the GaAs-related emissions or for
the PLU emission. This rules out free-to-bound transitions at some deep cen-
tres in GaInNP as a possible origin of the observed NIR PL and confirms the
suggested mechanism for this emission as being due to the spatially indirect
type II recombination between the GaInNP electrons and the GaAs holes.

Fig. 12.9. (a) Typical PL spectra detected at 4K within the NIR spectral range
from the GaInNxP1−x/GaAs structures. The PL spectrum related to the GaAs sub-
strate is also shown by the dotted line, for comparison. Identical PL transitions were
observed for the excitation photon energies above and below the GaInNP bandgap.
The spectra shown in the figure were recorded under the photoexcitation at 1.59 eV,
below the GaInNP bandgap. The N-induced changes in the band alignment at the
GaInNP/GaAs interface leading to the appearance and shift of the NIR PL are
schematically illustrated in the upper part of the figure. (b) PLE spectra of the
interface-related emissions. The spectra are vertically offset for clarity. The detec-
tion energies during the PLE measurements were set at the peak position of the
NIR emission, as indicated by the arrows (from [27])



12 Optical and Electronic Properties of GaInNP Alloys 313

Fig. 12.10. ODCR spectra (solid lines) measured from the Ga0.44In0.56N0.02P0.98

epilayer and detected via the interface-related PL (a) or via the GaAs emission (b).
The spectra were measured under magnetic fields perpendicular to the interface
plane. The dashed lines represent the fitting curves according to [39] with me =
0.067 m0 and mh = 0.46 m0 (from [27])

The same conclusion also followed from the optically detected cyclotron
resonance (ODCR) measurements [27], where spatial locations of carriers
involved in the NIR emission was directly determined. In the ODCR experi-
ments, an intensity change of light emission induced by carrier heating upon
the cyclotron resonance absorption of the microwave radiation is detected.
Since the cyclotron resonance condition ωc = qB/m∗ is determined by the
effective mass of the involved free carrier, its spatial location within a multi-
layer heterostructure can be identified [39]. Here ωc is the cyclotron frequency,
q is the elementary charge, m∗ is the effective mass of the carriers, and B is an
applied magnetic field. For the GaInNP/GaAs structures, the ODCR spectra
(see Fig. 12.10) contained two peaks related to the free carriers with effective
masses of 0.067 m0 and 0.46 m0, i.e., typical for a free electron and hole in
GaAs. High intensity of the hole-related ODCR peak indicated direct involve-
ment of the GaAs holes in the corresponding optical transitions. On the other
hand, weak intensity of the GaAs electron resonance pointed towards the sec-
ondary character of the signal, e.g., due to an increasing supply of electrons
from GaAs to the GaInNP layer under the CR conditions. Such behavior
is expected for the type II transitions, where the main contributions to the
ODCR should be from the carriers directly involved in the radiative recom-
bination, i.e., a GaAs hole and a GaInNP electron. (The ODCR peak related
to the GaInNP electron is not seen in the experiments due to low electron
mobility in the GaInNP layer).

12.4.3 Band Offsets at the GaInNP/GaAs Interface

Compositional dependences of the band offsets at the GaInNP/GaAs inter-
face were estimated by comparing spectral positions of the NBE (EGaInNP

c −
EGaInNP

v ) and the NIR (EGaInNP
c − EGaAs

v ) emissions [27]. (To account for
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strong potential fluctuations in the CB edge, all energies were measured as
the high energy cutoff of the PL spectra). Almost flat alignment of the CB
edge was concluded for the structures with [N] = 0.5%, whereas for the higher
N compositions 0.5% ≤ [N] ≤ 2% a practically linear change of the CB offset
with a slope of −0.10 eV per percentage was observed. The valence band offset
with GaAs was found to be of about 0.4 eV, independent of the N content in
GaInNP.

12.5 Summary

In summary, we have reviewed presently known electronic and material-related
properties of the GaInNP alloys for lattice matching to GaAs, which is a new
material system promising for a variety of electronic applications. We have
shown that N incorporation in these alloys induces a variety of changes in
their structural properties as well as of the electronic structure. The main
structural changes include (1) increasing carrier localization, which is typical
for all dilute nitrides, and (2) N-induced long range ordering effects, specific
for GaInNP. Even though the exact role of nitrogen in promoting ordering is
not yet well understood, the existence of the ordering seems to be rather reli-
ably established from various structural (transmission electron microscopy),
as well as optical (Raman scattering, polarized reflectance, and time resolve
photoluminescence) characterization measurements. N induced modifications
of the electronic structure of GaInNP and applicability of the BAC model for
their description were also discussed. From the analysis of the relevant BAC
parameters, a somewhat weak coupling between the localized N state and the
extended host states is concluded, which may be related to the high In content
and to correlations in spatial locations of In and N atoms.
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13

Properties and Laser Applications
of the GaP-Based (GaNAsP)-Material System
for Integration to Si Substrates

B. Kunert, K. Volz, and W. Stolz

Multiquantum well heterostructures in the GaInNAsP/GaP material system
were grown pseudomorphically strained on GaP substrates. This class of dilute
nitride material system has a tremendous application potential in silicon pho-
tonics, as the novel material system is shown to have a direct band structure
and as it can be grown without the formation of extended defects on GaP and
hence on silicon substrates.

This chapter summarizes our present understanding of metalorganic vapor
phase epitaxial growth as well as of structural characteristics of this class of
metastable material systems. We will discuss the optical properties as well as
give an estimate on the modification of the band structure of the host material
altering the composition. The proof of concept will be demonstrated at the
end of the chapter, where electrical injection lasing for this material system
will be shown at low and room temperatures.

13.1 Introduction

The monolithic integration of optoelectronic circuits with Si-based microelec-
tronics would tremendously increase the functionality of Si-microelectronics
and open-up completely new fields of applications. Light, for example, could
provide chip-to-chip or even on-chip communications within high-bandwidth
data transfer, no signal latency, and without heat dissipation. Therefore, sili-
con photonics can combine the advantages of optical data processing with the
highly developed expertise of Si-based integrated electronics and revolutionize
future chip design.

The key element for this integration scheme is an efficient light source
based on Si-substrate. Because of Si indirect electronic band gap, how-
ever, light emission is phonon-mediated and has very low internal quantum
efficiency. Furthermore, free carrier absorption hinders population inversion
essential for stimulated light emission and Auger recombination reduces the
emitted photon density, see Fig. 13.1. Hence, researchers have been exploring
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Fig. 13.1. Schematic drawing of an indirect band structure. Excited carriers can
combine by phonon-mediated recombination or Auger recombination, which are
indicated by the arrows

novel techniques, e.g., Si-nanocrystals [1] or Er-doped Si [2], to circumvent
the weak luminescence efficiency since early 1990s, but even intense lumines-
cence was found to be very difficult to achieve yet. The first optical pumped
all-silicon based laser was demonstrated by stimulated Raman scattering in
silicon waveguides in 2004 [3] followed by the demonstration of a continuous
wave (CW) laser in 2005 [4]. Although this achievement enables novel applica-
tions including optical amplifiers and wavelength converters, there is still the
basic necessity of an optical pump source for the nonlinear Raman process.
So far, Raman lasers are incapable of being electrically pumped.

Another approach to realize a Si-based electrical injection laser is het-
eroepitaxy. Standard direct band gap III–V compound semiconductor like
GaAs [5] or InP are deposited on Si-substrate to merge their sophisticated
optical properties with Si. Because of the large lattice mismatch of these
standard materials to Si, high densities of threading dislocations are formed
in the epitaxial III–V film. This obstacle becomes obvious in Fig. 13.2, which
summarizes the energy gap plotted vs. the lattice constant of the most com-
mon III–V semiconductors in comparison to Si. GaAs as well as InP have a
lattice constant larger than Si by more than 4%. The technological challenge
is to optimize the epitaxial growth conditions to suppress the formation of
dislocations in the complete III–V layer. Although III–V laser diodes were
realized [5], the high densities of misfit dislocations are still preventing any
long-term stable lasing operation of optical device structures until now.

A view at the properties of different III-V compound semiconductors as
plotted in Fig. 13.2 reveals that the indirect semiconductor GaP has a lattice
constant almost equal to that of Si. In addition, the ternary crystal system
Ga(NP) can be grown lattice-matched to Si-substrate with a N-content of 2%.
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Fig. 13.2. Energy gap vs. the lattice constant of the most common III–V semi-
conductors in comparison to Si

Chap. 16 reviews the pseudomorphical growth of Ga(NP)/Ga layer sequences
on Si-substrate with high structural perfection and without the formation of
misfit dislocations and antiphase domains.

Based on this fact our approach is the development of the direct band
gap material, which can be grown lattice-matched to GaP and therefore
transferred in a straight forward way to Si-substrate.

To achieve this goal it is obvious to consider the application of the ternary
materials system Ga(NP). The incorporation of a few percent of N into the
indirect semiconductor GaP changes the fundamental band characteristics and
particularly increases the luminescence efficiency significantly, as discussed in
detail in Chap. 14. Whether this modification indicates a transition of an
indirect to direct band structure is still under controversial discussion. Never-
theless, the material system Ga(NP) was only applied in light emitting diodes
so far and the direct band gap character appears not be pronounced enough
to realize population inversion and material gain essential for laser operation.

The incorporation of In and As into GaP results in a common transition
of a indirect semiconductor to a direct one at relatively high concentration
(unstrained Ga(AsP) at 53% As and (GaIn)P at 31% In). However, the large
lattice mismatch hinders a pseudomorphic growth of these ternary materials
systems on GaP-substrate.

However, the incorporation of N in combination with In or As allows for
the necessary adjustment of the lattice constant of the quaternary material
system (GaIn)(NP) and (GaNAsP) to GaP-substrate. The challenge is to find
the right material composition of GaInNAsP, which enables the pseudomor-
phic growth of high quality films on GaP-substrate and reveals a direct band
structure and a high luminescence efficiency, respectively, at the same time.
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Recently, we introduced the novel As-rich dilute nitride material sys-
tem (GaNAsP), which fulfils both requirements [6, 7]. Compressively strained
(GaNAsP) multiquantum well heterostructures (MQWHs) were grown pseudo-
morphically onGaP-substrates by metalorganic vapor phase epitaxy (MOVPE)
without any formation of misfit dislocation. Furthermore, the unique band gap
formation of this dilute nitride leads to a strong reduction of the band gap energy
and hence to a pronounced direct band gap of the quaternary material system.
This novelmaterial systemacts as a sufficient light emitter and the capability for
electrical pumped laser diodes was proven in first device structures [6,8]. There-
fore, this realization of a direct semiconductor on GaP-substrate might lead
to the real monolithic integration of III/V-based optoelectronics and Si-based
microelectronics in the near future.

The focus of the chapter is to describe the heteroepitaxial growth of GaP-
based dilute nitride materials, which have excellent structural properties and
will be shown to have a direct band gap structure. Hence, these materials are
suitable for the intended laser application on GaP and on Si substrates in the
future.

13.2 Growth and Structural Properties

13.2.1 GaInNAsP Growth

In the following, selected MOVPE growth experiments will be presented with
the aim of understanding the nitrogen incorporation in the mixed group-
V material and with the aim of investigating the influence of nitrogen on
structural characteristics in the GaP-based materials.

(GaNAsP)/GaP structures were grown in a commercially available AIX200
MOVPE reactor using Pd-purified H2 as carrier gas at a reduced reac-
tor pressure of 50mbar [9]. Because of the metastability also of this dilute
nitride system, growth temperatures were chosen in the range of 500–700◦C,
using all-liquid group-V MO precursors because of their better decomposi-
tion characteristics at these low temperatures. Tertiarybutyl arsine (TBAs),
tertiarybutyl phosphine (TBP), and the unsymmetric dimethyl hydrazine
(UDMHy) were the sources for arsenic, phosphorous, and nitrogen, respec-
tively. Triethyl gallium (TEGa) was used as Ga precursor. As one deals with
a material, containing three group-V elements, composition determination is
not as straight-forward as in the case of GaInNAs, and several Secondary Ion
Mass Spectrometry (SIMS) investigations were undertaken to support the
results of X-ray diffraction (XRD).

One of the most important dependencies in the MOVPE growth is the
nitrogen incorporation on growth temperature, as depicted in Fig. 13.3. Two
sample sets, Ga(NP) grown on GaP and GaNAs grown on GaAs, are shown
together in Fig. 13.3. Both ternary materials exhibit tensile strain with respect
to their substrates, hence, strain-induced nitrogen desorption should – at a
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Fig. 13.3. Arrhenius plot of the dependence of the nitrogen content in GaNAs/GaAs
and Ga(NP)/GaP on the growth temperature

similar lattice mismatch – be expected to a similar extent. The growth condi-
tions for both sample sets shown in Fig. 13.3 were additionally chosen in a way
that direct comparability of the data is possible. The V/V as well as V/III
ratios were identical for the GaAs- and GaP-based materials, respectively. If
one neglects differences in the temperature-dependence of the TBAs and TBP
decomposition, respectively, which is at least true in the high-temperature-
regime, direct comparability is given. It is known for MOVPE-grown GaInNAs
and GaNAs that the nitrogen incorporation in GaNAs/GaAs is determined by
both surface chemistry and strain constraints as well as gas-phase reactions of
the MO precursors. Both aspects are confirmed when taking the GaP-based
data into account. It can be seen that under comparable growth conditions,
one order of magnitude more nitrogen is incorporated in Ga(NP)/GaP than in
GaNAs/GaAs. One evident explanation takes the strain energies of nitrogen
in GaP and GaAs into account. The strain energy, calculated by valence force
field (VFF) methods, of a single N-atom in GaP is only 1.25 eV, whereas it was
1.69 eV in GaAs. This difference might well be responsible for the significant
difference in nitrogen incorporation and convincingly confirms that there is a
strong driving force by the crystal for the maximum N-content possible under
certain growth conditions. Despite the difference in total nitrogen content
achieved under equivalent growth conditions, the temperature dependence for
the nitrogen incorporation shows the same activation energy for both mate-
rials, Ga(NP) and GaNAs. This underlines that in the case of ternary dilute
nitrides gas-phase reactions resulting in a loss of reactive nitrogen species also
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play a large role and are present to the same extent in the growth of Ga(NP)
as well as GaNAs.

The N-incorporation in the quaternary material system generally takes
place by group-V competition on the surface of the growing crystal. These
dependencies are elucidated in Fig. 13.4. Here, the N-content in quater-
nary layers with As-contents below 75% is plotted in dependence of the
UDMHy/TBP gas-phase ratio (left graph). The other growth conditions were
hold constant. The nitrogen content was determined by SIMS measurements
in this case.

To vary the N/P ratio, the partial pressure of the UDMHy was var-
ied, keeping the TBP partial pressure constant. It can be seen that the
N-incorporation increases linearly with increase in UDMHy partial pressure.
Hence, the nitrogen content in this alloy could most easily be adjusted by just
varying the UDMHy partial pressure.

Fixing PP,UDMHy and PP,TBP and varying the partial pressure of TBAs,
one gets the dependence shown as the right graph in Fig. 13.4. It can be
seen that the N-content is influenced by the gas-phase ratio of the other two
group-V constituents of the crystal in that way that it decreases with increas-
ing PP,TBAs. There are two possible reasons for this behavior. First, when
decreasing PP,TBAs to increase the TBP/TBAs ratio one reduces the compe-
tition for the reactive nitrogen species at the surface and hence might increase
the nitrogen incorporation, as already seen from the previous discussion. On
the other hand, it had also been shown that the nitrogen incorporation into
GaP is significantly larger than into GaAs under identical growth condi-
tions. Consequently, the decreasing As-fraction in the crystal might induce an
increased nitrogen content. Hence, the nitrogen content should decrease, the
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Fig. 13.5. Dependence of the N-content in GaNAs grown on GaP and GaAs sub-
strates on the V/V gas-phase ratio. The different symbols belong to different growth
parameters

more As-rich a mixed (GaNAsP) crystal becomes, if other growth conditions
are not changed.

In this conjunction, it is instructive to examine the difference in nitrogen
incorporation characteristics in GaNAs grown on GaP and GaAs substrates,
respectively, as shown in Fig. 13.5. For N-contents below 18%, GaNAs is com-
pressively strained when grown on GaP, whereas it grows tensilely strained
with respect to GaAs over the complete composition regime. In the first case,
the addition of nitrogen reduces the compressive strain of the layer, while it
increases the tensile strain in the latter case.

The nitrogen content increases, as mentioned before, with increasing
UDMHy/TBAs ratio. The different data points belong to samples grown on
GaAs (solid symbols) and on GaP substrates (open symbols) under differ-
ent conditions, e.g., with different growth rate, TBAs/TEGa ratios or even at
different temperatures in the case of GaNAs/GaP growth. The nitrogen incor-
poration is about a factor of 10 lower in GaNAs/GaAs than in GaNAs/GaP.
This is an excellent example of strain-driven incorporation of – in this case –
nitrogen in GaAs. As one builds up tensile strain with incorporating N in
GaAs when growing on GaAs substrates, the crystal desorbs nitrogen. On
the other hand, driven by the reduction of the compressive strain, the crystal
incorporates additional N in GaAs, when grown on GaP substrates.

It is interesting to note that the GaNAs/GaP samples, which go into
this figure, were grown at temperatures between 525 and 575◦C. From
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Fig. 13.3 the nitrogen content strongly depends on the growth temperature
for GaNAs/GaAs as well as for Ga(NP)/GaP. This seems not to be the case
for GaNAs/GaP. If temperature dependence would be similar to that of the
other material combinations, the N-content should decrease by a factor of 2.5
when increasing the temperature by 50◦C. As the data falls on one line, this
reflects no temperature dependence in the growth window chosen. This might
be traced back to the fact that the strong strain-induced incorporation of the
nitrogen in GaNAs/GaP overshades all other possible N-incorporation effects.

Already from these few examples it becomes clear that the growth of
(GaNAsP) on GaP substrate is highly complex and that the resulting nitrogen
content in the quaternary layers is the result of Chap. 15, a difficult interplay
of all growth parameters as well as the crystal composition. In the remain-
der of this chapter, material of different composition will be characterized
structurally and the structure will be correlated to optical properties with the
objective of deriving optimum compositions for potential device applications.

13.2.2 Structural Properties of GaInNAsP/GaP

It is well known for dilute nitrides grown on GaAs substrates that increas-
ing the amount of nitrogen in the layers, structural degradation takes place.
The following paragraph summarizes results on structural investigations by
means of transmission electron microscopy (TEM) and XRD. The aim was
to study structure in dependence on quinary alloy composition to pinpoint
compositions favorable from the structural point of view.

To examine the structural quality of the samples, TEM investigations,
using strain and composition sensitive reflections, as also applied to the GaAs
based materials, were undertaken.

Influence of Nitrogen on Structural Characteristics

In Fig. 13.6 cross-section TEM dark field micrographs of GaNAs/GaP quan-
tum wells having different nitrogen concentrations are shown under chemical-
(left column) and strain-sensitive (right column) imaging conditions.

The nitrogen content as well as the strained lattice mismatch of the respec-
tive quantum wells with respect to the GaP substrates are also given in the
Fig. 13.6. The samples having the lowest nitrogen content have the largest
lattice mismatch with respect to the GaP substrate and hence are highly com-
pressively strained. The chemical composition is homogeneous in the growth
plane for all N-contents investigated here, indicating that N-clustering with
N-variations exceeding ±0.5% does not play a role. With increasing nitrogen
content one observes an increased roughening of the upper quantum well inter-
face with the GaP barrier, despite the reduction in macroscopic compressive
strain, when increasing N. This modulation is typical for layers that undergo
a Stranski–Krastanov growth mode transition, which can, however, not be the
case here, as increasing the N-content shifts the overall strain more towards the
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Fig. 13.6. Cross-sectional dark field TEM micrographs of GaNAs/GaP quantum
wells with different nitrogen contents, taken under composition-sensitive (left-hand
side) and strain-sensitive (right-hand side) conditions. The nitrogen content incor-
porated in the quantum wells as well as their respective lattice mismatch to the
GaP-substrate is given in the center column. The arrows indicate strain fields, which
are originated by N-ordering. Accumulation of these strain fields leads to larger scale
strain fluctuations, which are encircled

lattice-matched conditions. We also do not observe clustering of the elements,
which would be characteristic of Stranski–Krastanov transitions, which result
at the end in quantum-dot formation. A similar roughening transition had
already been observed when investigating GaAs-based materials and when
increasing the nitrogen content in GaInNAs/GaAs above a certain critical
value [10, 11].

One can attribute this morphological phase transition, which is now ob-
served for the GaP-based material as well, to the inhomogeneous microscopic
strain in the samples, introduced by the chain-like ordering of nitrogen in



326 B. Kunert et al.

growth direction. This ordering is energetically favorable also in the GaP-
based GaNAs, as shown by VFF calculations, which also take the strain with
respect to the substrate into account. The number of the N-induced strain
fields increases with increase in N-content in GaNAs and GaInNAs [12]. nitro-
gen chains as proposed here are a strong source of tensile strain in the host
materials. The strain field they introduce penetrates several nanometers into
the surrounding material, as shown by VFF calculations [13]. As their distance
decreases with increase in number, they might be close enough at a certain
concentration to act collectively and have a roughening effect on the material
grown on top. This is also what one observes under strain sensitive imaging
conditions for GaNAs/GaP quantum wells with increasing N-concentration
(right column Fig. 13.6). For N-contents below 5% one observes inhomoge-
neous strain fields in the material, as also seen in GaNAs/GaAs. The density
of the strain fields increases, and at N-contents in the range of 7%, one already
observes an accumulation of the strain fields together with a roughening of
the quantum well interface. As the strain fluctuations in the material become
more pronounced with increasing nitrogen content and decreasing macroscopic
strain, one observes more and more degraded morphology of the dilute nitride
material. This morphological degradation, which goes along with increasing
nitrogen content and increasing inhomogeneous strain, is an intrinsic prop-
erty of the dilute nitride materials, as this phenomenon had been observed in
material grown with different growth techniques, under a wide range of growth
conditions and irrespective of the strain state, the N-containing material has
with respect to the substrate material. Despite the morphological degradation,
the crystalline quality of the metastable materials and the barriers grown on
top remains excellent. This is proven by high-resolution imaging GaNAs/GaP
having N-contents of 3.9 and 13%, respectively (Figs. 13.7 and 13.8).

The quality of the lower GaP/GaNAs interface is remarkable. Despite the
high N-content incorporated in the structure shown in Fig. 13.8 the transi-

Fig. 13.7. High resolution TEM micrograph of a GaNAs/GaP quantum well, having
a nitrogen content of 3.9%
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Fig. 13.8. High-resolution TEM micrograph of a GaNAs/GaP quantum well, having
an N-content of 13%

tion between the GaP- and GaNAs-based materials is abrupt within a few
(1–2) monolayers without the sign of any additional roughness. This confirms
that the group-V exchange sequence from phosphorous to arsenic as applied
here yields smooth interfaces. The upper interface of the GaNAs quantum
well containing 3.9% nitrogen is rather smooth, exhibiting a roughness of 3–4
monolayers. In contrast to that, the morphology of the quantum well having
an N-content of 13% is completely changed. There are regions where the mate-
rial is significantly thicker than the nominal thickness and on the other hand
also areas where the nominal quantum well thickness significantly exceeds the
observed one. This is again the manifestation of the morphological phase tran-
sition, described for GaInNAs before [10,11]. Up to now there is no viable way
of circumventing this structural degradation, which goes along with increas-
ing the N-content. Hence, the influence of adding phosphorous and reducing
the compressive strain by growing a three group-V element containing alloy
(GaNAsP)/GaP was checked and the structure of these films will be shown
in the following. Introducing this quaternary material, one is able to reduce
the compressive strain with the addition of phosphorous instead of nitrogen.

Influence of Phosphorous on Structural Characteristics

Dark-field TEM micrographs of a (GaNAsP)/GaP quantum well are shown
in Fig. 13.9. The quaternary material has a nitrogen content of (5 ± 1)% and
a phosphorous content of (9 ± 6)%. Consequently, the structure can be com-
pared with the GaNAs/GaP sample shown second from the top of Fig. 13.6
with respect to the nitrogen content and with the sample shown third from
the top in the same figure from the point of view of lattice mismatch with
respect to the substrate.

The dark field micrograph taken using the g = (002) reflection (left image),
which exhibits chemical sensitivity, proves that the elements are also dis-
tributed homogeneously in this quaternary alloy. In the strain-sensitive image
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Fig. 13.9. Cross-section dark-field TEM micrographs of a (GaNAsP) quantum
wells, taken under chemically sensitive (left image) and strain-sensitive (right image)
conditions

shown on the right one observes N-induced strain fluctuations, which are
present in an extent one would expect from the nitrogen content of 5%. The
morphology of the quantum well also resembles that of samples having sim-
ilar N-content, not strain. Compared with ternary structures having similar
strain and higher N-content, the morphology of the quaternary sample is
superior. Hence, replacing nitrogen by phosphorous for strain compensation
yields better structural quality. However, inhomogeneous strain fields, caused
by nitrogen ordering, are also found in the quaternary (GaNAsP) structures
and cannot be dissolved upon annealing.

Influence of Indium on Structural Characteristics

As one can assume that the inhomogeneous strain fields detected in all dilute
nitride materials are carrier traps and thus significantly deteriorate electronic
and optical properties of the material, it is of importance to find possibilities
to also dissolve them in the GaP-based material. A possibility to remove
the N-induced strain fields in the case of GaInNAs was the annealing of In-
containing material and the nearest neighbor change of the nitrogen from a
Ga-rich environment adopted during growth in an In-rich, taken after the
annealing. In context with the growth of GaInNAs solar cell material – as
detailed in Chap. 15 – it had, however, been shown that a certain minimum
Indium concentration is necessary to have the possibility at all to rearrange
the nitrogen atoms.

Following this approach, Indium was incorporated into the (GaNAsP) lay-
ers. As the lattice mismatch for already 4% nitrogen in GaNAs/GaP still
amounts to almost 3%, incorporation of In, which further adds compressive
strain to the crystal, will be a challenge. In Fig. 13.10 strain-sensitive dark-field
TEM micrographs of a GaInNAsP quantum well having an In-content of 3%
as well as a N-content of (4±1)% are shown. The upper micrograph had been
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Fig. 13.10. Structurally sensitive dark-field TEM images of a (GaIn0.03)(NAsP)
quantum well before (upper micrograph) and after (lower micrograph) annealing for
1 h at 800◦C under TBP stabilization

taken before annealing the sample at 800◦C for 1 h under TBP stabilization,
and the lower micrograph after doing so. The contrast fluctuation, proving
the existence of inhomogeneous strain fields caused by the nitrogen, is clearly
visible in the grown sample. However, after annealing, the contrast structure
throughout the quantum well is a lot more homogeneous, pointing to the fact
that it had been possible to dissolve a large amount of the strain fields. What
one, however, always observes under the growth conditions chosen at present
is the formation of defects as well as a significant roughening of the quantum
wells as soon as small amounts of Indium are added. This might underline that
the transition to Stranski–Krastanov growth, which had been shifted towards
larger lattice mismatches when growing a mixed group-V alloy, again shifts
towards lower strains when a second group-III element is mixed into the crys-
tal. These findings emphasize that it will be necessary in future to optimize
growth conditions in a way to allow for the growth of highly compressively
strained material that is mixed on the group-V as well as group-III sublattice.

Structural Properties upon Annealing

Annealing had been shown to be necessary also in this dilute nitride material
system to remove defect and enhance PL intensity as well as to structurally
improve the material. High-resolution X-ray diffraction (HRXRD) ω-2ϑ scans
of a GaNAs/GaP multiquantum well structure around the (004) reflection of
GaP are shown in Fig. 13.11. The profiles were taken from the same sample
before and after annealing at 800◦C for 1 h under TBP stabilization.
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Fig. 13.11. High resolution XRD ω-2ϑ scans around the (004) GaP reflection of a
GaNAs/GaP multiquantum well structure before and after annealing (1 h, 800◦C,
TBP stabilized). The dynamical simulation matching the experimental profiles is
shown in grey.

There is no significant difference between the structures before and after
annealing. The Pendellösung fringes are well resolved in both cases, and
their position as well as the envelope, which gives the compressive strain of
the quantum wells, did not shift upon annealing. This is a clear indication
that neither quantum well thickness nor nitrogen content did change upon
annealing. Hence, nitrogen out-diffusion can be ruled out to happen under
the annealing conditions chosen here. The simulation to the experimental
HRXRD profiles using dynamical theory gives a nitrogen content of 9.5%.
The other layer parameters derived from the simulation are indicated in the
inset of the figure. Adding phosphorous to the quantum well and annealing
these samples does not lead to any observable change in HRXRD profiles
either.

13.3 Optical Properties and Band Structure

The following paragraph describes the optical characteristics of selected sam-
ples in the (GaNAsP)/GaP material system and depicts their direct band
gap, which makes them suitable for laser applications, as will be shown in the
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following paragraph. An estimate of the modification of the conduction band
structure of the alloy in dependence on its composition will also be given.

Photoluminescence (PL) measurements were carried out under direct exci-
tation of the QWs using a CW Ti:sapphire laser at an emission wavelength of
800nm or applying an Ar-ion laser at the wavelength of 514nm. The samples
were mounted on a cold finger liquid helium cryostat in order to allow for
temperature dependent measurements. The PL signal was dispersed in a 1m
grating monochromator (THR 1000, Jobin-Yvon) and collected by a cooled
germanium detector applying standard lock-in technique. First PL investi-
gations of a grown and annealed MQW structures had shown that a post
growth annealing step of 1 h at 800◦C under TBP stabilization leads to a sig-
nificant increase of the luminescence intensity. Therefore, all samples discussed
in following are annealed accordingly.

The photoluminescence excitation (PLE) (full line) and the PL (dotted
line) spectra at low temperature of the annealed (GaNAsP)/GaP-MQWH
with 4% N and 6% P are given in Fig. 13.12 [7]. A sharp and intense emis-
sion band of the quaternary material system at a peak emission wavelength of
905nm and a line width of 38meV (FWHM) is obtained under direct excita-
tion of the QWs using a CW excitation wavelength of 800nm. Here carriers are
only excited in the QWs whereas the GaP barrier is transparent for the pho-
ton energy of 1.55 eV, respectively. The energetic overlap of the PL and PLE
spectra proves that the (GaNAsP)/GaP-MQWH exhibits a direct band gap,

1000 950 900 850 800

1.2 1.3 1.4 1.5
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Wavelength [nm]

λex= 800nm
FWHM 38meV

PLE
Det. pos.: 907nm

7.5K

Energy [eV]

In
te

n
si

ty
 [a

rb
. u

n
it

s]

Fig. 13.12. Optical spectroscopy of a 8-periode sample (GaNAsP)/GaP-MQWH
at temperature of 7K (dotted line: PL spectrum, solid line: PLE spectrum). The
PL-spectrum was excited at a wavelength of 800 nm, the detection wavelength of
the PLE-spectrum is 907 nm (black arrow)
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where the PL emission results from carrier recombination out of the respective
band tails of the direct energy gap in this material system. The pronounced
shoulder in the PLE spectrum models the expected two-dimensional step-like
density of states of the direct band gap, which is broadened due to the intrin-
sic quaternary alloy disorder. The spectral features reported here [7] for the
quaternary (GaNAsP)-MQW structure are significantly sharper as compared
to the first spectroscopic reports for the ternary GaNAs/GaP-QWH in the
literature [14, 15].

With increasing sample temperature the luminescence intensity of the
(GaNAsP)-MQWH is decreasing as reviewed in Fig. 13.13. The inset in this
figure displays the temperature quenching of the integrated intensity. This
decline in the PL intensity observed also for the GaAs-based diluted nitride
GaInNAs system [16] can be modeled by the interplay between radiative and
nonradiative recombination and hopping dynamics of excitations in the man-
ifold of localized states created by the disorder potential [17]. In addition,
the energetic PL peak position follows an S-shape in the low to intermediate
temperature range and converges towards a standard Varshni-type character-
istic of direct semiconductors at high temperatures. This S-shape behavior is
typical for dilute nitrides [18] and also an evidence for the pronounced degree

1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
10−5

10−4

10−3

10−2

10−1

100

0 50 100 150 200 250 300
1E−4

1E−3

0.01

In
te

gr
at

ed
 In

te
ns

ity
 [a

rb
. u

ni
ts

]

Temperature [K]

Energy [eV]

L
u

m
in

e
sc

e
n

ce
 In

te
n

si
ty

 [a
rb

. u
n

it
s]

1200 1000 800

P = 100mW
λ

ex
= 800nm

Wavelength [nm]

Fig. 13.13. Temperature dependent PL measurements of a 8-periode (GaNAsP)/
GaP MQWH. The QWs were directly excited with a wavelength of 800 nm and a
power of 100 mW. As a guide to the eye the S-shape behavior of the PL peak position
is indicated by a solid line. The inset gives the integrated luminescence intensity vs.
sample temperature
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of disorder due to alloy fluctuation and/or imperfect interfaces, which leads to
carrier localizations (see Chap. 7). Nevertheless, efficient PL is observed even
at room temperature with a peak wavelength of 942nm and a line width of
56meV.

The above mentioned studies verified the direct band gap characteris-
tic of the novel (GaNAsP)/GaP-MQWH system. In the following we briefly
exploit the concentration range for which we expect a direct energy gap of the
(GaNAsP)-material system. For this estimate we consider first the variations
of the Γ- and X-levels with chemical composition and strain, then introduce
the energetic position of the N-level and model the obtained energy gap by
the simple band anticrossing (BAC) model. It is important to note that also
physical parameters are used, which are not yet known precisely for this mate-
rials system. The energy position of the Γ- and X-energy levels of Ga(AsP)
(xAs > 50%) are plotted in Fig. 13.14 as function of the As-concentration,
taking also the modification of these levels as a function of macroscopic
strain into account. For clarity we fixed the N-concentration at 4% for the
pseudomorphically strained (GaNAsP)-layer in the following.

The relative changes ∆ECB(Γ) and ∆ECB(X) of the two extrema in the
conduction band with the strain ε were evaluated using the hydrostatic defor-
mation potential constants ai(aΓ or aX) listed in the inset of Fig. 13.14 and
the following equation [19]:

∆ECB(Γ, X) = −2a

(

c11 − c12

c11

)

ε, (13.1)

with the elastic stiffness constants cik. Any modifications of the band structure
due to biaxial strain of the X-states and the valence bands are neglected.
The N was considered as an electronic impurity N-band, the energy level
EN of which was extrapolated from the ternary composition endpoints of
the window in Fig. 13.14 (GaAs:N and GaP:N). In literature an increasing
pressure dependence of the N-level with rising N-concentration was reported
for the diluted nitride Ga(NP) [20]; thus, we used a value of 45meVGPa−1

for the strain induced shift of the N-level [21].
In order for the Ga(N0.04AsxP1−x)-material system to exhibit a real direct

energy gap, the Γ-level has to be lowest in energy with the N-level positioned
in between the Γ- and the X-level. This condition is fulfilled for a relative
broad concentration range for As-concentrations in excess of about 70%, see
Fig. 13.14. The band gap energy can be extracted out of PL/PLE spectra
within a certain error bar at room temperature. Experimental data points
(squares) of three samples with varying compositions are added to the theo-
retical estimate in Fig. 13.14. All samples contain a maximum of about 4% N
and different P-fractions between 16% and 0%. The energy positions of the
experimental band gaps are very much redshifted compared with the position
of the Γ-level at corresponding composition. This indicates a strong BAC
coupling of Γ- and N-levels also in the GaP-based (GaNAsP) material system.
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The value of the compressive strain ε of the (GaNAsP) individual quantum well
layers with respect to GaP (right hand axis) as a function of the As-concentration
is indicated as a dotted line

In the two-band BAC model, the modification of the conduction band is
explained as an anticrossing interaction between highly localized A1 states of
the substitutional N atoms and the extended states of the host semiconductor
matrix [22]. This model was first applied to parameterize the strong band gap
bowing of GaAs-based materials system like GaNAs and GaInNAs, respec-
tively [23, 24], and is described in detail in Chap. 3. According to this model
the newly formed lowest subband position E− is given by

E− =
1

2

[

(EN − γx) + (EΓ − αx) −
√

[(EN − γx) − (EΓ − αx)]
2

+ 4β2x

]

,

(13.2)
x is the N concentration and is kept constant at 0.04. As the values of the
parameters α, β, and γ are not known yet for the (GaNAsP)-material system,
they were adopted from the GaAs-based material system Ga(NxAs1−x) out
of [23]. The energetic position of the E− level (solid line in Fig. 13.14) agrees
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favorably well with the experimental values for the GaP-based (GaNAsP)
material system. The best coincidence is observed for low P contents whereas a
certain deviation develops with increasing P concentration. As the parameters
α, β, and γ were taken from the P-free material system GaNAs, this slight
deviation, however, is not surprising.

For a more precise and sophisticated description of the band structure for-
mation a polymorphous model is necessary, which considers the perturbation
of the host states and the effects of the random N-distribution leading to a
disordered alloy. Zunger and coworkers are using an empirical pseudopotential
method and large atomistically relaxed supercells to describe the evolution of
the electronic structure of diluted nitrides [21]. The application of this more
advanced theory will lead to more detailed description of the direct band
structure of (GaNAsP)-MQWH based on GaP-substrate in the future.

For the discussion of the As-composition range regarding the direct band
structure formation, the N-content was fixed to 4%. To investigate the N-
dependence of the luminescence characteristic a series of P-free GaNAs/
GaP-MQW samples were grown pseudomorphically strained on GaP-substrate.
This allows for a straight forward way to determine the N-concentration by
XRD measurements of the ternary material system. The structural charac-
teristics of these samples were already described in the preceding section (see
Fig. 13.6). Room temperature PL spectra of GaNAs/GaP MQWHs with differ-
ent N-content are compared in Fig. 13.15. An excitation wavelength of 514nm
was chosen for these experiments.

The luminescence intensity of the sample series is decreasing with ris-
ing N-concentration in the active material significantly. For N-concentrations
above 10% only a weak luminescence signal is observed for the applied exci-
tation conditions. The incorporation of high amounts of N yields presumably
to the formation of a large number of nonradiative recombination centers.
This behavior was also observed for GaAs-based diluted nitrides. The ori-
gin might be the N-correlated incorporation of impurity atoms and/or the
defect formation due to agglomerations of N [12, 13]. Furthermore, the PL
peak position is shifting toward longer emission wavelength with increasing
N-incorporation. This redshift is a typical phenomenon for dilute nitrides [23].
The increasing N-content leads to a stronger repulsion between the extended
Γ-states and the N-impurity band, resulting in a pronounced N-dependence of
the band gap bowing. These first experiments show that the emission wave-
length of the novel GaP-based (GaNAsP) material system can be pushed
beyond 1,100nm possibly allowing for laser devices with emission energies
below the indirect band gap of Si at 1.124 eV in the future. However, it is
essential to improve the crystal quality and emission efficiency by careful
optimization of the epitaxial growth process further to realize efficient laser
device structures.
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13.4 Laser Devices

To test also possible device applications of this novel class of materials,
various (GaNAsP)/GaP-MQWH were embedded in doped and undoped
(Al0.25Ga0.75)P/GaP-separate confinement heterostructures (SCH). The SCH
layers were grown by MOVPE using trimethyl gallium (TMGa) and trimethyl
aluminum (TMAl) in combination with TBP at growth temperatures of
675–725◦C. The layer thickness of the nominally undoped GaP-separate con-
finement layer was chosen to 400 nm. Diethyl tellurium (DETe) and diethyl
zinc (DEZn) were used as n- and p-type dopant. To exclude possible prereac-
tions between the Al- and N-precursors the laser structures were realized in
separate MOVPE-systems connected via a common glove box. After epitax-
ial growth of the active (GaNAsP)/GaP-single quantum well heterostructure
(SQWH), the sample was annealed at 750◦C for 1 h under TBP-stabilization
to improve the luminescence efficiency.

Depending on the investigations the grown laser structures were cleaved
into bars with cavity lengths in the range from 500 µm to several millime-
ter. In first experiment undoped laser bars were optically pumped apply-
ing a femtosecond Ti-Sapphire based amplifier system with a pulse center
wavelength of 800 nm. A clear threshold behavior as a function of pump
intensity and a longitudinal mode spectrum characteristic for laser action
were detected for temperatures even up to room temperature [25]. In a
second series of experiments the bars were excited using a nanosecond fre-
quency doubled Nd:YAG laser system at an excitation wavelength of 532nm
at room temperature. Optical gain has been obtained by applying the spec-
trally resolved variable stripe length method [26]. The values of the determined
modal gain as a function of emission wavelength are summarized in Fig. 13.16.
The spectral dependence of the modal gain curve in the novel (GaNAsP)/GaP-
MQWH resembles that of standard III/V-compound semiconductor systems
with respect to both spectral width as well as peak modal gain. A peak
modal gain of 10 cm−1 has been measured for a sample structure with a
relatively small optical confinement factor due to the low Al-content in the
(Al0.25Ga0.75)P/GaP-SCH. This is an indication for a relatively high material
gain of the novel dilute nitride (GaNAsP)/GaP.

The processing of broad laser structures allows for electrical injection of
the active material system. Fifty micrometer wide Au/Cr-metal stripes were
deposited for the p-contact layer and an Au/Ni/AuGe-based full backside
n-contact. For part of the laser bars the cleaved facets were coated with stan-
dard high reflection coatings. The finished laser bars were mounted p-side up
in a variable temperature cryostat for temperature-dependent measurements
under pulsed injection conditions (pulse length 440 ns, duty cycle 0.1%). The
emission of the laser facets was either focused on a power meter or dispersed
in a 1m grating monochromator for evaluation of the spectral characteristics.

The optical output characteristics in Fig. 13.17 indeed demonstrate the
lasing operation of these very first GaP-based laser devices. For this laser
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Fig. 13.17. Spectrum of an electrically pumped (GaNAsP)/GaP-SQWH laser struc-
ture with stripe width of 50 µm and a cavity length of 950 µm under pulsed operation
at 80 K. The facets have been coated by standard high reflection coatings. The inset
shows the threshold type output characteristic as a function of current [6]

structure the p+-GaP:Zn contact layer has not been etched off, thus, a con-
siderable current spreading is expected. As an inset in Fig. 13.17 the optical
output power is shown as a function of current under pulsed operation.
Defined threshold behavior of the output power is observed. In addition,
the optical output spectrum as a function of emission wavelength clearly
exhibits the expected modal characteristic of laser emission. The observed
mode spacing of 0.13nm agrees favorably well with the cavity length of
950 µm for this laser stripe [6]. For laser bars, where the top p+-GaP:Zn
contact has been selectively etched off, we observe threshold current densi-
ties of 1.5 kA cm−2 at 80K. With increasing temperature an increase in the
threshold current density is observed. Laser action under electrical injection
conditions is obtained for temperatures up to 150K, limited by the maximum
current of 2A under pulsed conditions in the variable temperature cryostat
in our present experimental set-up.

At room temperature a clear threshold type behavior is observed for a
current of about 20A, resulting in a threshold current density of 42 kA cm−2

for these first SQWH laser diode [8], see Fig. 13.18. These high threshold cur-
rent densities as well as the detected heating effects of the device with an
increase in repetition frequency are due to significant nonradiative recom-
bination processes still present in the structures studied. Future work will
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focus on the optimization of the MOVPE growth and annealing conditions of
the novel (GaNAsP)/GaP-material system as well as in improvements of the
optical confinement factor and in the electrical confinement by applying an
optimized design for the waveguide structures.

The spectral emission characteristics of the (GaNAsP)/GaP-SQWH laser
diode below and above threshold are summarized in Fig. 13.19 for a heat
sink temperature of 278K under pulsed electrical injection conditions. The
electroluminescence spectrum (lower trace in Fig. 13.19) peaks at an emission
wavelength of 943nm with an emission line width of 66meV (FWHM). Above
threshold the emission spectrum (upper trace in Fig. 13.19) narrows drastically
and a clear mode spectrum is detected (inset of Fig. 13.19), which proves the
successful realization of an electrical injection laser in this novel (GaNAsP)
material system around room temperature.

13.5 Summary

A material, which possesses a direct band structure and can be grown
pseudomorphically strained on Si substrates, would have the potential to rev-
olutionize today’s semiconductor market. We propose the novel dilute nitride
material system GaInNAsP/GaP to be a candidate to fulfil these aims.
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Fig. 13.19. Spectral emission characteristics of the (GaNAsP)/GaP-SQWH laser
diode under pulsed operation at a heat sink temperature of 278 K for currents below
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spectrum upper trace). The inset depicts the mode structure of the laser diode
above threshold [8]

High quality, compressively strained GaInNAsP/GaP multiquantum well
heterostructures were grown without the formation of misfit dislocations on
GaP substrates by metalorganic vapor phase epitaxy. Photoluminescence and
photoluminescence excitation measurements prove the direct band structure
of this class of material systems for a wide range of compositions. This direct
band gap character is in the first place due to the high As fraction incorpo-
rated into the crystal and secondly due to the effect of N, which introduces a
further pronounced redshift of the direct energy gap. This can be understood
in the framework of the band anticrossing model that was used to describe the
band structure formation, which is similar to the one of other dilute nitride
materials.

The proof of concept is given by demonstrating gain in this novel material
system as well as by showing electrical injection lasing at low and at room
temperature for the first time.

Acknowledgements. The authors gratefully acknowledge financial support from the
Deutsche Forschungsgemeinschaft in the framework of the Topical Research Group
on Metastable compound semiconductor systems and heterostructures and form
NAsPIII/V GmbH, Marburg.



13 Properties and Applications of GaP-Based (GaNAsP)-Material 341

References

1. L. Pavesi, L. DalNegro, C. Mazzoleni, G. Franzo, F. Priolo, Nature 408, 440
(2000)

2. G. Franzo, F. Priolo, S. Coffa, A. Polman, A. Carnera, Appl. Phys. Lett. 64,
2235 (1994)

3. O. Ozda, B. Jalali, Optics Express 12, 5269 (2004)
4. H. Rong, R. Jones, A. Liu, O. Cohen, D. Hak, A. Fang, M. Paniccia, Nature

433, 725 (2005)
5. S.F. Fang, K. Adomi, S. Iyer, H. Morkoc, H. Zabel, C. Choi, N. Otsuka, J. Appl.

Phys. 68, R31 (1990)
6. B. Kunert, S. Reinhard, J. Koch, M. Lampalzer, K. Volz, W. Stolz, Phys. Status

Solidi C 3, 614 (2006)
7. B. Kunert, K. Volz, J. Koch, W. Stolz, Appl. Phys. Lett. 88, 182108 (2006)
8. B. Kunert, A. Klehr, S. Reinhard, K. Volz, W. Stolz, Elect. Lett. 42, 601 (2006)
9. B. Kunert, K. Volz, J. Koch, W. Stolz, J. Cryst. Growth 298, 121 (2007)

10. K. Volz, A.K. Schaper, A. Hasse, T. Weirich, F. Höhnsdorf, J. Koch, W. Stolz,
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Comparison of the Electronic Band Formation
and Band Structure of GaNAs and GaNP

M. Güngerich, P.J. Klar, W. Heimbrodt, G. Weiser, A. Lindsay, C. Harris,
and E.P. O’Reilly

III–N–As as well as III–N–P materials have been successfully employed in
optoelectronic devices. Nitrogen impurities in the dilute range have been
investigated in the indirect gap semiconductor GaP since the 1960s, where
they were used to produce green light-emitting diodes. In recent years new
developments in molecular beam epitaxy and metalorganic vapour phase epi-
taxy growth methods have made it possible to introduce up to a few percent
of nitrogen into direct gap GaAs and indirect gap GaP. GaInNAs with N
concentrations of about 1% has been used as the active material in vertical
cavity surface emitting laser (VCSEL) devices operating at telecommunica-
tion wavelengths. However, GaAs:N and GaP:N differ considerably in terms of
their electronic structure. In GaNAs the nitrogen impurity states in the dop-
ing regime lie resonantly in the conduction band. With increasing N-content
a strong redshift of the GaAs-like fundamental band gap (referred to as E−)
occurs. It is accompanied by the formation of an N-induced E+ band, which
blueshifts with increasing N. This repulsion behaviour of E− and E+ can
be well parameterized by a simple two-level band-anticrossing model, which
forms the basis of the 10 band k·p model successfully employed for describing
the electronic states of III–N–As layers in laser structures in the vicinity of the
GaAs-like E− band gap. The situation in GaP is somewhat different because
the N levels in the doping regime are situated in the band gap close to the X
conduction band states (corresponding to the indirect gap), i.e. well below the
Γ conduction-band states of GaP (corresponding to the direct gap). In other
words, the order of the N states and the Γ conduction band states is reversed.
With increasing N content, the lowest conduction band must then evolve from
the N-like states in GaNP. The question then arises as to whether the band-
anticrossing model yields a good description of the lowest conduction band
E− in this case. If so, the lowest band gap will in a two-level band-anticrossing
model acquire a large Γ-like density of states comparable to a direct semicon-
ductor, which is a prerequisite for employing GaNP based heterostructures in
the active region of laser devices. In this review, we compare the electronic
structure of GaNAs and GaNP, demonstrating that, in GaNP, the Γ character
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in the energy range of the N localized states is spread over a broad variety
of transitions. This situation cannot be properly parameterized by the simple
band-anticrossing model and indicates that, in contrast to GaNAs, the low-
est conduction band states are not suitable to promote laser action in GaNP
alloys.

14.1 History of Dilute-N III–V Semiconductor Alloys
and Corresponding Optoelectronic Devices

The substitution of a small fraction of the group V atoms in GaP, GaAs,
or GaSb by nitrogen leads to the introduction of isoelectronic impurities,
which form localized electronic states in the doping regime, i.e. at small N
concentrations. Figure 14.1 depicts schematically the energetic positions of
the N localized levels relative to the band gaps of GaAs and GaP as well as
the N-induced band formation taking place in GaNAs when N concentrations
are increased to a few percent, i.e. into the alloying regime, as discussed in
detail further.

The main difference between the two binary zinc-blende semiconductors is
that GaAs possesses a direct gap at the Γ point of the Brillouin zone as the
lowest band gap, whereas GaP has an indirect lowest gap, with the valence
band maximum at Γ and the lowest conduction band states at X. The lowest
Γ conduction band in GaP, which forms the direct gap, is over 0.5 eV above
the lowest conduction band at X. Furthermore, the localized N-levels in GaAs
are resonant with the conduction band states, whereas in GaP they are situ-
ated below the host conduction bands. The GaAs1−yPy alloy can be formed

Fig. 14.1. Energy scheme of the N localized levels relative to the host band gaps
in GaNAs and GaNP. N denotes the isolated N level while NN stands for N pairs
or clusters. The N-induced formation of E− and E+ bands in GaNAs and GaNP
is symbolized in the centre of the figure with arrows linking these bands with the
states they originate from in the framework of the BAC model. The question mark
for GaNP reflects the discussion presented later as to the applicability of this BAC
model to GaNP
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over the entire composition range y. Varying the amount of phosphorus y in
the ternary alloy allows one to continuously tune the electronic band struc-
ture between those of the two binaries. The lowest band gap of GaAs1−yPy

becomes indirect for y > 0.45 ([1] and references therein). Nitrogen remains an
isolectronic impurity over the entire composition range. The isolated N state
changes from being resonant in the conduction band to being located below
the conduction band at y > 0.35 and then follows the lowest conduction band
at higher y [2–9].

The technological potential of GaAs1−yPy:N was soon realized and first
steps towards optoelectronic devices were undertaken. Starting in the 1960s,
when only equilibrium methods for crystal growth were known, nitrogen-
doped GaP was used as the active material for green light-emitting diodes
(LEDs) because electrons can be excited electrically into the localized N states
and the radiative recombination of excitons bound to N impurities is very
efficient [10]. This behaviour arises from the fact that the N impurity states
in GaP are situated within the band gap of the host and therefore can be
regarded as the lowest conduction band states. A large variety of N-induced
impurity states was discovered with the help of photoluminescence spec-
troscopy and assigned to isolated N atoms as well as to NN pairs of different
interatomic distances [2, 3]. At about the same time, GaAs1−yPy:N was also
used for fabricating LEDs with emission energies peaking at 1.8–2.2 eV, i.e. in
the red to yellow spectral range [11]. Optically pumped laser action (stimu-
lated emission) out of N-related states was reported in GaAs1−yPy:N, both in
the direct gap (y < 0.45) and in the indirect gap (y > 0.45) regimes [12–15],
but always in the vicinity of the cross-over point of y = 0.45. However, no
stimulated emission of the N states and no gain was observed in GaP:N in a
similar experiment [16].

Nitrogen doping of GaAs had to wait longer for its application in opto-
electronics. This is mainly due to the fact that under ambient conditions
the isolated N level in GaAs lies resonantly in the host conduction band,
about 200meV above the conduction band minimum and therefore does not
contribute significantly to luminescence in this material [4]. N pair and N-
cluster states are formed in a range of 200meV below the isolated N-state,
i.e. also above the band edge. Additionally, GaAs, in contrast to GaP, shows
a high efficiency of intrinsic luminescence because of the direct band gap.
Consequently, N concentrations in GaAs have to exceed the doping range to
substantially modify the emission characteristics and to offer new possibilities
for optoelectronic devices. Nitrogen incorporation at concentrations sufficient
to observe modifications of the light emission compared with GaAs became
possible in the early 1990s, when advanced non-equilibrium growth tech-
niques using molecular beam epitaxy (MBE) and metalorganic vapour phase
epitaxy (MOVPE) were employed to push the N content x in GaNxAs1−x

alloys up to a few percent [17, 18]. It was shown that GaNAs, in contrast to
the well-known amalgamation-type semiconductor alloys such as (Al,Ga)As,
(In,Ga)As or Ga(As,P), exhibits a huge band gap bowing with increasing N
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incorporation [17–24]. Although the band gap of GaN is nearly 2 eV larger
than that of GaAs [25, 26], N incorporation into GaAs up to several percent
leads to a significant redshift of the band gap instead of the blueshift, which
would be expected from a linear interpolation between the corresponding
binary materials. This behaviour was interpreted in terms of a repulsive inter-
action between the lower-lying Γ-like conduction band minimum (E− band)
and the higher-lying N-induced impurity band (E+ band). A simple two-
level band-anticrossing (BAC) model was successfully applied to parameterize
the dependence of the energies of these two bands on the N concentration x
([27], see Chap. 3). Soon after the first reports of the successful growth of
GaNxAs1−x and the observation of the extensive tunability of the fundamen-
tal band gap by N incorporation (by about 150meV per percent of N for
x ≤ ∼0.03) it was realized that the GaNAs system and the related GaInNAs
system are interesting for applications in optoelectronic devices [28]. Indeed,
GaInNAs has now been demonstrated to be suitable as the active material
of vertical-cavity surface-emitting lasers and edge-emitting lasers emitting at
the 1.3 and 1.55 µm wavelengths suitable for long-distance signal transmission
through optical fibers [28–43]. The models used to calculate the electronic
states of the GaInNAs quantum wells employed in the active region of these
laser devices are all based on the simple BAC model, and its extension to a
10 band k · p Hamiltonian, including the interactions between the conduction
bands and highest valence states. These models describe well many of the
major features of this new class of semiconductor alloys, including the low
pressure coefficients of the band gap energy, the optical gain spectra and the
fact that there is a N-induced increase of the electron effective mass [44–50],
although the BAC model underestimates the experimentally observed increase
in effective mass across a wide range of GaNAs samples [51, 52].

In parallel with the efforts to obtain GaNxAs1−x alloys with x of a few
percent, the same non-equilibrium growth techniques were also successfully
employed to raise the N-content x in the GaNxP1−x alloy to a similar level
[53, 54]. This successful growth and the application of GaInNAs in optoelec-
tronic devices, in particular lasers, immediately renewed the interest in GaNP
as a material for optoelectronics. LED structures with GaNxP1−x with x up to
1% in the active region were soon fabricated [55,56]. Immediately, the question
was raised as to whether GaNP is also suitable as the active material for laser
structures on Si substrates (GaP is almost lattice-matched to Si). As a pre-
condition for this, the indirect gap semiconductor GaP would have to change
into a direct gap material with a high joint density of states at the energy of
the lowest transition between the conduction band and the valence band. It is
still under controversial discussion whether this desirable effect really occurs
in GaNxP1−x with increasing N content x. Recent results of modulation spec-
troscopy and band structure calculations imply that no such indirect-to-direct
transition takes place with increasing x but that instead the Γ character of
transitions stays distributed over a large variety of energy gaps originating
from the localized states of N atoms in different spatial configurations [57].
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The GaNP system can consequently not be expected to be suitable as an
active material for laser applications and other ways need to be explored to
achieve a III–V-based laser on a Si substrate.

14.2 Luminescence Characteristics of GaNxAs1−x

and GaNxP1−x

Substantial differences in luminescence characteristics are expected to arise
between the two material systems due to the different characters of their
fundamental host band gaps, as well as the different alignments of the N
localized states relative to their conduction band minima (see again Fig. 14.1).
Binary GaAs has a direct lowest band gap of 1.52 eV at low temperature [25]
and consequently shows a strong photoluminescence (PL) band at that energy.
Early studies of the N resonant level in GaAs were performed in the doping
regime using hydrostatic pressure, as at ambient pressure the PL spectrum of
lightly doped GaAs:N does not reveal any N-related features. Because of the
low pressure shift of the N-impurity level, the latter moves into the band gap
at a pressure of about 24kbar, which dramatically changes the shape of the
PL spectra [4]. The emission is then dominated by a doublet of sharp zero-
phonon lines from the N level itself together with corresponding acoustic and
optical phonon replica. The weak pressure dependence of the N level expresses
the strong perturbation of the crystal by the incorporation of N. From an
extrapolation to ambient pressure the energy of the N level was found to be
about 180meV above the Γ conduction band edge at low temperatures. In
GaNxAs1−x with N concentrations around 1017 cm−3(x ≈ 5 × 10−6) N-pair
and cluster states are formed in an energy range about 150meV below the
isolated N level [58]. Several phonon replica of those states extend into the
band gap and are visible in PL spectra at ambient pressure. However, there is
no shift of the band gap related PL of the GaAs host distinguishable at these
ultra-low concentrations.

Increasing the N concentration above 1018 cm−3(x ≥ 5 × 10−5) leads to
a redshift of the band gap [17–24], as demonstrated in the main graph of
Fig. 14.2. The samples with the two lower N concentrations (x = 0.043 and
0.095%) exhibit additional sharp lines originating from the LO-phonon replica
of the N-cluster states [58]. In contrast, the spectrum of the sample with x =
0.21% merely consists of a broad emission at the GaNxAs1−x band gap energy.
A group of three major peaks is repeated in the spectra of the low-x samples,
each time shifted by a multiple n of the GaAs LO-phonon energy of 35meV, as
indicated by the horizontal bars in the figure. These groups are labeled as (n+
1)LO, nLO, (n−1)LO, respectively, although the assigned n may not be equal
for the three peaks due to the 150meV broad energy range covered by the N-
related states, in particular different N pairs. The N pair states in GaNAs and
GaNP are commonly labelled as NNi where i = 1 is assumed to correspond to
the N atoms located on nearest-neighbour anion sites. The spatial separation
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Fig. 14.2. PL spectra of three GaNxAs1−x samples with different x taken at T = 2 K
and 718 nm (1.73 eV) laser excitation. Inset: Comparison of the PL spectra (T = 2 K
and 515 nm (2.41 eV) excitation) of the x = 0.095 and 0.21% samples at a hydrostatic
pressure of 5.7 kbar

tends to become greater with increasing i such that the line energies converge
towards that of isolated N. The peak energies of the replica are the same
for the two samples, but the intensities vary from sample to sample as well
as for different n. This supports the interpretation that the three features
originate from different zero-phonon lines and therefore from different N pair
states. The redshift of the E− related PL band starts at a concentration where
the structure of the N-related states appears to be still unchanged, i.e. no
variations in peak energies and line widths are observed. The localization of
the N-related states even persists at concentrations higher than x = 0.1%, as
was demonstrated by hydrostatic pressure experiments. PL spectra recorded
at hydrostatic pressure of 5.7 kbar of the two samples with x = 0.095 and
0.21% are compared in the inset of Fig. 14.2. The phonon replica in the sample
with x = 0.21% are shifted into the band gap by the pressure and appear at the
same energies as in the sample with x = 0.095%, but significantly broadened.
It is worth noting that the alloy E− bands for x = 0.095% and x = 0.21% shift
with pressure at a rate of 8meVkbar−1, which is considerably smaller than
the 12meVkbar−1 of binary GaAs [24,58–60]. Weinstein et al. demonstrated
recently in PL experiments under high hydrostatic pressures that there are
exceptions and certain types of N-clusters (e.g. NN3 for x = 0.004) seem to
become delocalized, i.e. incorporated into the conduction band continuum for
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symmetry reasons [61]. This result is supported by recent pseudo-potential
studies employing very large supercells [62]. A similar experiment was also
performed by Ma et al. [60].

As described in the Sect. 14.1, the incorporation of N into GaP strongly
changes the luminescence even in the very dilute range. Binary GaP, exhibiting
an indirect fundamental band gap, has a low radiative recombination efficiency
and N forms efficient recombination centres within the band gap. Therefore,
the structure of the N impurity states could already be studied extensively
at ambient pressure. It turns out that the structure and the spread of the N-
related localized states (e.g. isolated N state, various N pair states and higher
N clusters) is essentially the same for both hosts, GaP and GaAs [58].

The PL intensity increases by orders of magnitude even when much less
than 0.1% of P is substituted by N. Figure 14.3 depicts the low-temperature
PL spectrum of a GaNxP1−x epitaxial layer with x = 0.3%, grown by
MOVPE. A large variety of emission lines is detected, of which the one with
the highest energy (2.32 eV, ‘A-line’) originates from the transition between
the electronic state of an isolated N atom and the host valence band max-
imum [2], with lines of lower energies emitted by NNi pairs with different
separations between the two constituents. In general, the closer the two N
atoms are, the deeper is the potential well formed and the lower is the energy
of the corresponding electronic state. Basically, with increasing i the line ener-
gies converge towards that of the A-line. Although this trend is generally
reasonable, Gil et al. showed that this ‘classical’ labelling of the PL lines is
not completely correct [63]. They showed that unusual properties of the NN2

Fig. 14.3. PL spectrum of a GaN0.003P0.997 epitaxial layer taken at T = 10K with
442 nm (2.8 eV) laser excitation. N-related emission lines are assigned according to
Thomas and Hopfield [2].
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trap regarding, e.g. its pressure-induced shift [64] and its stress-induced split-
ting [65] are best explained theoretically by assuming it to be a complex of
three N atoms. Additional emission lines arise from phonon replica of the N
pair states, involving optic and acoustic phonons as well as the local vibra-
tional mode (LVM) of the N impurities. The occurrence of an LVM is also
observed in the vibrational spectra (e.g. Raman spectra) of GaNxP1−x and
GaNxAs1−x, and is typical of impurity atoms that are considerably lighter
than the host atoms and whose vibrations therefore couple weakly to the
extended host phonon modes ( [66], [67], see Chap. 9).

Felici et al. studied in detail the contributions of different energy transfer
processes between the different NNi centres [68]. They found by PL excitation
and temperature-dependent PL measurements that the contribution of exci-
ton tunnelling from isolated N atoms to the pairs decreases with decreasing
emission energies of the pairs, while the probability for a subsequent capture
of a hole and an electron increases.

A series of PL spectra from epitaxial layers with concentrations ranging
between x = 0.15% and x = 2.1% is depicted in Fig. 14.4a. Up to x = 0.3%,
the N-related emission lines show no change in their energies and only a slight
broadening. At higher concentrations the features get strongly broadened and
lower-energy signals gain intensity at the expense of those at higher energies.
This behaviour can be understood as a consequence of the spatial distribution
of N atoms in a random alloy. With increasing concentration, an increasing

Fig. 14.4. (a) PL spectra of a series of GaNxP1−x epitaxial layers with x varying
between 0.15 and 2.1% recorded at T = 10 K with 442 nm (2.8 eV) laser excitation.
(b) PL spectra of a GaN0.003P0.997 layer taken at T = 5K with 355 nm (3.5 eV)
laser excitation under hydrostatic pressures ranging up to 10 kbar
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proportion of the N atoms are bound in configurations where other N atoms
are nearby and therefore emitting at lower energies. It is worth noting that in
all spectra up to x = 2.1% the A-line of the isolated N atom as well as several
lines of distant N pairs are still visible although at such high concentrations
only a negligible proportion of N atoms is expected to be spatially isolated.
This feature may therefore originate from the top of the GaP substrates, into
which N atoms from the epitaxial layer may diffuse during the growth process.
This view is supported by the observation that these signals are suppressed
when using a UV laser as the excitation source, whose light has a smaller
penetration depth. From x = 0.7% upwards, features are formed that lie even
lower in energy than the phonon replica of the NN1 state. At least parts of
these features arise from N clusters consisting of more than two N atoms. At
x = 2.1%, the spectrum is dominated by a broad band located about 150meV
below the NN1 transition energy. Overall, the maximum of the PL spectrum
redshifts with increasing x. At a first glance, this behaviour of GaNxP1−x

resembles that observed for GaNxAs1−x, but one has to keep in mind that
the lowest conduction states in the former case are mainly impurity-like, while
they are host-like in the latter alloy. From the PL characteristics at ambient
pressure it cannot be decided if the broad emission band forming at higher
x is due to interacting N cluster states, or if there is a new direct band gap
forming below the energy of the N localized levels, as some authors have
suggested [69–72]. PL spectroscopy under hydrostatic pressure has shed more
light on this question. Figure 14.4b depicts the PL spectra from a GaNxP1−x

sample with x = 0.3% for a series of different hydrostatic pressures. It can be
seen that the emission lines blueshift with increasing pressure, but the rate
of pressure shift is only about 1.5meV kbar−1, which is typical of transitions
involving strongly localized states and which was previously observed for ultra-
dilute GaP:N [64]. The lowest direct band gap of GaP shifts at a much higher
rate of 9.7meVkbar−1 [73]. Unlike GaNxAs1−x where the different shift rates
of localized states and band states are reflected in a drastic variation in the
shape of the PL profile, the GaNxP1−x emission does not show any significant
changes in its shape up to at least 10kbar. Consequently, no direct band gap
seems to be superimposed on the emission from the impurity states. This
view is also supported by time-resolved PL spectroscopy on nanosecond time
scales [74].

14.3 Electronic Density of States in GaNxAs1−x

and GaNxP1−x

In the alloy regime of N concentrations, i.e. from about x = 0.2% upwards, the
redshift of the fundamental E− band gap of GaNxAs1−x is accompanied by the
formation of a new E+ band at higher energy. An experimental method sensi-
tive to the electronic density of states is required to detect such higher-energy
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Fig. 14.5. Left panel : Series of PR spectra of GaNxAs1−x layers with x varying
between 0.0 and 2.8% recorded at room temperature using 442 nm (2.8 eV) laser
modulation. The solid lines are least-squares fits to the spectra using standard
lineshape models. Right panel : Variation of the E− and E+ energies with N concen-
tration, obtained from the fits to the PR spectra. The solid lines are fits obtained
using the two-level BAC model

transitions. Modulation spectroscopy has been shown to provide a powerful
tool for this purpose in dilute nitride alloys.

Photomodulated reflectance (PR) spectra taken at room temperature of a
series of GaNxAs1−x epitaxial layers with x up to 2.8% are shown in the left
panel of Fig. 14.5 [24]. Three main features originating from the GaNxAs1−x

layers can be identified in these spectra: the GaNxAs1−x E− band gap, the
E− + ∆0 band (where ∆0 is the spin–orbit split-off energy) and the new E+

band [23]. The signal strength of E− + ∆0 increases by several orders of mag-
nitude from x = 0 to 0.21%, whereas at higher concentration it only varies
slightly. The valence bands seem to be less affected by N incorporation than
the conduction bands, as the spin–orbit split-off energy ∆0 does not depend
on x.

The E+ transition is detected from x = 0.21% upwards, initially as a sub-
tle shoulder on the high-energy side of the E− + ∆0 signal. At higher x it
can be seen as a distinct feature, as the two signals shift in opposite direc-
tions. The position of E+ is indicated for each composition by a vertical arrow
in Fig. 14.5. No such signal is seen in the spectra for x ≤ 0.21%. Thus, the
transition from nitrogen acting as isoelectronic impurities towards N-induced
band formation takes place around x = 0.2%. The blueshift of the E+ feature
and the corresponding redshift of the E− band take place in a generally sym-
metric manner. They can be parameterized in a simple way by assuming a
level repulsion between the E0 host band edge and a band of N-related states
situated at EN, the energy of the isolated N level, for x = 0% [27, 75]. At
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k = 0, one obtains the following equation for E± as a function of x:

E±(x) =
1

2
(EN + EC) ± 1

2

√

(EN − Ec)
2

+ 4V 2
Nc, (14.1)

where we assume EN(x) = EN0 − γx, Ec(x) = Ec0 − αx and VNc(x) = β
√

x.
EN(x) and Ec(x) are the energies of the isolated N level and the conduction
band edge relative to the valence band of GaNxAs1−x [24, 44, 76]. The right
panel of Fig. 14.5 depicts the energies of the E− and E+ bands extracted from
the PR spectra as a function of x. The data in Fig. 14.5 were fitted by assuming
EN0 = 1.67 eV, Ec0 = 1.42 eV, α = 3.5 eV, γ = 0.0 eV, β = 1.67 eV. Because
of the large number of parameters, this choice is not unique and a good fit can
be obtained for a range of parameter sets. However, the parameters predicted
from tight-binding calculations are of comparable magnitude to the fitting
parameters used for the curves in Fig. 14.5 [44]. The assumption that the
E+ level is due to interaction with a single N level considerably simplifies
the description of the band structure by omitting the detail of the energy
distribution of the states associated with different N configurations. We shall
see below that this assumption is reasonable when describing some but not
all of the properties of dilute nitride alloys.

We note that a good description of the E− band is all that is usually
required when describing many of the properties of interest in III(N,V) opto-
electronic devices. The host-like E− band in GaInNAs is in general well
parameterized by the BAC model, and the deviations occurring from the E+

band are in most cases of minor importance, as the latter band is located sig-
nificantly above the conduction band edge. Because the localized N levels are
situated above the host conduction band minimum, the conduction band edge
in (Ga, In)NxAs1−x maintains a strong Γ-like character for all accessible values
of x. The BAC model can then be used for GaNxAs1−x and Ga1−yInyNxAs1−x

to give a good quantitative description of many of the material properties,
such as the E− band gap, electronic states in quantum wells and the optical
gain [44–50]. There are, however, several properties where the distribution
of N state energies needs to be taken into account explicitly in GaNxAs1−x.
These include the low temperature variation of electron effective mass and
electron g-factor with composition [51, 52], as well as the very low electron
mobility values experimentally observed in GaInNAs alloys. For many N con-
centrations the E− band and some localized N states are close in energy in
GaNxAs1−x [77]. This near-degeneracy of the E− band and localized states
strongly affects the properties of the extended band states leading to anoma-
lies in the electronic g-factor, the effective mass and the k-dispersion of the
conduction band, as well as a marked reduction in the theoretically predicted
electron mobility values [52, 78–82].

In GaNxP1−x, the evolution of the lowest conduction states becomes con-
siderably more complex than in GaNxAs1−x because the order of localized and
host-like conduction states in the former is reversed compared with the latter.
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Fig. 14.6. Left panel : Electromodulated absorption spectra of a series of GaNxP1−x

samples with x varying between 0.0 and 2.86% recorded at T = 20K. dT/T denotes
the relative change in transmission. Right panel : Room temperature CER spectra
of a series of GaNxP1−x layers with x ranging between 0.0 and 2.1%

As PL spectra cannot provide a direct measure for the electronic density of
states, modulation spectroscopy has been applied for this purpose.

Electromodulated absorption (EA) spectra taken at 20K in the energy
range of the N localized levels and of the lowest GaP indirect band gap (at
2.35 eV) are presented in the left panel of Fig. 14.6. The spectrum of binary
GaP exhibits very weak features only, from phonon-assisted transitions at the
indirect gap between 2.34 and 2.38 eV [83]. When N is incorporated in the
alloying regime, sharp features appear, which are several orders of magnitude
higher in intensity than the indirect gap features of binary GaP and which lie
in a spectral range of about 150meV in width, located just below the GaP
indirect band gap. Increasing the N concentration from x = 0.4 to 1.48%
causes signals at lower energies to gain intensity at the expense of the ones
at higher energies. This is obvious if one compares, for example, the features
at around 2.32 eV and just below 2.2 eV with respect to their strength. For
x = 0.4% the amplitude of the former is larger by a factor of about 3 com-
pared to the amplitude of the latter. For x = 1.48% this relation becomes
nearly inverted. The energies of the EA features hardly change with increas-
ing x, but the features are observed to broaden significantly. The main EA
signals coincide well with the spectral positions of the emission lines observed
in the PL spectra, implying that essentially the same transitions are observed
with both techniques. The EA amplitude serves as a rough measure of the Γ
character at each transition energy. Therefore, these spectra show that with
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increasing x direct transitions between close pair or cluster states and the
valence band maximum gain probability, while those from more isolated N
atoms lose probability. This behaviour suggests that, first, an increase of x
leads to an increased number of N atoms bound in configurations where other
N atoms are close enough to interact and that, second, the anticrossing inter-
action mixes band states of Γ character with the lowest energy N states, as
discussed further below. An increase of x causes inhomogeneous broadening
but keeps the energies of the N states roughly constant up to x = 1.48%. This
broadening reflects an increase in alloy disorder, due to interactions between
the N atoms. For the two highest x (2.0 and 2.86%), only broad signals remain
in the spectra. This may be related to significant strain relaxation of the layers
as observed by X-ray diffraction measurements. If there existed, as proposed
by other authors [69–72], a single N-related band gap obeying the BAC model,
the EA spectra would be expected to contain a dominant signal showing a
continuous redshift with increasing x. None of the spectra exhibits such a
feature. The spectra rather reflect that the Γ character of transitions is dis-
tributed over a multiplicity of states due to N atoms in different configurations.
In this respect GaNxP1−x differs considerably from GaNxAs1−x, where the
lowest band gap retains a significant Γ character and shows a clear redshift
with increasing x. While the simple level repulsion model provides a satis-
factory description for a fundamental band gap mainly formed by the host
bands, as in GaNxAs1−x, InNxAs1−x and InNxSb1−x [84], it fails here when
the lowest transitions are due to multiple impurity states. Nevertheless, opti-
cal investigations in the spectral range of the GaP direct band gap show that
there is indeed a repulsive interaction between the multiplicity of N-related
states and the Γ conduction band minimum [71,72, 85]. To demonstrate this,
contactless electroreflectance (CER) spectra are depicted in the right panel
of Fig. 14.6. These were recorded at room temperature and therefore are not
directly comparable to the low temperature EA spectra in the left panel, as
the energy of the direct gap redshifts by approximately 70meV when heating
from low to room temperature [86]. Additionally, a different series of layers
was used for the CER measurements, for which there is no need for metallic
contacts on top of the layers or for doped substrates. Two features of the
GaNxP1−x electronic structure are observed in these spectra: the E+ transi-
tion and the corresponding spin–orbit split-off transition E+ +∆0. Because of
the relatively small signal strengths and the small spin–orbit split-off energy
of GaP compared to GaAs [87], the latter is only seen as a distinct feature for
x ≤ 0.3%, while at higher x the broadening and weakening of the signals make
the split-off feature more difficult to distinguish. Nevertheless, a clear blueshift
of the E+ signal can be observed. Its magnitude is significantly smaller than
the one observed in GaNxAs1−x. While in GaNxAs1−x the total shift between
x = 0 and 2% is over 200meV, the GaNxP1−x direct gap only shifts by about
a quarter of this value. Such a behaviour is expected because the difference in
energy between the isolated N state and the lowest Γ conduction band state
is larger in GaNxP1−x than in GaNxAs1−x (480meV vs. 250meV at room
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Fig. 14.7. Normalized and response-corrected PC spectra for the series of
GaNxP1−x samples with x up to 2.0% recorded at T = 20 K. Arrows indicate the
GaP indirect and direct band gaps

temperature), leading to a weaker repulsive interaction between these levels
in GaNxP1−x. The observed blueshift is also in concordance with theoretical
investigations applying the tight-binding model [77].

Figure 14.7 shows photocurrent (PC) spectra for the series of samples
up to x = 2%. These spectra are normalized to the incident photon flux.
The PC spectrum of GaP exhibits a strong signal from the direct band gap
at Γ (2.85 eV) with a corresponding sharp excitonic feature (2.82 eV) and a
weak onset of photocurrent at 2.35 eV, where the weak absorption across the
indirect gap from the Γ valence band states to the X conduction band states
sets in. Incorporating N leads to three major changes: (1) The intensity of the
broad main features corresponding to the signals of the GaP-like direct and
indirect gap changes, i.e. the indirect gap feature becomes more significant
compared to the direct gap feature, but basically does not change in energy.
We attribute this to a weakening of the k selection rule with increasing N-
induced disorder. (2) Additional sharp features develop in the range of the
localized N states (below 2.4 eV) which then broaden on increasing x further,
showing again that the transition probability is distributed over a range of
localized states. (3) The maximum of the PC feature at the direct gap is
blueshifted even at low x.

Relating the blueshift of the PC feature to a shift of the actual GaNxP1−x

conduction band edge at Γ is somewhat difficult as the PC signal arises from
contributions of the GaNxP1−x layer as well as the GaP substrate. The dif-
ferences in carrier–diffusion length between the two layers and the variation
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of the penetration depth into the heterostructure as a function of energy
impede a quantification of the blueshift of the Γ conduction band edge of the
GaNxP1−x layer. However, the PC results in this energy range are in concor-
dance with the observation of a blueshift in CER as well as in PL excitation
studies [71]. This result suggests that there is indeed a BAC-like behaviour
present in GaNP, although a simple two-band model is not able to describe it
properly in the energy range of the localized N-states.

In contrast to the E− and E+ transitions, the influence of N incorporation
is small on the energies of higher optical transitions such as E1 and E1 + ∆1

at L, E′
0 at Γ and E2 and E2 + ∆2 at X in both material systems. A strong

broadening of these transitions is found in GaNxAs1−x, which reflects the
massive perturbation introduced into the crystal due to the impurity character
of N in GaAs. In GaNxP1−x the broadening is found to be less pronounced.
This can be qualitatively explained by the difference in atomic size between
N and P atoms being smaller than the one between N and As, which causes
the perturbation due to N in GaP to be smaller than in GaAs.

These results have been obtained by different techniques sensitive to
density of states, such as ER, spectroscopic ellipsometry and reflection mea-
surements [22, 85, 88–91]. As an example, reflection spectra of GaNxAs1−x

and GaNxP1−x recorded at 80K are presented in Figs. 14.8 and 14.9, respec-
tively. For GaNxP1−x the E1 + ∆1 transition cannot be resolved in contrast
to GaNxAs1−x, because in the former the spin–orbit split-off energy ∆1 is
only about a third of the one in the latter. A blueshift small compared to
the width of the transitions is visible for the L-point transitions while the

Fig. 14.8. Series of reflectance spectra of GaNxAs1−x layers with x varying between
0.0 and 2.8%, recorded at T = 80 K
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Fig. 14.9. Series of reflectance spectra of GaNxP1−x samples with x varying
between 0.0 and 2.1%, recorded at T = 80 K.

X-point transitions maintain a constant energy. The structures below E1 in
the spectra of Fig. 14.9 are most likely measurement artefacts arising from the
line spectrum of the deuterium lamp used.

14.4 Theory of Band Formation
in Dilute Nitride Semiconductors

As mentioned above, the two-level BAC model empirically describes the large
band gap reduction in direct gap III–N–V alloys where the isolated N state
is resonant with the conduction band. A BAC interaction between the bulk
III–V conduction band edge state Ψc0 at energy Ec0 and a higher-lying band
of N resonant defect levels ΨN0 at energy EN yields the III–N–V conduction
band minimum energy E− as the lower eigenvalue of [27]:

H =

(

EN VNc

VNc Ec0

)

, (14.2)

where the interaction VNc between the quasi-localized N states and the GaAs
conduction band edge scales with N composition x as VNc = βx1/2, with
β ∼ 2.04 eV in GaNAs [44].

The redshift of the band gap obtained from the BAC model agrees well
with the behaviour observed in tight-binding calculations for ordered super-
cells with a single N atom per cell. However, we found when we carried out
calculations on 1,000-atom Ga500NMAs500−M supercells containing a random
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Fig. 14.10. Variation in the conduction band edge over several different random
Ga500NMAs1−M supercell structures calculated using the full tight-binding (solid
triangles) and LCINS (open squares) methods for M = (1) 5, (2) 10 and (3) 15

distribution of M N-atoms that the calculated conduction band edge energy
depends strongly on the distribution of N atoms in the supercell. This is illus-
trated in Fig. 14.10 where the solid data points show the calculated conduction
band minimum energy in five different supercells with M = 5, 10 and 15N
atoms (N composition x = 1, 2, 3% respectively). The calculated E− energy
varies by as much as 70meV between the different structures with x = 3%,
due to the different random N configurations in the structures considered.
This emphasises the importance of the local N distribution and of choos-
ing a sufficiently large supercell to average out the effects of the different N
environments.

We have therefore introduced an extension of the simple BAC model
which treats explicitly the interactions between the different N atoms and
the conduction band edge. The open data points in Fig. 14.10 show that the
conduction band edge energy calculated using this technique is in excellent
agreement with the results of the full tight-binding calculations for the 1,000-
atom supercells considered, confirming the validity of the approach. We can
therefore explicitly account for the statistical spatial distribution of the N
atoms by using ultra-large supercells containing several 1,000N atoms. In
this model, the anticrossing interaction between the Linear Combination of
Isolated Nitrogen States (LCINS) and the host Γ conduction band minimum
is evaluated. Because of the large size of the supercells virtually all possible N
pair and cluster configurations are accounted for. Figure 14.11 confirms the
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Fig. 14.11. Measured values of the electron effective mass as a function of N compo-
sition x (full squares). The error bar indicates the typical experimental uncertainty
on the mass values. Open circles are the effective mass values calculated using the
LCINS model.

value of this approach, comparing the experimentally measured variation of
electron effective mass in GaNxAs1−x with the theoretically predicted vari-
ation using the LCINS model [52]. We find that when the conduction band
edge E− passes through N pair and/or cluster states, it hybridises with these
states, leading to an increase in the measured band edge mass, me, in excellent
agreement with the theoretically predicted mass enhancement.

Turning to GaNP, the energy of the GaP Γ1c conduction band minimum
Ec0 lies about 0.57 eV higher in energy than the isolated N defect state. We
expect in a 2-level BAC model that the lowest conduction levels in GaNP
will therefore have predominantly N character, ΨN0, with just a small admix-
ture of the GaP host Γ state, Ψc0. We have used a sp3s∗ tight-binding (TB)
Hamiltonian to explicitly calculate the evolution of the lowest conduction
band state

Ψ = αNΨN0 + αcΨc0 (14.3)

in ordered GaMN1PM−1 supercells [92] with 32 ≤ M ≤ 864 (composition
0.12% ≤ x ≤ 3.1%), following the approach that we used above for ordered
GaNAs supercells [75]. We can extract a single, N-related level below the
GaP conduction band edge for each of these ordered supercells, and find that
the evolution of the band structure is well described by a BAC interaction
between this N-related state and the GaP Γ conduction band minimum. The
calculated matrix element linking the N and Γ states varies with x as βx1/2,
where β = 1.7 eV, smaller than the value calculated for GaNAs, with the lower
β value reflecting the smaller difference in size and electronegativity between
N and P compared to that between N and As. The TB calculations for these
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Fig. 14.12. E− energies of GaNxP1−x for different supercells with random N dis-
tributions calculated using the TB method (full circles) are plotted vs. x together
with the predicted variation of energy gap using a BAC model (line) fitted to the
band structure of ordered GaNP supercells

ordered structures also show a clear redshift of the lowest conduction band
state and a general upward shift of the higher-lying Γ states, consistent with
the 2-level BAC model.

The simple 2-level BAC model breaks down when we use the TB method to
calculate the electronic structure of large (1,000-atom) disordered GaNxP1−x

supercells containing a random distribution of N atoms. Figure 14.12 shows
that for a given x, the energy of the lowest conduction band state now depends
explicitly on the relative positions and interactions between the N atoms. In
fact, the variation of the lowest N-induced level due to different configurations
at a given x ≥ 2% is now larger than the variation of the gap predicted by
the BAC model when increasing x from 0 to 5%. Also, in contrast to the
ordered case, the Γ character is shown to be distributed over several lower-
lying N levels in the disordered supercells, with the Γ distribution also varying
significantly between different supercell calculations.

We need to choose significantly larger supercells to minimize the effects
of different random distributions of N atoms. We model the effects of the
random N distribution by placing L = 5,000 nitrogen atoms at random on
the group V sites in a GaMNLPM−L supercell with 2M total atoms, and with
composition x = L/M . We follow the same approach we have used previously
for GaNAs [77], using a TB Hamiltonian to calculate the energies ǫl and
wavefunctions ΨNl(l = 1, . . . , L) due to the interactions between the random
distribution of nitrogen atoms considered.
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The strength of the interaction between the GaP Γ host conduction band
state Ψc and the lth state ΨNl of the N-related defect states is given by
VNl = < ΨNl|H|Ψc >, with the alloy conduction band energy levels Ei and
wavefunctions ϕi found by diagonalising the (L + 1) × (L + 1) Hamiltonian
Hijϕi = Eiϕi, where Hll = εl, l = 1, . . . , L; HL+1,L+1 = Ec0, Hl,L+1 =
HL+1,l = VNl and Hij = 0 otherwise.

The black lines in Fig. 14.13 display the calculated evolution with N con-
centration of the interaction VN(E) between the GaP Γ conduction band state
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Fig. 14.13. Black lines: calculated N state energies of GaNxP1−x weighted by
the square of their interaction with the Γ conduction band minimum. Gray filled
histograms: GΓ(E), the projection of the N state spectrum onto the unpertubed
GaP Γ state
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and the N defect states εl close to the GaNxP1−x conduction band edge, where
VN(E) is given by

VN(E) =
∑

l

∣

∣VNl

∣

∣

2
T (E − εl), (14.4)

with T (x) a top-hat function of width 2meV and unit area. For low N compo-
sition, most of the interaction arises from states that lie close to the isolated
N defect level (EN = 2.306 eV). A feature due to N-N (110) pairs is observed
about 2.180 eV, as well as other calculated features at 2.282 and 2.298 eV due
to N-N (220) and (221) pairs, respectively. These calculated energies corre-
late reasonably well with the main peaks in the photoluminescence spectra of
GaNxP1−x samples with very low x (0.05%) [68], confirming that our approach
gives a good description of the N defect states.

The gray filled histograms in Fig. 14.13 show GΓ(E) =
∑

l |〈ϕi | Ψc〉|2δ(E−
Ei), the projection of the N-related band edge states onto the GaP Γ con-
duction band edge state. The evolution of these states closely matches the
evolution of the EA (see Fig. 14.6) and PL spectra (see [68]). Because the GaP
Γ state is interacting with a distribution of N levels, we do not find a single
N-related level undergoing a strong redshift. Instead, many levels each expe-
rience a small redshift, and the overall distribution of Γ-related states both
broadens and shifts towards lower energy with increasing x, as also observed
experimentally.

14.5 Conclusions

We have presented comparative experimental and theoretical studies con-
cerning the optoelectronic properties of the dilute nitride semiconductors
GaNxAs1−x and GaNxP1−x with x up to a few percent. A basic similar-
ity between the two materials is reflected by the fact that both in GaAs and
in GaP the N atom introduces a strong perturbation of the periodic crystal
potential. This leads to highly localized electronic (and vibrational) states in
both host materials and to a breakdown of the virtual crystal approxima-
tion where the alloy band gap is obtained by a linear interpolation between
the binaries. On the other hand, marked differences are observed between
GaNxAs1−x and GaNxP1−x, due to the different alignment of the N localized
states relative to the conduction band minimum in the two alloys, as well as
the different character of their fundamental band gaps. In contrast to GaAs,
where the N states, including pair and cluster states, are resonant with the
conduction band of the host, these states are situated in the band gap in GaP,
just below the X-conduction band minimum and more than 0.5 eV below the
Γ-conduction band minimum. These fundamental differences in the energy
schemes imply a substantially different character for the lowest conduction
band states formed in the alloying range, when the N states interact with the
conduction band states. In GaNxAs1−x the lowest conduction band states are
host-like, i.e. mainly formed by the GaAs Γ conduction band minimum, for
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the range of x considered (i.e. ≤∼5%). This leads to a high and still almost
square-root-like joint density of states at the energy of the alloy band gap E−,
enabling the application of this material in laser devices. The redshift of E−, as
well as the corresponding blueshift of the N-derived density of states (E+), can
be well parameterized by the simple band anticrossing model. In GaNxP1−x

on the other hand the lowest conduction band states (corresponding to E−)
predominantly retain N impurity character, i.e. they are derived from local-
ized states. As in GaNxAs1−x, these states do not have a single energy but
are instead distributed over a range of approximately 200meV due to the
different spatial configurations of the impurity atoms. Consequently, there is
not a single conduction band edge, but instead the density of states is dis-
tributed over a large variety of energy levels, each of which experiences only a
small redshift. The latter behaviour can be accounted for by an extension of
the BAC model to investigate ultra-large supercells, which include a random
distribution of N atoms. This technique has previously been used to explain
the large electron effective mass and its non-monotonic variation with x in
GaNxAs1−x. The technique is used here to show that the apparently strong
redshift of the lowest conduction band states observed in PL and absorption
measurements in GaNxP1−x is mainly due to the increasing contributions of
N atoms bound in close pairs or cluster configurations with increasing x. As
there is no sharp conduction band edge and no formation of a parabolic band
dispersion at the conduction band minimum, GaNxP1−x and related materi-
als are not expected to fulfill the requirements for lasing applications, despite
their success as an active material for light emitting diodes. Recent studies
show that highly strained As-rich Ga(N,As,P) quantum wells with GaP bar-
riers can be excited to lasing action near room temperature [93, 94]. As the
lattice constant of the GaP barrier material closely matches the one of Si
this material system can in principle be grown on Si substrates and therefore
has a great potential to deliver lasing devices compatible with conventional
silicon-based electronics.
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78. J. Endicott, A. Patane, J. Ibáñez, L. Eaves, M. Bissiri, M. Hopkinson, R. Airey,

G. Hill, Phys. Rev. Lett. 72, 041306R (2005)
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Doping, Electrical Properties
and Solar Cell Application of GaInNAs

K. Volz, W. Stolz, J. Teubert, P.J. Klar, W. Heimbrodt, F. Dimroth,
C. Baur, and A.W. Bett

The present chapter addresses several important topics in the framework of
carrier transport in dilute nitride films, having a potential application in multi-
junction solar cells. Minority carrier devices are sensitive to carrier localization
and trapping. Hence, in a complex material system like GaInNAs results of
transport, optical and structural properties should be interpreted together
to obtain a picture of the intrinsic and the growth-related properties of the
material system.

The metastable GaInNAs was grown as bulk layers on GaAs under non-
equilibrium conditions at low temperatures by metal organic vapour phase
epitaxy with high structural quality using all-liquid MO precursors. Results
on doping with various elements and their transport properties, as determined
by Hall-measurements in van der Pauw geometry as well as by magnetoresis-
tance measurements are discussed. Because of the low growth temperature,
the post-growth annealing procedure is of key importance to establish opto-
electronic properties in these metastable dilute N-containing materials with
improved device performance via removing of defects. These defects are –
if not removed – shown to have a significant influence on minority carrier
devices like solar cells. The annealing conditions were varied systematically
and the related changes in the microstructural N-environment were quanti-
fied. In addition, the correlation of these characteristics with improvements
in 1 eV solar cell performance is established.

15.1 Introduction

Aside from laser applications, GaInNAs with a band gap of 1.0 eV is an inter-
esting material for the use in 4-junction solar cells to increase the efficiency
under the space solar AM0-spectrum as well as for terrestrial applications.
The GaInP/GaAs/Ge 3-junction cell is now successfully in production for
space photovoltaic applications and yields efficiencies well above 30% under
the extraterrestrial AM0 spectrum [1]. However, to increase the efficiency
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Fig. 15.1. Iso-efficiency plot of a multijunction III/V solar-cell on Germanium
substrate, varying the band gaps of cells 2 and 3

further, a 4-junction solar cell has to be developed [2,3]. Calculations with the
computer code “etaOpt” [4] were carried out in [5,6] to give both, the thermo-
dynamic limit of photovoltaic energy conversion and the optimum structure
of a 4-junction device in case of the AM0 spectrum. The band gap of the top
and bottom cell are fixed, while the band gap of cell 2 and cell 3 are varied.
The thermodynamic limit efficiency for this structure is 51.7% as shown in
Fig. 15.1. Cell 2 and cell 3 can be realized with GaInAs and GaInNAs, respec-
tively. Hence, the limiting efficiencies increase from about 40% for a standard
GaInP/GaAs/Ge 3-junction cell to almost 52% for the 4-junction-structure
using a material with a band gap of 1.0 eV as third junction material.

The aim of the present chapter is to discuss the lattice-matched growth
of the quaternary alloy on GaAs and hence on Ge substrates as well as
to present several doping characteristics of GaInNAs. As one deals with
a metastable material system, intrinsic structural properties, as element
clustering or local atomic ordering, might play an important role and influ-
ence carrier transport and device properties, especially also of solar cells.
Consequently, a large part of this chapter is devoted to structural proper-
ties of the material with special emphasis put on the influence of different
quaternary alloy compositions on the microstructure of the material. In
this regard, high-In-containing Ga0.7In0.3(N0.015As0.985) laser material (for
example 1.3 µm telecommunication applications) is compared with the low-
In-containing Ga0.92In0.08(N0.03As0.97) solar cell material. The minority car-
rier properties are determined by photoluminescence investigations. Majority
carrier properties are examined via Hall transport and magnetoresistance
measurements. The understanding of structural as well as carrier transport
properties is applied to optimize solar cell device structures at the end.
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15.2 GaInNAs Growth and Doping

In the following results on the growth of GaInNAs, lattice matched to GaAs
and having an 1 eV band gap will be summarized together with the doping
characteristics of selected elements.

Because of the metastability of the class of materials under investigation
here, growth techniques far from thermodynamical equilibrium have to be
applied. The two techniques normally used are metal organic vapour phase
epitaxy (MOVPE) and molecular beam epitaxy (MBE). To incorporate nitro-
gen into the samples, the substrate temperatures of choice are usually low,
around 500–550◦C for MOVPE and 400–450◦C in MBE. Thermal annealing of
the samples takes place either in situ or ex situ. After MOVPE growth, in situ
annealing is mostly used where the sample is kept in the reactor under arsenic
stabilization for several minutes at about 700◦C. Rapid thermal annealing
(RTA) is mainly used after MBE growth of the samples and takes place ex
situ at temperatures between 700◦C and 800◦C for several seconds to min-
utes, using a second GaAs wafer as a proximity cap. Unstabilized annealing is
sometimes applied without arsenic stabilization of the surface in a hydrogen
or nitrogen atmosphere at reduced temperatures. There are plenty of reports
in literature on MOVPE and MBE growth of GaInNAs and the incorporation
characteristics of N, which is quite different for both techniques [7–15].

As results on doping and majority carrier mobility depend significantly on
growth and annealing conditions, it is challenging to present intrinsic results
at this point. Hence, some data from literature are compiled on these subject
before referencing own results.

Different elements like selenium, silicon, tin, and tellurium were tested for
their suitability for n-type doping of GaInNAs in a various range of N- and In-
compositions [16–19,25]. Silicon doping results in general in a low activation
level of the donors, irrespective of the growth technique, MOVPE [18, 25] or
MBE [19]. Except in [25] comparatively low electron mobilities in the range of

100–300 cm2 V
−1

s−1 were reported with the exact value depending on carrier
concentration, growth and annealing temperature and Nitrogen composition
[16–19]. As p-type dopant zinc was mainly employed [16,18]. Magnesium was
also shown to be a suitable p-dopant [25] as well as beryllium in the case of
MBE growth [19]. The hole mobility was found to be in the expected range

of 50–200 cm2 V
−1

s−1.
At this place, it is important to note that mobilities as well as carrier

concentrations will depend strongly on the quaternary composition, more pre-
cisely on the energetic position of the conduction band edge with respect to
the position of the N-cluster state as well as e.g. post-growth annealing pro-
cedures. This annealing procedure might have a significant influence on In-
as well as N-distribution. It was shown that the degradation of mobility by
N is suppressed by In [20] and that mobility can be maximized by randomiz-
ing the N-distribution [21]. Comparative studies between MBE and MOVPE
grown material [22] show that there are different levels of the contaminants,
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carbon and hydrogen, in GaInNAs grown with the two techniques. MOVPE
grown samples generally exhibit larger carbon and hydrogen levels than MBE
grown samples, also influencing the background carrier concentration, which
is larger in the case of MOVPE growth. Nevertheless, similar defect struc-
tures, which are concluded to be related to Nitrogen and not related to the
growth technique, are found in material grown with both techniques.

All GaInNAs bulk structures or multi quantum well samples used for this
study were grown on (001) GaAs substrates in a commercially available hor-
izontal reactor system (AIX200) by MOVPE using hydrogen carrier gas at
a low reactor pressure of 50mbar. Because of the large difference in covalent
radius between Nitrogen and Arsenic, the material system under investigation
is metastable and low substrate temperatures have to be chosen to achieve sig-
nificant N incorporation. Substrate temperatures were usually fixed to 550◦C
for bulk films with a growth rate of 1 µmh−1 in this case. The substrate tem-
peratures were calibrated to the Al/Si eutectic formation occurring at 577◦C.
As a consequence of the low growth temperatures, MO sources efficiently
decomposing at lower temperatures like the group V sources tertiarybutylar-
sine (TBAs) and the unsymmetric dimethylhydrazine (UDMHy) have to be
used. As group III sources, trimethylgallium (TMGa) as well as triethylgal-
lium (TEGa) and trimethylindium (TMIn) were applied. For solar cell device
structures Te (from diethyltellurium (DETe)) was used as n-type dopant and
Mg (from dicyclopentadienylmagnesium (Cp2Mg)) as p-dopant, respectively.
Si (from ditertiarybutyl silane, DitBuSiH) and Zn (from diethyl zinc, DEZn)
were additionally tested for their suitability to dope GaInNAs.

To reduce the defect density in the as-grown quaternary, metastable mate-
rial, which dramatically influence minority carrier properties, it needs to be
thermally treated at elevated temperatures after growth. These annealing pro-
cedures were varied systematically in this study. We applied annealing steps
consisting of a 5–120min TBAs stabilized anneal at 700–800◦C and a subse-
quent unstabilized annealing step in H2-ambient at 625–700◦C for 25min in
the MOVPE reactor.

In the following, ways to achieve the two prerequisites, lattice matching to
GaAs and Ge substrates and a 1 eV band gap, will be described. This will be
followed by results on doping of the quaternary alloy.

To incorporate GaInNAs in a stack of solar cells on Ge substrate, besides
the 1 eV band gap lattice matching to the substrate is mandatory. Both con-
ditions are only fulfilled at a certain quaternary composition. The energy gaps
of quaternary as well as ternary GaInNAs films are depicted in dependence on
the Nitrogen content for different In-contents in Fig. 15.2. The strain state of
the layers was verified performing high-resolution X-ray diffraction (HRXRD)
either for the bulk films or for multi-quantum well reference samples, grown
under identical conditions as the bulk structures.

There is a significant bowing of the GaInAs band gap when introduc-
ing small amounts of Nitrogen, depending on the In-content of the material.
The band gap bowing becomes weaker as one increases the In-content in the
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material, as was also theoretically predicted. The desired 1 eV band gap can be
achieved by using several different compositions, which are plotted as spheres
in Fig. 15.3.

Additionally, lattice matching conditions to GaAs substrate were calcu-
lated assuming Vegard’s law (stars in Fig. 15.3). At the composition, where
both curves intersect, lattice matching conditions as well as the 1 eV band
gap of the quaternary alloy are fulfilled. This material has a composition of
8% In and 2.8% N [25].



374 K. Volz et al.

10−5 10−4 10−3 10−2 10−1 100
1016

1017

1018

1019

1020

(GaIn)As

(GaIn)(NAs)

GaAs

Si-Doping with DitBuSiH
 (GaIn)(NAs)
 GaAs
 (GaIn)As
 Si Concentration: SIMS

E
le

ct
ro

n 
C

on
ce

nt
ra

tio
n 

[c
m

−3
] @

 3
00

K

pp(DitBuSiH) /pp(Group III)

Fig. 15.4. Si incorporation in GaInNAs in dependence on the DitBuSiH source
partial pressure

In the following, the incorporation of the individual dopants in GaInNAs,
obtained from electrical measurements, will be compared with their incorpo-
ration in comparable GaAs samples. In the subsequent section, the mobility
of the donors and acceptors will be shown in dependence on the dopant’s
concentrations.

For van der Pauw-Hall measurements 1–2 µm thick test films were grown
and measured as grown and after annealing at 77K and 300K. Secondary
ion mass spectrometry (SIMS) analysis was performed on selected samples
to examine the actual incorporation of the dopants in comparison to the
activated amount, measured by Hall effect measurements.

Figure 15.4 shows the doping characteristics of Si from DitBuSiH as a
function of the partial pressure of the Si source over the partial pressure of
the growth determining group III sources.

It can be seen that the electron concentration at 300K in GaInNAs is
considerably lower as the one achieved in GaAs or GaInAs under comparable
growth conditions. A very high partial pressure for the Si source has to be
chosen, to yield any doping. These high partial pressures are not desirable
for dopant sources, particularly as doping levels of only 1018 cm−3 can be
achieved for a considerable high flow of DitBuSiH in the reactor. Si could be
incorporated amphoteric in GaInNAs, resulting in a low net doping efficiency.
Another possibility for this low doping efficiency, which is generally observed
when using Si-doping for GaInNAs [18,19,25], is an influence of the very stable
N–Si bond on the incorporation of Si. Comparing the electrically active donor
concentration with the Si concentration in the quaternary crystal, as derived
from SIMS analysis, confirms that Si is not a suitable dopant for dilute N-
containing material systems. The Si-content in the layers exceeds the donor
concentration by two orders of magnitude.
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The efficiency of tellurium (from DETe) as an n-type dopant in GaInNAs
is shown in Fig. 15.5. It can be seen that the Te donor exhibits very good incor-
poration behaviour in the quaternary material. Carrier concentrations above
1019 cm−3 were achieved. Even at these high donor concentrations, the carrier
concentration depends still linearly on the partial pressure of the DETe. The
doping efficiency in the quaternary material is comparable to that in GaAs
grown at the same temperature. This is due to the fact that for the GaInNAs
growth As-deficient growth conditions have to be chosen in order to incorpo-
rate high amounts of N. These As-deficient conditions favour the incorporation
of Te on a group V lattice site. The activation of the Te-donor in GaInNAs
is close to 100%, what can be derived from the SIMS Te-concentration data.
On the basis of these results, Te was chosen as n-type dopant for the solar
cell structures.

In the following, own results of the experiments of p-type doping of the
quaternary alloy are summarized. Figure 15.6 shows the carrier concentra-
tion for DEZn in dependence of the source partial pressure for GaInNAs and
GaInAs and GaAs bulk films, grown under comparable conditions.

The incorporation behaviour of Zn seems to be similar for the quater-
nary alloy as for GaInAs and for GaAs, carrier concentration still increases
linearly as a function of source flow, even for high concentration values. How-
ever, in contrast to GaAs and GaInAs, Zn is not incorporated into GaInNAs
on the lattice site, resulting in p-type conductivity, but all Zn-doped qua-
ternary films showed n-type conductivity in Hall measurements, both, before
and after annealing in all our experiments. The donor concentration mea-
sured also corresponds to the actual zinc concentration in the samples. To
exclude possible interface layers, which would influence the results of Hall-
measurements, differently thick Zn-doped samples were grown, which showed
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pressure

all identical carrier concentrations and type, irrespectively of the layer thick-
ness. One possible explanation for Zn acting as a donor in GaInNAs would
be the incorporation on an interstitial instead of a substitutional lattice site.
These results are the more stunning, as literature reports p-type doping for
MOVPE grown GaInNAs with DEZn [16].

However, Leibiger et al. [18] also reported on a very low incorporation coef-
ficient of acceptors from DEZn compared with the DEZn/Ga ratio adjusted.
It should be noted that several of the layers, which show n-type carriers in
Hall-measurements, exhibit p-type conductivity, when measuring them using
CV-depth profiling. This phenomenon is known from amorphous Silicon;
however, there is no explanation yet, also for this well-established material
system [23, 24].

Figure 15.7 shows the carrier concentration for the magnesium (from
Cp2Mg) acceptor in GaInNAs and GaAs. Extremely high acceptor concentra-
tions were obtained from the Cp2Mg source. Concentrations above 1019 cm−3

are achieved in the quaternary material and even one order of magnitude
higher in GaAs with no sign of saturation of the carrier concentration for
increasing Cp2Mg partial pressures. This dopant was the only one, for which
carrier concentrations and mobilities considerably changed after annealing.
The carrier concentration increased by two orders of magnitude upon anneal-
ing. SIMS analysis has shown that this is related to the passivation of the
acceptor with hydrogen, which diffuses out upon unstabilized annealing. Acti-
vation levels of the Mg-acceptor in GaInNAs are in the range of 50–60% after
annealing.

Another issue when p-type doping might be the lowering of the Fermi level
by the p-doping and linked to that a possible change in the N incorporation
behaviour as N distorts mostly the conduction band. Indeed, an increased
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Fig. 15.7. Mg incorporation in GaInNAs in dependence on the Cp2Mg source
partial pressure

N incorporation was observed in Mg-doped samples grown under otherwise
unchanged conditions as the undoped or n-doped samples. In addition to the
PL analysis of the structures, it was verified by HRXRD that in fact the N
content in the samples is increased. In the p-doped region of the devices, the
TBAs/III ratio has to be increased significantly if lattice matching and an
1 eV band gap are still to be achieved [25].

Hence, controlling the growth conditions precisely, Mg is a controllable
p-type dopant for GaInNAs, exhibiting a good incorporation behaviour –
without deteriorating the crystal quality. As a result of the above-mentioned
study, Te and Mg were chosen as dopants for the later solar cell devices.

Dopant diffusion during growth or during subsequent annealing is a con-
siderable issue in the solar cell community. As a result of the low growth
temperatures, the Mg- and Te-profiles in the final solar cells exhibit sharp
flanks with no diffusion going on.

A further important point using MOVPE growth is possible carbon incor-
poration from the different MO precursors. Because of the C–N bond strength,
GaInNAs is a special case in the class of III/V semiconductors, as carbon
impurities are incorporated together with the N upon growth [26]. In this
framework, TEGa and TMGa were both applied to grow GaInNAs. The nom-
inally undoped GaInNAs films, grown using TEGa or TMGa, respectively,
show different majority carrier properties: Van der Pauw - Hall measurements
yield p-type carrier concentrations in the range of 5–10×1015 cm−3 for samples
grown using TEGa. Using TMGa as source, the carrier type is – from both Hall
as well as CV measurements – n-type with a concentration of 5–10×1016 cm−3.
Upon annealing for 5min at 700◦C, carrier concentration does not change for
the n-type sample, whereas carrier concentration increases by one order of
magnitude for the p-type, TEGa grown sample. This is presumably due to
hydrogen incorporation, which passivates the acceptor upon growth, but dif-
fuses out upon annealing. SIMS measurements of TEGa and TMGa grown
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samples show similar Carbon levels in both samples. It is, however, possible
that for the TEGa- grown samples – because of the low growth temperature
and the not completely activated β-hydride elimination reaction of the MO
source at these low temperatures – the ethyl group is incorporated together
with the Nitrogen. Using TMGa, solely the methyl group of the group III
molecule could be incorporated together with the N. This would result in a
significantly different defect structure using both Ga molecules, as an ethyl-like
contamination would act as a deep centre in the material. As a consequence
of these findings, TMGa was used as Ga-precursor for the later solar cells.

15.3 Carrier Transport Properties

The following chapter summarizes own results on transport properties of
MOVPE grown samples. An overview on results from literature was given
in the preceding sections.

15.3.1 Hall Measurements

An issue predicted in literature for the quaternary alloy is alloy scattering from
N producing random alloy fluctuations resulting in intrinsic localizations and

mobility edges, which would limit the band mobilities to 100–500 cm2 V
−1

s−1

at 300K [17]. Fahy and O’Reilly [5] also suggested that well-established mod-
els, based on the Born-approximation [28], underestimate the alloy scattering
cross-section in dilute N-alloys significantly due to strong scattering due to
N atoms.

There are several special features of the conduction band electronic struc-
ture, which should affect, in particular, the electron transport in GaInNAs:
(1) strong localization of the electrons in the conduction band due to dis-
order. This might originate from the strong dependence dE−/dx of the
conduction band edge E− on the N-content x [31], from the competition
between localized N-states and extended host-like states [42] as well as from
the effects of different nearest-neighbour environments of N and N-clusters
on the band edge [43, 44]. These effects vary locally according to the N-
distribution in the lattice and thus give rise to disorder. (2) At the Γ-point,
the electron effective mass mc

∗ increases considerably with x (at constant
In-content y). This effect is most significant for x < 1%. For higher x,
like in the samples under study, mc

∗ tends to saturate as a function of
x. On the other hand, mc

∗ will decrease again with increasing y (at con-
stant x). (3) A strong conduction band non-parabolicity occurs. For example,
Skierbiszewski et al. observed strong increase of mc

∗ at the Fermi level in
Ga0.92In0.08(N0.033As0.967):Se with increasing electron concentration up to a
value of 0.4 × m0 for n = 6 × 1019 cm−3 [45].

Fahy and O’Reilly derived the following expression for the mobility (ignor-
ing N-clustering and different N-environments):
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Fig. 15.8. Mobilities of the Si-donor in GaInNAs from Hall measurements in
dependence on the carrier concentration and on the measurement temperature
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where a0 is the GaInNAs lattice constant, e is the electron charge, and dE−/dx
is the derivative of the conduction band edge energy with respect to N-content
x. Maximum mobilities for electrons predicted for GaInNAs in the composi-
tion range, where the material is interesting for solar cell applications, are

according to their study of the order of 1,000 cm2 V
−1

s−1.
It should be noted that the mobility results presented in the following were

carefully checked, by growing differently thick samples for Hall measurements,
which should exhibit different mobilities, if highly charged regions at possible
interfaces would be present. Figure 15.8 depicts the dependence of the mobility
of the Si donor on the carrier concentration, measured at liquid nitrogen and
room temperature. Here, only annealed samples are compared, as annealing
of the GaInNAs bulk films has no influence on neither the carrier concentra-
tion nor the mobility for Si-doping. A strong dependence of the mobility on
the temperature is observed here for all carrier concentrations possibly due to
phonon scattering at room temperature. The low mobilities at room tempera-
ture, which show no dependence on the carrier concentrations, could be a sign
for Si-N induced cluster scattering or compensation effects. From the SIMS
measurements presented in the preceding section, it is known that the actual
Si concentration in the crystal is of two orders of magnitude larger than the
measured donor concentration.

Figure 15.9 points out that the mobilities measured for the Te donor
are very high. For carrier concentrations in the 1017 cm−3 mobilities of

2,000 cm2 V
−1

s−1 are measured. These mobilities are approximately five times
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Fig. 15.9. Mobilities of the Te-donor in GaInNAs from Hall measurements in
dependence on the carrier concentration and on the measurement temperature

higher than the best values for electrons in GaInNAs reported by other authors
in literature, but correspond to what had been calculated to be the maximum
theoretical limit for electron mobility in dilute nitrides [5]. The mobilities and
carrier concentration for the Te donor do hardly depend on the temperature
in range between 80 and 300K. Also for this dopant, no difference in car-
rier concentration or mobility is observed before and after annealing of the
GaInNAs bulk films, evidencing that all donors are already activated during
growth.

A decrease of the mobility is found at temperatures below 80K.
Figure 15.10 depicts plots of the mobility vs. temperature in the full range
between 2 and 300K for GaInNAs samples of various Te-doping levels. The
decrease of the mobility with decreasing temperature is very much pronounced
at low doping levels. This temperature behaviour deviates from that calcu-
lated by Fahy and O’Reilly, who had predicted an increase of the mobility
toward lower temperatures. However, this is understandable as the calcula-
tions only account for elastic scattering by N atoms and neglect other relevant
scattering mechanisms. At low temperatures, this is, in particular, scattering
by ionized donor impurities. The almost constant mobilities in the high tem-
perature range indicate that inelastic scattering by LO-phonons, which usually
leads to strong reduction of the mobility in conventional III–V semiconductors
above 100K, is less important in GaInNAs:Te than the elastic scattering by
N atoms.

In summary, Te exhibits several advantages over Si, if used as a donor in
GaInNAs. Among them are the app. 100% activation of the incorporated
atoms on the group V lattice sites and the comparatively high mobility.

The mobilities for the Mg acceptor are shown in Fig. 15.11 and are con-
siderably lower than the values found for the donors in GaInNAs, reflecting
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Fig. 15.10. Electron mobility measurements in the temperature range from 1.6 K
to 280 K of typical GaInNAs:Te solar cell material of various doping levels
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Fig. 15.11. Mobilities of the Mg-acceptor in GaInNAs from Hall measurements in
dependence on the carrier concentration and on the measurement temperature

the higher hole effective mass. The dependence of the mobility on the carrier
concentration and on the temperature is weak.

15.3.2 Magnetoresistance Measurements

The magnetoresistance (MR) behaviour of the p-type GaInNAs (see right
graph of Fig. 15.12) is similar to that observed in semiconductors and
amalgamation-type alloys of comparable doping levels [34, 35] whereas the
negative MR effect of n-type GaInNAs (see left graph of Fig. 15.12) are
unusually large for a doping level of about 1018cm−3 [29]. Such large negative
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Fig. 15.12. Magnetoresistance measurements in the temperature range from 1.6 K
to 280 K of typical n-type (left) and p-type (right) GaInNAs solar cell material

MR effects are commonly observed in undoped or lightly doped semiconduc-
tors only [36–38]. The negative MR effects in conventional diamagnetic III–V
and group IV semiconductors are explained in the framework of weak Ander-
son localization [39–41]. In the regime of Anderson localization, the dominant
scattering process has to be elastic (i.e. it holds τelastic ≪ τinelastic for the
elastic and inelastic scattering times).

In this case the back-scattering of an electron state with momentum k into
the state with −k at zero-magnetic field will be strongly enhanced because
of constructive quantum interference of the amplitudes of a given scattering
path (comprising several elastic scattering events) with its time-reversed one.
Applying a magnetic field H shifts the relative phase of these two contribu-
tions and thus reduces the back-scattering i.e. the resistance decreases. This
negative MR effect is a quantum correction to the resistance and referred to
as weak localization effect. In conventional III–V semiconductors it is only
observed at low temperatures because with increasing temperature inelas-
tic scattering by LO-phonons becomes the dominant scattering process and
τelastic ≪ τinelastic is no longer fulfilled.

The observed MR effects in GaInNAs can be understood qualitatively as a
superposition of a weak localization MR contribution and a classical transverse
quadratic contribution:

(

∆ρ

ρ0

)

∝ H2 (15.2)

Both MR contributions are affected by the peculiarities of the GaInNAs band
structure, as discussed later. As mentioned earlier, the incorporation of N into
GaInNAs strongly modifies the conduction band of the alloy giving it its non-
amalgamation type character [30–32, 42, 43] whereas the effect of N on the
valence band can be considered as “normal alloying”. Therefore, the p-type
samples where the valence band is probed in the MR experiment behave like
conventional III–V semiconductors. The MR effects in the n-type samples, on
the other hand, must reflect the unusual conduction band structure of the



15 Doping, Electrical Properties and Solar Cell Application of GaInNAs 383

GaInNAs alloy. The electron transport is considerably altered by the incorpo-
ration of N into GaInAs as the elastic scattering by N-impurities becomes a
dominant scattering process for electrons in the entire temperature range up
to 300K [5]. The scattering cross section of an isolated N-atom is given by:

σ =
π

4

(

m∗
c

2π�2

)2 [
dE−

dx

]2

a6
0. (15.3)

As dE−/dx decreases with increasing x, σ decreases strongly with x [5,46] and,
consequently, the total scattering cross section σtot = x× σ is not necessarily
proportional to x. The efficient elastic scattering of electrons by the disorder
related to the N-atoms causes the observed enhancement of the weak localiza-
tion effects in the n-type GaInNAs samples. Furthermore, as τelastic ≪ τinelastic

at all temperatures the negative MR effects even persist up to 300K.
The variation of these negative MR-effects with free-carrier concentration

shows a clear trend in n-type GaInNAs alloys as shown in Fig. 15.13, where
the absolute values of the minimum of the MR curves at 1.6K are plotted vs.
n on a double logarithmic scale. It can be seen that the negative MR effects is
less pronounced with increasing n, which can be understood within the weak
Anderson localization picture as a result of state filling and screening effects.

In the qualitative discussion of the origin of strong negative MR effects
in GaInNAs, we ignored so far the existence of the broad energy distribu-
tion of N-related cluster states and instead used a representative single N
level interacting with the host conduction band (CB) states. However, recent
theoretical calculations by Fahy et al. show that this is an over-simplification
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Fig. 15.13. Absolute value of the minimum of the MR curves at 1.6 K for n-type
GaInNAs as a function of carrier density. The open symbols, full symbols, and stars
denote annealed, as grown and hydrogenated samples, respectively
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since all the N-related states interact with the conduction band states and
the strength of this interaction depends on the energy difference between the
CB edge and the individual state energy [46,47]. In what follows we will show
that taking into account the different N related states and their energy distri-
bution allows one to refine the qualitative picture and to consistently explain
all observations.

The discussion above made it clear that the transport properties, in par-
ticular, of n-type GaInNAs are strongly dependent on the subtle interplay
of host-like extended band states, of localized N-related states and of the
free-electron concentration due to doping. The interplay of these three quan-
tities within the same sample can be tuned in controlled ways by either
hydrogenation or by the application of hydrostatic pressure [48–50].

Hydrogenation can have significant effects on the electronic properties of
semiconductors [51]. Because of a high chemical reactivity, hydrogen binds to
and neutralizes dangling bonds in the lattice, thus wiping out non-radiative
recombination centres and deep defect energy levels from the gap of crystalline
semiconductors. In the case of dilute nitrides such as Ga(NAs) and GaInNAs,
hydrogen surprisingly also affects the isoelectronic impurity N. It was shown
that hydrogenation leads to an effective removal of the N-related perturba-
tion and virtually reestablishes the GaAs band structure due to the formation
of N–H complexes in undoped samples (see ref. [52] and references therein).
However, in GaInNAs:Te hydrogenation mainly causes a significant passiva-
tion of the Te-donor leading to an effective reduction of the free-electron
concentration n. Furthermore, it was found that the formation of N–H2

∗

complexes, which are responsible for full N-passivation, is suppressed despite
the high H-doses used [48]. The effect of hydrogenation on the MR is shown
in Fig. 15.14 where the MR-curves measured at 1.6K of three GaInNAs:Te
samples of different Te-doping level measured before and after hydrogenation
are depicted. In all three samples, the strong negative contributions to the
MR increase after hydrogenation. The corresponding absolute values of the
minimum of the MR curves are also plotted in Fig. 15.13 and agree well with
the general trend confirming that the magnitude of the negative MR effect
in n-type GaInNAs of comparable alloy composition is mainly determined by
the free-carrier concentration n in the conduction band.

Hydrostatic pressure experiments were used from the beginning for study-
ing the interplay between localized N-related states and extended host-like
band states in III-N-V alloys, because the N levels and the conduction band
edge shift at different rates under hydrostatic pressure, which allows one to
continuously tune the interaction between N-states and the conduction band
edge [30]. In GaInNAs with solar cell compositions, the distribution of the
localized N-states extends below or close to the band gap of the quaternary
alloy at low temperatures [50, 53, 54].

The left graph of Fig. 15.15 depicts MR curves of the GaInNAs:Te epitaxial
layer taken at 1.6K for various hydrostatic pressures up to 13.4 kbar. Again the
strong negative contribution to the overall MR effect dominates. This negative
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Fig. 15.14. Magnetoresistance measurements at 1.6 K n-type GaInNAs:Te solar cell
material of different doping levels before (open symbols) and after hydrogenation (full
symbols)

Fig. 15.15. Left : Magnetoresistance measurements of a GaInNAs:Te sample at
various hydrostatic pressures taken at 1.6 K. Right : Corresponding dependence of
carrier density and mobility on hydrostatic pressure

MR contribution increases with increasing hydrostatic pressure. Already at
ambient pressure, it leads to a minimum in the MR curve of−6% at a magnetic
field of about 1T. At the highest pressure, the minimum value is even smaller,
−12%, and the minimum position is shifted to higher fields, to about 1.5T.
The right graph depicts mobility µ and free-carrier concentration n extracted
from the Hall and resistivity data taken at various hydrostatic pressures at
T = 1.6 K. The carrier concentration and the mobility drop with increasing
pressure.

A consistent explanation of all the transport results under hydrostatic
pressure, i.e. the behaviour of the negative MR effect, of the mobility and
of the carrier concentration, can be given only when resonance effects in the
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scattering process and the energy distribution of the localized N-impurity
states are taken into account. As discussed earlier, a qualitative understand-
ing of the negative MR behaviour under pressure can already be given in the
approximation of an effective single N-state. The maximum pressure shift of
the band gap realized in the experiment is about 150meV. This reduces the
relative energy difference ∆E between the band edge and the effective impu-
rity state by about 20% for GaInNAs. As the scattering cross-section roughly
scales with (∆E)−2 [46,47] this leads to an increase of the negative MR under
hydrostatic pressure. It also explains the drop of the mobility under pressure.
Similar arguments hold taking into account the full distribution of localized
states [46, 47]. There is a considerable density of N-cluster states above the
conduction band edge in GaInNAs. The hypothesis that the full distribu-
tion of localized cluster states needs to be accounted for is supported by the
pressure dependence of the free-carrier concentration determined by Hall mea-
surements as shown in the right graph of Fig. 15.15. The measurements show
a significant decrease of the free-carrier concentration by about a factor of 2.
Such results were qualitatively explained previously in GaInNAs as due to an
increase of the potential fluctuations under hydrostatic pressure due to strong
level repulsion effects and to different nearest neighbour environments [49].
An alternative reason for the reduction of the free-carrier concentration is a
trapping of donor electrons at some of the localized N-cluster states that cross
the CB edge under pressure. Both effects may contribute to the reduction of
the free-carrier concentration n. Further work is required to evaluate the con-
tributions of the two effects to the reduction of n under pressure, but it is
worth noting that both effects arise within the same consistent picture of the
conduction band transport in GaInNAs.

15.3.3 Thermopower Measurements

Many experiments on dilute nitride III-N-V semiconductor systems exhibit
significant similarities with disordered semiconductor systems such as amor-
phous semiconductors. Examples are strong localization effects observed in
luminescence e.g. the S-shape dependence of the photoluminescence peak posi-
tion as a function of temperature, the photoluminescence-linewidth behaviour
or the large Stokes shifts between photoluminescence peak and absorption
peak. In disordered semiconductors such as amorphous silicon, useful infor-
mation about the disorder potential and other disorder-related properties of
the carrier transport can be obtained by a combined analysis of zero-field resis-
tivity and thermopower measurements. However, it is a prerequisite of this
analysis that the Seebeck coefficient is solely determined by the electronic sys-
tem [55]. In conventional crystalline semiconductors, this prerequisite is not
fulfilled because of the extended phonon states that contribute significantly to
the Seebeck effect (and, thus, also to the Peltier effect) at low temperatures
leading to the so called “phonon drag” effect. The proposed origin of this
effect is that in the presence of an electric current the scattering of the charge
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Fig. 15.16. Thermopower measurements as a function of temperature of n-type
(left) and p-type (right) GaInNAs before (full symbols) and after annealing (full
symbols)

carriers by phonons tends to increase the amplitudes of the phonons travelling
in the same direction as the carriers and to decrease the amplitudes of those
moving in the opposite direction. This results in a net-transport of energy
by the phonons in the direction of the carrier flow, thus increasing the See-
beck coefficient with respect to the “interaction-free” case [56]. The phonon
drag effect is most pronounced at low temperatures (where phonon umklapp-
processes do not play a role) and low carrier densities (where carrier–carrier
and carrier–dopant ion scattering are less significant than carrier–phonon
scattering).

Figure 15.16 shows typical temperature dependence of the Peltier heat
presented by the product |eST | where S is the Seebeck coefficient for n-type
(GaInNAs:Te (left) and p-type GaInNAs:Mg (right) before and after anneal-
ing. At first sight surprisingly, even for the n-type samples the curves resemble
those of crystalline semiconductors exhibiting phonon drag at low tempera-
tures. The occurrence of the phonon-drag effect in these samples despite the
significant amount of disorder in the electronic potential of the conduction
band reflects the phonon structure of GaInNAs. Basically, the incorporation
of the much lighter N-atoms into the GaInAs host hardly affects the extended
phonon modes instead additional localized vibrational modes occur where the
N atom vibrates in the potential formed by its four nearest neighbour cations
of Ga or In [57]. Thus, the N-induced disorder from a vibrational point of
view is rather small, i.e. the GaInAs-like phonon dispersions remain intact,
i.e. extended phonon modes with a defined wavevector that contribute to heat
transport exist. In contrast, amorphous semiconductors only possess localized
vibrational modes those contribution to the heat transport in response to a
temperature gradient is negligible. The observed differences between annealed
and as grown samples in Fig. 15.16 are mainly caused by the increase of the
free-carrier concentration after annealing, which is more pronounced in the
p-type samples.
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15.4 Annealing Effects on Structural
and Optical Properties

15.4.1 Structural Properties

As a metastable material is grown, phase separation effects, elemental clus-
tering or local atomic ordering might be an issue influencing carrier transport
and, thus, nanoanalytical studies are necessary to characterize the struc-
tures. At this point, it is very instructive to compare high-In-containing
Ga0.7In0.3(N0.015As0.985) laser material, typically used for 1.3 µm emission,
to low-In-containing Ga0.92In0.08(N0.03As0.97) solar cell material, as a lot on
the structure formation mechanisms can be learnt studying the material in
two different composition regimes. Transmission electron microscopy (TEM)
at an acceleration voltage of 300 kV with a special dark field technique [58]
was used to image the distribution of the elements as well as of the strain
in GaInNAs. To explain the observed strain contrast in the samples, we cal-
culated the strain energy of the crystal for different N-III-N as well as N-In
arrangements in the framework of the valence force field (VFF) model [59].

In transmission electron microscopy, the (002) reflection of cubic zinc
blende materials is sensitive for the chemical composition. It was shown that
deviations from a homogeneous In depth profile would be detectable, if they
are larger than ±10% of the amount of In present in the structure, hence
in the range of ±0.8% for an 8% In containing solar cell. The sensitivity of
this reflection to small variations in the N depth profile is low, as a result of
which imaging with the (202) reflection was also performed in order to be able
to detect possible inhomogenieties of the N depth distribution rather by the
strain fluctuation they would introduce than by their chemical contrast. Dark
field images (g = (002) (a) and g = (202) (b)) taken from a GaInNAs sample
with an In-content of 30% and a N-content of 2.4% are shown in Fig. 15.17.
The micrograph taken with the chemically sensitive reflection (a) shows a
uniform contrast distribution in the growth planes throughout the complete
thickness of the quantum well. From the uniform contrast in the x− y plane,
it can be concluded that there is no elemental clustering in the growth plane.
Hence, we conclude that the In is homogeneously distributed in the growth
planes of the quantum wells as the contrast characteristics also do not change
with specimen thickness. The strain sensitive image (b), taken with the (202)
reflection, shows that there exist columnar regions with an inhomogeneous
strain distribution throughout the 7-nm thick quantum well. They extend
through the complete well and have a lateral distance in the range of 10 nm
as will be shown in more detail later.

A plan view TEM (202) dark field micrograph of a Ga0.7In0.3(N0.015As0.985)
quantum well – as shown in Fig. 15.18 – makes the distribution of the strain
fields on the quantum well surface clear. The strain fields can be seen as dark
contrast under the imaging conditions used for this micrograph. One recog-
nizes once more that they are homogeneously distributed, but do not form an
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g = (002)

g = (202)(b)

20nm

(a)

Fig. 15.17. Cross-sectional dark field TEM images of a Ga0.7In0.3(N0.015As0.985)/
GaAs quantum well, using the chemically sensitive (002) (a) and the strain sensitive
(202) (b) reflection

Fig. 15.18. Plan view dark field TEM micrograph of a Ga0.7In0.3(N0.015As0.985)
quantum well using the strain sensitive (202) reflection

ordered lattice. Their extension D, which can be concluded from the diameter
of the black regions – and of course depends on the imaging conditions used –
is identical for all of them. Their average distance d was determined by Fourier
filtering the TEM images. It depends on the N-content of the samples [58] and
is for 3% N-containing GaInNAs solar cell material in the range of 10–20nm.
This is very close to what was reported to be the surprisingly short minority
carrier diffusion length of electrons in the quaternary material [17].

The inhomogeneous strain fields are found in GaInNAs as well as Ga(NAs)
irrespective of the growth technique, MBE or MOVPE. Hence, they are an
intrinsic property of the material and in the following section a possible
explanation on the origin of them will be given.

An arrangement of N-atoms quite consistent with that expected from ran-
dom occupation was found in scanning tunnelling microscopic investigations
of Ga(NAs) samples with an enhanced occurrence of N nearest-neighbour
pairs [60]. Those N-nearest-neighbour pairs would certainly not show up
in (002) TEM dark field imaging because of their low contribution to the
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structure factor. They, however, might show up in strain-sensitive images
because of the large lattice distortion, they introduce. As the N was iden-
tified to be the source of those strain fields, VFF calculations of different next
nearest-neighbour configurations of N in GaAs and GaInAs were performed.

The VFF supercell method previously suggested by Kent, Zunger and Kim
[42, 43] was used to calculate the strain energies [59]. Following this method,
one or more substitutional N or In atoms are placed in a large supercell and
relaxed with respect to the total strain energy.

The supercell size used was 5×5×8.5 nm3, containing almost 11,000 atoms.
This supercell showed adequate convergence of the total strain energy. The
energy functional depends on the atomic positions Ri and on the chemical
composition as follows:

Ei = Estrain(Ri) + 0.5

4
∑

j=1

Echemij. (15.4)

With Echemij being the cohesive energy for bonds of type ij. The values used
for these energies are compiled in [59]. The strain energy Estrain was eval-
uated in the framework of Keating’s VFF model. The bond-stretching and
bond-bending coefficients were derived from the elastic constants and from
equilibrium bond lengths of the binary cubic zinc-blende solids, which are
known experimentally or from density functional theory, respectively [61–63].
Bond-bending coefficients for asymmetric bonds were calculated assuming
linear additive contribution of both bonds. For Ga(NAs) first principle cal-
culations were reported in the literature [42, 64]. The values for the strain
of the different N-configurations of our VFF calculations are summarized
in Table 15.1 and fit very well to the values reported in literature so that
we conclude that our VFF model for Ga(NAs) agrees with the first princi-
ple calculations and, thus, can be applied to calculate further configurations
also in In-containing material. Strain fields of the extent observed cannot be
explained by the lattice distortion of a single N-atom in GaAs. Therefore,
we concentrated on different N - N next nearest-neighbour configurations, as
schematically shown in Fig. 15.19, and find that [011] oriented N-pairs (b)
have even higher strain energy than two separated N-atoms in GaAs. There-
fore, this configuration should not be adopted from the crystal upon growth.
In contrast to that, we find – in accordance with [42,64] – that N-ordering in
[001] (c) reduces the strain energy of the crystal by 0.10 eV when compared

Table 15.1. Strain energies of various nitrogen arrangements in GaAs

Local configuration Estrain[eV] ∆Estrain[eV]

Isolated N in GaAs 1.69 −
2N in [110]-direction 3.75 0.37
2N in [001]-direction 3.28 −0.10
3N in [001]-direction 4.85 −0.22
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Fig. 15.19. Ball and stick models of nitrogen in different pair configurations. (a)
Isolated N in GaAs, (b) N nearest-neighbour pair in [110] direction, (c) pair on [001]
direction and (d) a chain of three nitrogen atoms in [001] direction

with putting two isolated N-atoms in GaAs. This strain energy is even fur-
ther reduced, when longer [001] oriented N-chains (Fig. 15.19d) in GaAs are
formed. We attribute the columnar strain fields, which have the tendency to
extend in growth direction and which we find in as-grown Ga(NAs) as well
as GaInNAs samples of different composition to this chain like ordering of
N upon growth into the thermodynamically stable configuration on the sur-
face. If the supposed nitrogen chains have a length equal to the quantum well
thickness, a maximum of 10% of the entire nitrogen concentration would be
contained in the chains.

The energy balance of crystal structures with nitrogen in different group-
III environments was also calculated by VFF methods, to quantitatively judge
on whether there are more stable configurations for the nitrogen than the
chain-like ordered one. When bulk constraints play a larger role – as after
growth – not on the free surface, these configurations might be taken.

The schematic crystal models of nitrogen in different group-III environ-
ments, which underlie the VFF calculations, are depicted in Fig. 15.20. As
one goes to a weaker binding energy when reducing the number of GaN bonds
and increasing the number of InN bonds, the difference in chemical binding
energy has also to be taken into account when calculating the energy bal-
ance for the proposed change in local environment of the nitrogen. The strain
energies together with the differences in chemical energy and the total energy
balance is summarized in Table 15.2. As expected, it can be seen that the
strain energy of the crystal considerably decreases when putting N from a
four Ga to a four In-environment. The energy gain when doing so is about
0.5 eV per additional one In-environment. The energy one loses when adopt-
ing the weaker In–N bonds compared with the Ga–N bonds is about 0.25 eV
per additional one In-environment. In summary, if the proposed place-change
happens, one gains 0.2–0.3 eV per one In-environment. Thus, one can gain
a maximum of almost 1 eV in total energy, when moving a nitrogen atom
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Fig. 15.20. Ball and stick models of different group-III next nearest-neighbour
configurations of a nitrogen atom on a group-V lattice site

Table 15.2. Strain energies, chemical energies and resulting interaction energies of
various N-III nearest-neighbour configurations

Local configuration Estrain(eV) ∆Estrain(eV) ∆Echem(eV) ∆E(eV)

N-Ga4In0 (Fig. 15.20b) 1.69 – –
N-Ga3In1 (Fig. 15.20c) 1.28 −0.55 0.23 0.32
N-Ga2In2 (Fig. 15.20d) 0.92 −1.05 0.46 −0.59
N-Ga1In3 (Fig. 15.20e) 0.61 −1.50 0.69 −0.81
N-Ga0In4 (Fig. 15.20f) 0.39 −1.86 0.92 0.94

Models of the different nearest-neighbour configurations are shown in Fig. 15.20

from a four Ga-environment to a four In-environment, strongly supporting
the above-explained model.

This place-change, together with the different band gaps the varying local
N-III arrangements have [44], is a unique property of the dilute N-containing
III/V-semiconductors.

The TEM micrographs, which were taken under strain-sensitive diffraction
conditions, of the sample (high-In content laser material) annealed for 1 h
under TBAs stabilization at 725◦C and annealed for 25min in H2-atmosphere
at 625◦C are shown in Figs. 15.21 and 15.22, respectively. The As-stabilized
annealing does not result in dissolution of the strain fields, which can be
clearly seen in Fig. 15.21. The alternating white/dark contrast, which hints
to strong strain fluctuations, is still present. However, annealing conditions in
H2-ambient – even at lower temperature – result in the complete dissolution
of the strain fields and hence of the N-ordering (Fig. 15.22). This hints to
a process, which is strongly driven by the presence of As-vacancies, which
are generated to a larger extent, when annealing less As-stabilized, i.e. under
extreme conditions without TBAs stabilization at higher temperatures.

The dissolution of the nitrogen chains upon annealing in laser material,
thus, is caused by the change in N-nearest-neighbour environment from a Ga-
rich to an In-rich one, which is driven by a significant energy gain due to low
strain energy of the In-rich configurations.
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Fig. 15.21. Strain-sensitive (g =(202)) cross-sectional TEM micrographs of a
GaInNAs/GaAs laser quantum well annealed TBAs-stabilized at 700◦C for 5 min

Fig. 15.22. Strain-sensitive (g = (202)) cross-sectional TEM micrographs of
GaInNAs/GaAs laser material annealed unstabilized at 625◦C in H2-atmosphere

From this model, it is also possible to explain, why the dissolution of
the strain fields in high In-containing material should be easier compared
with low In-containing solar cell material. The probability for different In-rich
environments of the N as a function of the In-content is shown in Fig. 15.23.

For structures having an In-content of 30%, the probability for N to have
one In- nearest-neighbour is >40%, for two In-nearest-neighbours 27%, three
In-nearest-neighbours 7% and four In-nearest-neighbours <1%, respectively.
Concerning material with an In-content of only 8%, the probability for N to
have one In-nearest-neighbour is 25%, for two In-nearest-neighbours 3%, the
probability for more In in the neighbourhood is negligible in this case. Hence,
upon annealing of high In-content material, the N needs only to hop 0.5 nm
to find an environment of two In atoms or more. In contrast to that, the N
needs to cover a longer distance (1.2 nm), to reach an environment of two
In atoms in the low In-content material. Consequently, this diffusion process
takes either longer or only occurs at higher temperatures in low In-containing
material. Therefore, the annealing conditions have to be adjusted for the solar
cell material to allow for a longer diffusion of the N.

The inhomogeneous strain fields detected in quaternary GaInNAs, which
are caused by chain-like nitrogen ordering in [001]-direction, might play an
important role in solar cell devices as they might scatter carriers efficiently
and hence deteriorate solar cell performance. One can hence speculate that
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Fig. 15.23. Probability for different In-nearest neighbour environments of nitrogen
in dependence on the In content in the quaternary material

the strain fields act as carrier traps limiting minority carrier lifetime. How far
these defects are also identical to the ones described in ref. [27] is still to be
shown. It is reported that a N-correlated defect lies 0.25 eV below the band
gap and traps electrons very efficiently [27]. This defect is also responsible for
the reduction of the open-circuit-voltage of the devices as soon as nitrogen is
mixed to the crystal.

In the following the possibility to remove those strain fields also in low-
Indium containing solar cell material – as was observed for high In-containing
laser material – will be elucidated. (002) dark field imaging of a complete p on
n solar cell structure after growth confirmed a homogeneous In-depth distribu-
tion in the solar cell material. The corresponding strain-sensitive TEM (202)
dark field micrograph of an entire GaInNAs solar cell structure after growth
is shown in Fig. 15.24a. Large columnar strain fields are clearly observed in
the TEM dark field micrograph. The strain fields have a distance of 10–20nm
from each other and are elongated in growth direction to about 50 nm. The
strain undulations are found in the complete quaternary structure, indepen-
dent from the carrier type and concentration. The source for the strong strain
undulations in the material is again the chain-like nitrogen ordering.

After annealing the sample for 5min under As-stabilization at 700◦C and
subsequently for 25min at 625◦C in H2 atmosphere, only a slight reduc-
tion of the inhomogeneous strain contrast is observed, as can be seen from
the (202) dark field micrograph of the annealed sample, which is shown in
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Fig. 15.24. Cross-sectional TEM dark field images of a 1 µm thick Ga0.92In0.08

(N0.03As0.97) solar cell structure

Fig. 15.24b. These annealing conditions did result in the dissolution of the
nitrogen ordering in GaInNAs laser material, as had been shown in Fig. 15.22.

15.4.2 Optical Properties

As the N-chains might act as non-radiative carrier traps and/or recombina-
tion centres in this material system, photoluminescence spectroscopy (PL) was
chosen as suitable measurement to judge on the dissolution of the N-ordering
in GaInNAs. The PL intensity is a complex function of carrier lifetime, inter-
face recombination rates and carrier concentration; however, PL intensity is
correlated to the minority carrier properties.

Photoluminescence measurements were performed at room temperature,
exciting the samples using a cw Ar ion laser, operating at 514nm. The exci-
tation density was chosen to be similar to what one would expect for a III/V
solar cell under concentration. The following discussion summarizes the results
of PL investigations on GaInNAs solar cell and laser material with the aim
of improving the material quality for optimized solar cell and laser struc-
tures. Concomitant Hall measurements were performed to be able to decide
whether the change in PL intensity should be attributed to a change in carrier
concentration or a change in minority carrier lifetime.

The blueshift of the energy gap in GaInNAs alloys, i.e. a decrease in
PL wavelength after annealing, is a property of the quaternary, In- and N-
containing material. The ternary base materials Ga(NAs) and GaInAs do not
show a comparable increase of the band gap as a consequence of thermal
treatment [44], always paying special attention to not alter composition –
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Fig. 15.25. Blueshift of the bandgap of GaInNAs as a function of the anneal
temperature and the As stabilizing conditions

also not locally – or e.g. quantum well width during the anneal. It should also
be mentioned that the blueshift of the energy-gap is observed for quaternary
bulk-material as well as thin quantum well structures, indicating that one
deals with a bulk-material effect. In Fig. 15.25, the blueshift of the photolumi-
nescence peak position is plotted as a function of the annealing temperature
for GaInNAs applying different annealing ambients. At room temperature,
where the PL data of Fig. 15.25 had been taken, the PL signal originates from
band-to-band transitions, which is also confirmed by the negligible Stokes-shift
observed between PL and photomodulated reflectance measurements (PR) in
this material system. The progression of the curve shown here is character-
istic for the process. One observes an increase in band gap upon increasing
the annealing temperature, which saturates at a certain value. Annealing at
significantly higher temperatures neither improves PL intensity further nor
results in a further blueshift of the emission, but results in the structural
degradation and compositional phase-separation of the samples.

There is no change in PL peak position below an annealing temperature of
580–600◦C, indicating that there is a certain activation energy involved in the
process leading to this phenomenon. What one also observes is that the onset-
temperature as well as the absolute value of the blueshift are functions of the
quaternary alloy composition. Lower In-contents in the samples require higher
temperatures for the same blueshift. In-line with that lower In-contents also
result in a smaller maximum blueshift achievable. This finding is summarized
in Fig. 15.26, where experimentally measured blueshifts of the band gap are
plotted in dependence on the In-content in the quaternary layers.
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It can be clearly seen that the maximum blueshift of the band gap is for
low In-concentrations in the range of 10–20meV, while it can reach up to
60meV for In-concentrations used for laser-material, which are in the range
of 30–35%. Maximum blueshifts mentioned in literature amount up to 80–
100meV, depending on the composition of the alloy, which can reach up to
40% In.

What becomes also obvious from Fig. 15.26 is that the blueshift depends
linearly on the In-content of the samples. Dependencies on the N-content were
also predicted and observed [44]. For low In-contents under 10%, it is in the
range of 20meV, and it increases to a value around 40meV, when increas-
ing the In-content to below 30%. Further increase in In to values above 30%
results in an increase in maximum blueshift to 60meV. A further parameter
influencing the amount of blueshift at a given annealing temperature is the
TBAs stabilization as well as the duration of the annealing, as also outlined
in Fig. 15.25. This behaviour points to a strong influence of As-vacancies on
the process, as their concentration can be altered when changing the stabi-
lizing conditions. Decreasing the anneal time from 1 h under certain TBAs
stabilization conditions (open circles) to 1min (filled circle) does not change
the amount of blueshift, indicating that a diffusion-controlled process over
long distances is not the cause of the blueshift. This can, however, be tailored
by varying the amount of As-stabilization during the annealing. Using higher
stabilization results in an onset of the blueshift at higher temperatures (open
triangles), adjusting lower As-stabilizing conditions – as done when offering no
additional TBAs at all (open squares) – results in a low-temperature onset of a
significant blueshift. This confirms that the amount of blueshift increases with
increasing temperature as well as decreasing As-stabilization, proving that an
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increase in the amount of As-vacancies driven into the crystal increases the
value of the blueshift of the PL wavelength.

The band gap in the quaternary material and its shift upon annealing gives
information on the change in the group III neighbourhood of the nitrogen
atoms from Ga-rich ones upon growth to In-rich ones upon annealing. This
change in the nearest neighbour configuration of the N-atoms is driven by the
minimization of the total energy of the crystal. As described in the preceding
section, upon growth a Ga-rich configuration is adopted, as the crystal can
relax freely on the surface and the Ga-N bond is the strongest one in the
quaternary alloy. Upon annealing, bulk constraints play a larger role and the
N-place-change into an In-rich environment becomes favourable from the point
of view of minimizing strain energy.

One should also look into the change in PL-intensity upon annealing, as
this yields information on the dissolution of the N-chains, which act as non-
radiative centres in the material. The onset of their dissolution is linked – but
not directly correlated – to the blueshift, as nitrogen in chain-like configuration
exhibits an even more stable state than nitrogen in a Ga-rich environment.
Hence, more “aggressive” annealing conditions might be needed to dissolve
the N-ordering. The integrated PL intensity is depicted in dependence on the
anneal temperature – for different surface As-stabilizations – in Fig. 15.27.

The data were normalized to the PL intensity of the as-grown sample
(point at 525◦C). It can be seen that for samples annealed under TBAs stabi-
lization (circles) as well as for the samples annealed in H2-ambient (squares)
the integrated PL intensity increases with increasing anneal temperature up to
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ent environments as a function of anneal temperature. The data were normalized to
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a temperature of 725◦C. Above this value, the PL intensity drastically drops
for all annealing conditions studied, indicating a strong structural degrada-
tion, presumably a phase separation of the quaternary alloy treated above this
temperature. This increase in PL intensity upon annealing, which is observed
by many groups, is usually attributed to the removal of defects, which are
incorporated into the metastable alloy during growth. The annealing in H2-
ambient results in a much larger increase in PL intensity when compared with
the As-stabilized anneal at the same temperature. The PL signal is about one
order of magnitude more intense, if no As – except the As that is desorbing
from the GaAs covered susceptor – is offered to the epitaxial surface. Anneal-
ing under As supply at 725◦C, it is not even possible to achieve the same PL
intensity as the sample annealed in H2-ambient at a temperature 150◦C lower.

The PL intensity increase upon annealing goes along with a decrease in
linewidth of the PL signal. The linewidth of samples annealed under different
As-stabilization at different temperatures are plotted in Fig. 15.28.

The linewidth, measured at room temperature, of the sample annealed
in H2-ambient continuously decreases with increasing anneal temperature
from a value of 70meV to a value of 40meV, indicating an improved com-
positional homogeneity upon annealing. Also for the PL linewidth, the in
H2-ambient annealing conditions are more effective than the As-stabilized
ones, which result in similar linewidths, however, only at higher annealing tem-
peratures. This discussion shows – together with the findings concluded from
Figs. 15.21 and 15.22 – that the chain-like N-ordering can be dissolved in high-
In-containing laser material applying annealing under low-As-stabilization.
These annealing conditions create the As-vacancies necessary to mediate the
N-place change from a Ga-rich environment into an In-rich one as well as out
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of the N-chains into In-rich environments. This goes along with dissolution of
non-radiative centres and carrier scattering centres in the material, which also
should drastically influence minority carrier properties and solar cell device
performance, as will be shown in the subsequent section.

15.5 Solar Cell Characteristics

GaInNAs solar cells with an area of 0.25 cm2 and 1 cm2 were processed.
Photolithography was used to define the front grid structure of the solar
cells. Ti/Pd/Ag (30/30/100nm) contacts were evaporated sequentially and
annealed at 360◦C for 2min. The backside contact is made of Ni/AuGe/Ni
(12% Ge) (10/130/10nm). The contacts are reinforced by electroplated Au.
For simplicity no anti-reflection coating was applied during processing, but the
EQE results were corrected for surface reflectivity, which had been measured.

The internal quantum efficiencies (IQE) of identical n-on-p solar cell
layer structures annealed for different times and at different temperatures
is depicted in Fig. 15.29.

The solar cell consists of a 50-nm thick Mg-doped back surface field region
underneath the 100-nm thick Mg-doped base region, which is separated from
the 300-nm thick Te-doped emitter by a 500-nm thick, nominally intrinsic
region. The 700-nm thick GaAs-cap absorbers – as the above-laying GaInAs-
solar-cell will do in a multijunction-stack – the light above the band-edge of
GaAs. It can be seen from the IQE dependence on the annealing conditions
that one can already significantly improve the IQE, when going from a 5min
anneal under TBAs to a 60min long anneal at the same temperature. One has
seen previously [65] that the nearest neighbour change of N into an In-rich
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environment was only finished after the longer anneal for low In-containing
solar cell material.

On the other hand, One can still significantly improve IQE, when increas-
ing the temperature of the unstabilized anneal from 625◦C to 700◦C. These
are conditions that maximize the amount of As-vacancies in the crystal when
compared with the low-temperature anneal. The complete dissolution of the
N-induced strain-fields consequently needs that further activation. As only
10% of the entire nitrogen incorporated into the crystal is in the chains, there
might well be two annealing steps necessary, one optimized for the nearest
neighbour change of nitrogen in a Ga-rich environment, but not in a chain-
configuration, and a second one that needs to be optimized for dissolving the
N-chains. This is in agreement with what one had observed for the GaInNAs
laser material: that the TBAs stabilized anneal is responsible for the blueshift
of the energy-gap and the nearest neighbour change in nitrogen environment,
but the subsequent unstabilized anneal results in the dissolution of the N-
ordering. This step also has to be adjusted to the low In-contents in solar cell
material, as at the end the driving force for both processes is the same, namely
the nitrogen place change into an environment with lower strain energy. Using
a not yet fully optimized annealing process, already almost absorption limited
solar cell stacks were realized as confirmed by comparison of the IQE results
with the absorption of a 1 µm thick GaInNAs structure.

15.6 Summary

Several intrinsic characteristics of the dilute nitride material system
GaInNAs, which might influence carrier transport and hence device appli-
cations, were presented in the preceding chapter. Concerning solar cell appli-
cations, for which GaInNAs is a potential material for the introduction into
a multijunction stack, the metastable material system can be grown lattice
matched to GaAs/Ge substrates and having the required 1 eV band gap.
Majority carrier electron transport is still controversially discussed in lit-
erature and might be strongly influenced by the quaternary composition,
resulting in different band gaps as well as by post-growth annealing proce-
dures, resulting in different distribution of the alloying elements. Minority
carrier transport might be governed by intrinsic structural characteristics of
the dilute nitride material systems, namely a chain-like ordering of N in growth
direction upon growth. This configuration, which reduces the strain energy of
the crystal, might act as a non-radiative recombination centre and/or a carrier
trap. Dissolution of this N-ordering by annealing in quaternary material, via
altering the N-neighbour environment to an In-rich one, results in improved
minority carrier properties. This is reflected in a strong increase in PL inten-
sity as well as solar cell device structures, which are then nearly absorption
limited.
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Elemental Devices and Circuits for Monolithic
Optoelectronic-Integrated Circuit Fabricated
in Dislocation-Free Si/III–V-N Alloy Layers

Grown on Si Substrate

H. Yonezu

Basic technologies for realizing a monolithic optoelectronic-integrated circuits
have been developed, in which light-emitting diodes and metal oxide semi-
conductor field effect transistors were merged in a single chip. Structural
defect-free GaPN and InGaPN layers were grown on a Si substrate. Point
defects in these layers were reduced by reducing N ions and rapid ther-
mal annealing. The carrier concentrations of the GaPN layer were controlled
by doping S and Mg. InGaPN/GaPN double heterostructure light-emitting
diodes were fabricated by integrating these technologies.

Light-emitting diodes and metal oxide semiconductor field effect transis-
tors, which are elemental devices for optoelectronic-integrated circuits, were
fabricated merged in a single chip with a Si layer and an InGaPN/GaPN
double heterostructure layer lattice-matched to Si grown on a Si substrate.
The developed processing flow was based on a conventional metal oxide semi-
conductor field effect transistor processing flow. All light-emitting diodes
and metal oxide semiconductor field effect transistors operated normally.
Light emission from the light-emitting diode was modulated by switching
the metal oxide semiconductor field effect transistor. The growth and fabri-
cation process technologies could be effective for the realization of monolithic
optoelectronic-integrated circuits for massively parallel processing systems
and optical interconnections.

16.1 Introduction

It has been a dream to realize novel optoelectronic-integrated circuits (OEIC)
in which light-emitting devices are implemented into Si large-scale-integrated
circuits (LSI) consisted of metal oxide semiconductor field effect transistors
(MOSFET) [1]. However, following three problems have been preventing such
novel monolithic OEICs, although a few trials have been proposed [2, 3].

The first problem is the generation of a large number of structural defects
such as dislocations and stacking faults at the growth of radiative III–V
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compounds on Si substrates due to the difference of material parameters. The
second problem is the control of electrical and optical properties of GaPN and
InGaPN for fabricating light-emitting devices. The third problem is the mis-
match of fabrication processes between Si LSI and III–V compound devices.
In addition, it should be avoided that the number of process steps is increased
by fabricating the Si LSI and light-emitting devices sequentially [2] since it
leads to a nonrealistic poor yield, as reported on a three dimensional LSI [4].

The first problem was overcome by applying GaPN-based III–V-N alloys
which was lattice-matched to Si [5–7]. In addition, (In)GaPN light-emitting
diodes (LED) were fabricated since (In)GaPN is radiative although a host
material of GaP is an indirect-transition type [8, 9]. Thus, a Si LSI and an
(In)GaPN LED could be formed in Si/GaPN-based layers grown on a Si
substrate [10]. We have tried to develop the technologies for overcoming the
second and third problems [11]. As a result, elemental devices of Si MOSFETs
and GaPN-based LEDs for monolithic OEICs were fabricated in Si/GaPN-
based epitaxial layers grown on a Si substrate [12]. In this chapter, the details
of the fabrication and characterizations of these novel monolithic OEICs are
described.

16.2 Growth of Structural Defect-Free Si/(In)GaPN
Layers on Si Substrate

The epitaxial growth of III–V compound semiconductors on Si substrates
contains the specific following problems:

(1) The difference in the number of valence electrons
(2) The difference in lattice parameters
(3) The difference in thermal expansion coefficients

Problem (1) causes the generation of antiphase domains (APDs) [10, 13]. A
Si (100) surface forms monolayer steps covered with P atoms in the growth
of GaP. Then continuing atomic layers form different domains called APDs
on each terrace, in which P and Ga layers are shifted by one monolayer (ML)
between adjacent domains. Wrong bonds of P–P and Ga–Ga are formed at a
boundary between adjacent domains. These boundaries are called antiphase
boundaries (APBs). This problem was overcome by using a vicinal Si (100)
substrate since a terrace length was short [14]. APDs were annihilated at an
early growth stage within 10nm thickness when a thin GaP layer was grown
on the Si (100) substrate misoriented by 4 degree towards a [011] direction
at 450◦C by migration-enhanced epitaxy (MEE). Ga and P2 fluxes were sup-
plied by evaporating elemental Ga and InP polycrystals respectively with
conventional Knudsen cells. The initial formation of APDs would be related
to the charge imbalance at the heterointerface which could principally cause
the mixture of group III and V atoms and Si [15, 16].
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Problem (1) causes the generation of stacking faults and threading dis-
locations as well. A part of P atoms is desorbed from a P layer adsorbed
on a topmost surface of the Si substrate at 590◦C in conventional molecu-
lar beam epitaxy (MBE). This leads to the formation of stacking faults and
threading dislocations [17]. This problem was overcome by MEE at relatively
low temperature for suppressing the desorption of P atoms on the Si surface.
A stacking fault-free and dislocation-free GaP layer was obtained when the
thickness of the GaP initial layer was less than a critical thickness of about
50 nm [18]. A 20 nm thick GaP initial layer was grown on the Si (100) substrate
misoriented by 4 degree towards a [011] direction at 450◦C by MEE. There
were no structural defects of misfit dislocations and threading dislocations
as well as stacking faults in the GaP initial layer and at the heterointerface
between the GaP initial layer and the Si substrate. Thus, a Si surface is con-
verted to a GaP surface without the structural defects. It is noted that the
lateral lattice parameter of the GaP initial layer is the same as that of Si.

Problem (2) causes the generation of misfit dislocations and threading dis-
locations in lattice relaxation process [19,20]. This problem was overcome by
lattice-matched growth using GaPN, GaAsPN and InGaPN [5, 6]. A lattice
parameter decreases with the increase in N contents x in the III–V-N alloys,
while the band gap (Eg) decreases, as shown in Fig. 16.1 [13, 21–24]. It has
been estimated that GaP0.98N0.02 is lattice-matched to Si [21]. The GaPN
layers were grown at 590◦C by MBE. Radical nitrogen was supplied with an
rf-plasma source flowing N2 gas. Before the growth, the 20-nm thick GaP ini-
tial layer was grown on the Si (100) substrate misoriented by 4◦ towards the
[011] direction at 450◦C by MEE. The lattice parameters and N contents x
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of the GaP1−xNx layer were estimated with peak angles measured by (400)
and (511) X-ray diffraction (XRD), lattice parameters of GaP and cubic GaN,
elastic parameters of GaP and Vegard’s law. The threading and misfit dislo-
cations were investigated with a tilted cross-sectional transmission electron
microscopy (X-TEM) image.

Neither threading dislocations nor misfit dislocations were observed in the
200-nm thick GaP0.98N0.02 layer [5,13]. On the other hand, misfit dislocations
were observed in a 200-nm thick GaP layer grown on the Si substrate. Thus, it
was clarified that dislocation-free GaAsPN and InGaPN layers can be grown
on the Si substrate covered with the GaP initial layer [6, 9].

Problem (3) causes a tensile strain in III–V compound semiconductors
grown on Si substrates during cooling process since the thermal expansion
coefficients of the III–V compound semiconductors are larger than those of Si.
In the GaP0.98N0.02 layer grown on the Si substrate at 590◦C, the tensile strain
of the order of 108 Pa cm−2 is contained. When the tensile strain is increased
above a critical value at a relatively high temperature, edge dislocations are
introduced from a grown surface [25, 26]. The edge dislocations glide on a
(111) plane and remain at the heterointerface along <110> directions.

A Si capping layer is ideal since its lattice parameter is almost the same as
that of the Si substrate. Thus, the tensile strain is negligibly small. A 100-nm
thick Si capping layer following a 400-nm thick GaP1−xNx layer was grown
on the Si substrate covered with the 20-nm thick GaP initial layer [7]. For
Si epitaxy, a Si flux was supplied by evaporating a polycrystalline Si with an
electron beam evaporator. A small lattice-mismatch of 0.13% was obtained
between the GaP1−xNx layers and Si substrate, which is almost the same as
that between AlAs and GaAs. The N content x was estimated to be 2.9%. No
threading dislocations and no misfit dislocations were observed in any of the
epitaxial layers and heterointerfaces, as shown in Fig. 16.2 [7,10]. No stacking
faults or APDs were observed either; that is to say, a structural defect-free
Si/GaPN layers were realized on a Si substrate.

16.3 Optical and Electrical Properties of GaPN
and InGaPN

Possible LEDs that can be lattice-matched to Si substrate are InGaPN/GaPN
and GaAsPN/GaPN double heterostructure (DH), as seen in Fig. 16.1. The
other LEDs are strained GaP1−yNy/GaP1−xNx(y > x) DH LEDs and
strained InGaPN/GaPN and GaAsPN/GaPN DH or quantum well (QW)
LEDs. Thus, the optical and electrical properties of GaPN, InGaPN and
GaAsPN should be evaluated.

It has been argued that GaPN contains a factor of direct transition since it
is radiative and its absorption edge is steep while GaP is an indirect-transition
type [27–29]. However, the crystalline quality and the photoluminescence (PL)
efficiency of the GaPN layer deteriorate markedly with the increase in N
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Fig. 16.2. Structural defect-free Si/GaPN layers grown on a Si substrate [7, 10].
(a) XRD profile, and (b) X-TEM image of the structure

contents [30,31]. Thus, GaPN layers were evaluated whose N contents ranged
from about 1 to 2%. To investigate the effects of nitrogen ions during growth
process on the crystalline quality, an ion collector, constructed of two parallel
deflection plates at the head of the rf-plasma cell, was used. The ions, which
were generated in the rf-plasma cell, could be deflected by applying a high
voltage of 500V between the deflection plates. 100-nm thick GaPN layers were
grown with and without an ion collector on a 200-nm thick GaP buffer layer
grown on a GaP (100) substrate at 590◦C. Then a 100-nm thick GaP capping
layer was grown. Post-growth rapid thermal annealing (RTA) was carried
out at 900◦C for 60 s in order to improve quality of the sample. The PL-
integrated intensity of the GaP0.986N0.014 layer grown with the ion collector
was two times higher than that without the ion collector at 18K, as shown in
Fig. 16.3 [32]. No difference between the PL line shapes was observed.

The thermal quenching of the PL intensity of the GaPN layer grown with
the ion collector was less than that of the GaPN layer grown without the ion
collector. The PL-integrated intensity was increased by RTA for both GaPN
layers grown with and without the ion collector. PL peak wavelengths showed
blueshift after RTA [33]. These results indicated that as-grown GaPN layers
contained point defects with high concentration caused by ion damage and N
atoms. The point defects were reduced by applying the ion collector and RTA
although the defects were not completely eliminated.

To investigate electrical properties of n- and p-type GaPN layers, in which
the N content was smaller than 2%, 100–500-nm thick GaPN layers were grown
at 590◦C by MBE with the ion collector. The thickness is less than the critical
thickness of the GaPN layer grown on a GaP (100) substrate. Sulphur and
magnesium were used as n-type and p-type dopants, respectively, evaporating
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from a GaS compound and elemental Mg by conventional Knudsen cells.
n- and p-GaP layers were grown as well for reference.

The electron concentration in the n-GaPN layer was ten times lower than
that in a S-doped GaP layer. The temperature dependence of mobility (µ)
in the n-and p-GaPN layers are shown in Fig. 16.4a [34]. In general, mobil-
ity is restricted by phonon scattering (∝ T−1.5) at around room temperature
and by ionized impurity scattering (∝ T 1.5) at low temperature, as indi-
cated in Fig. 16.4a. The n-GaP0.994N0.006 layer with electron concentration



16 Elemental Devices and Circuits 411

of 4.3× 1017 cm−3 showed extraordinary temperature dependence of electron
mobility although the n-GaP layer showed normal temperature dependence
similar to that of the p-GaP layer, as shown in Fig. 16.4a. The electron mobil-
ity was decreased as the temperature was decreased even at around room
temperature. On the other hand, the n-GaP0.994N0.006 layer with hole co
ncentration of 1.1 × 1018 cm−3 showed normal temperature dependence of
hole mobility.

We proposed a scattering model as shown in Fig. 16.4b [34]. A low-energy
tail in photoluminescence caused by deep levels was supposed to be related to
the N–N pairs and the N clusters [35]. In addition, S and N atoms might form
complex point defects. In the n-GaPN layer, the N atoms at the low-energy
tail could trap electrons and be negatively charged since the Fermi level EF

is close to the conduction bandedge Ec and donor level Ed is shallow. As a
result, negatively charged N atoms could act as a Coulomb scattering centre.
Thus, the electron mobility of the n-GaPN layer follows the ionized impurity
scattering mechanism. On the other hand, such scattering does not occur in
the p-GaPN layer since the Fermi level is far below the low-energy tail.

In general, the increase in N content causes severe deterioration of crys-
talline quality and PL efficiency. A promising range of the N content is smaller
than about 4% at the present time. When the condition of lattice-match to Si is
satisfied, the In content is limited below about 8%. Thus, such InGaPN could
be an indirect-transition type since a host material of InGaP is indirect for the
In content smaller than 27%. In order to realize a direct-transition type, large
In contents are needed. A strained InGaPN/GaPN QW is promising, whose
well width is smaller than a critical thickness. The dislocation-free growth
condition and electronic properties were investigated for the InGaPN layers
with small and large In contents. InGaPN is used to an active layer of the
InGaPN/GaPN DH or QW LEDs. A 500-nm thick In0.041Ga0.959P0.982N0.018

layer was grown at 460◦C following the growth of a 200nm thick GaP buffer
layer at 590◦C on a GaP (100) substrate by MBE. A GaP0.982N0.018 was
grown at 460◦C for comparison. No threading dislocations were observed in
the InGaPN layer and no misfit dislocations at the heterointerface between
the InGaPN and GaP buffer layers. The temperature dependence of PL peak
energy showed a dip below 50K for the InGaPN layer although no dip was
observed for the GaPN layer [36]. This effect indicates the spatial variation
of band gap energy related to the spatial variation of In and N contents in
the InGaPN layer. The PL-integrated intensity of the InGaPN layer increased
after RTA at 700◦C for 30 s in a N2 ambient as for the GaPN layer.

In0.33Ga0.67P0.984N0.016/GaP0.982N0.012 QWs were grown at 500◦C follow-
ing the growth of a 200-nm thick GaP buffer layer at 590◦C on a GaP (100)
substrate by MBE. Five-period QWs contained 3-nm thick InGaPN wells and
25-nm thick GaPN barriers. Their thicknesses were smaller than their criti-
cal thicknesses. The XRD curve is shown in Fig. 16.5a [37]. The zeroth-order
satellite peak of the InGaPN/GaPN QWs was shifted to the right-hand side of
a substrate peak. It means that the lattice parameter of the InGaPN/GaPN
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QWs is smaller than that of the GaP substrate. No structural defects such
as threading and misfit dislocations were observed by X-TEM, as shown in
Fig. 16.5b [37].

The InGaPN wells and the GaPN barriers were grown coherently. Thus,
the InGaPN wells were strained compressively and the GaPN barriers con-
tained tensile strain. The integrated PL intensity of the InGaPN layer increased
after RTA up to 800◦C for 30 s in a N2 ambient.

16.4 Monolithic Implementation of Elemental Devices
for Optoelectronic-Integrated Circuits

Structural defect-free Si/GaPN layers are realized on a Si substrate, as men-
tioned in Sect. 16.2. The GaPN layer can be replaced with GaPN-based layers
for light-emitting devices with a DH and a QW structure lattice-matched to
Si. Thus, a structural defect-free Si/GaPN-based layers could provide mono-
lithic OEICs in which an LSI is formed in the Si layer and light-emitting
devices are in the GaPN-based layer [10, 11].

Elemental devices for the monolithic OEIC are typically a Si MOSFET
and an LED [11]. In principle, the LSI is composed of the Si MOSFETs and
the LED is driven by the MOSFET, as shown in Fig. 16.6a [12]. Operated
results in MOSFET circuits are obtained as the light output of the LEDs.
We have tried to fabricate the elemental devices of the Si MOSFETs in the
topmost Si layer and the LEDs in the InGaPN/GaPN DH layer.

The Si/InGaPN/GaPN DH layers in Fig. 16.6b were grown by MBE fol-
lowing the structural defect-free growth processes mentioned in Sect. 16.2.
The 20-nm thick GaP initial layer was grown on a p-Si (100) substrate mis-
oriented by 4◦ towards a [011] direction at 450◦C by MEE. Then the DH
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(a) Elemental devices and circuit (b) Layer structure
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InGaPN/GaP0.98N0.02LED

Fig. 16.6. Elemental devices and circuit for monolithic OEICs [12]

layer was grown at 500◦C which was constructed with a 600-nm thick p-
GaP0.98N0.02 cladding layer, a 100-nm thick p-In0.03Ga0.97P0.96N0.04 active
layer and a 600-nm thick n-GaP0.98N0.02 cladding layer. Sulphur and magne-
sium were doped in the n- and p-GaP0.98N0.02 cladding layers, respectively.
An InGaPN/GaPN DH LED with a similar layer structure was fabricated on
a Si (100) substrate before this trial [9]. The layers were structural defect-free
and a peak wavelength was around 650nm at room temperature. Then a 10-
nm thick GaP layer was grown at 500◦C for preventing a subsequent Si layer
from reacting with nitrogen in the n-GaPN cladding layer. The substrate was
transferred to another chamber through a high-vacuum tunnel. A 1-µm thick
Si layer was grown at 590◦C with an electron beam evaporator. The electron
concentration of the Si layer was measured to be 4 × 1017 cm−3.

The LEDs and the MOSFETs should be fabricated in a conventional pro-
cessing flow for MOSFETs. The fabrication processes are shown in Fig. 16.7,
by which p-MOSFETs and InGaPN/GaPN DH LEDs were formed [11].
Firstly, a p–n junction around the LED was etched off by reactive ion etching.
A 1-µm thick SiO2 film, which was utilized as a field oxide for the p-MOSFET
and passivation for the LED, was deposited by chemical vapour deposition at
550◦C. After forming the active region of the p-MOSFETs, boron ions were
implanted at 30 kV for forming a source and a drain. Phosphorous ions were
implanted at 30 kV for forming a contact to the Si layer. A 16-nm thick SiO2

film for forming a gate oxide was grown in a wet O2 ambient at 900◦C for
10min. This thermal process provided thermal annealing after ion implan-
tation as well as the increase in the light emission efficiency of the InGaPN
active layer. An aluminium metal gate was formed instead of a conventional
polycrystalline Si gate in order to simplify the processing flow. As a result, the
number of process steps was smaller than that for a conventional MOSFET.
The LEDs were simultaneously fabricated through the MOSFET fabrication
process.
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Fig. 16.7. Processing flow for elemental devices and circuit for OEIC [11]

The gate length Lg of the p-MOSFET was fixed to 10 µm. The gate widths
Wg of the p-MOSFETs were varied from 30 to 400 µm. The active regions of
the LEDs were varied from 20× 45 µm to 300 × 300 µm.

The photograph of the fabricated test chip is shown in Fig. 16.8, in which
four LEDs with an active area of 100 × 100 µm emitted red light at 10mA
applied through a metal probe [12]. All p-MOSFETs and LEDs in the chip
operated. Drain current Ids vs. drain voltage Vds curves of the p-MOSFET
with Wg of 30 µm were inserted with a parameter of gate-source voltage Vgs

in Fig. 16.8 [12]. All LEDs with different active areas showed mostly linear
current vs. optical output curves. The spectra were obtained through the
Si layer at 2–10mA at room temperature for the LED with an active area
of 20 × 45 µm, as inserted in Fig. 16.8 [12]. The peak wavelength was about
640nm. The cathode of the LED with an active area of 300 × 300 µm was
connected to the source of the p-MOSFET with Wg of 400 µm by the metal
probes. The optical output of the LED was switched by applying a pulsed
voltage to the gate of the p-MOSFET.

A high threshold voltage VT of −3.1 V could be attributed to a rough
surface and a high electron concentration of 4 × 1017 cm−3 in the Si layer. A
leak current through the thin gate oxide was in the order of 10−14 A. This
small leak current means the high quality of the gate oxide and of the interface
between the oxide and the Si layer.
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Fig. 16.8. Photograph of a wafer containing several chips [12]. Four LEDs with
an active area of 100 × 100 µm emitted red light in the centre chip. LEDs and p-
MOSFETs with various sizes were contained in a single chip. The upper left inset is
drain current (output current) Ids vs. drain voltage Vds curves of p-MOSFET with
Wg of 30 µm. The upper right inset is the spectra of the LED with an active area of
20 × 45 µm

The current vs. optical output curves of the LEDs were super-linear at a
small current region [9]. These performances mean that saturable nonradiative
recombination centres related to point defects were contained in the active
layer [38, 39]. It was confirmed by XRD profiles that no apparent structural
deterioration occurred in the LED layer at the thermal process for the growth
of the gate oxide at 900◦C for 10min. From these results, this thermal process
condition at the gate oxide growth can be matched with an optimum condition
for increasing the light emission efficiency of the LED [33].

OEICs in which LSIs containing LEDs could be realized when the threshold
voltage of MOSFETs is controlled and the small-size LEDs are fabricated. For
high performance, point defects should be reduced and InGaP or GaAsP, in
which N is incorporated, should be of a direct transition for an active layer.

A specific application of novel OEICs is massively parallel information pro-
cessing which is performed in biological sensors and brains. We have designed
and fabricated a bioinspired vision chip, in which the edge pattern of an input
pattern (“A”) was obtained, as shown in Fig. 16.9a [11].
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Fig. 16.9. Application of the novel OEIC to massively parallel information
processing [11]

42 × 42 pixels in the chip operated in parallel. However, the edge pattern
must be displayed sequentially by using a shift resistor. When a light-emitting
device is contained in each pixel, the edge pattern could be obtained instanta-
neously as an optical output pattern in the chip (Fig. 16.9b). Such massively
parallel information processing can be realized by implementing light-emitting
devices into each fundamental circuit although it is impossible in present time-
sequential processing. Moreover, the light emission would be useful to transfer
signals in a single chip and between chips instead of electrons. Thus, optical
interconnections would be also realized in the OEIC.

16.5 Summary

Structural defect-free GaPN and InGaPN layers were grown on a Si substrate.
Point defects in these layers were reduced by reducing N ions and by applying
RTA. The carrier concentrations of the GaPN layer were controlled by doping
S and Mg, and an electron scattering mechanism was clarified. InGaPN/GaPN
DH LEDs were fabricated by integrating these technologies.

LEDs and Si MOSFETs, which are elemental devices for OEICs, were
monolithically merged in a single chip with a Si layer and an InGaPN/GaPN
DH layer lattice-matched to Si grown on a Si substrate. The developed process-
ing flow was based on a conventional MOSFET processing flow. All LEDs and
MOSFETs operated normally. Light emission from the LED was modulated
by switching the MOSFET. The growth and fabrication process technologies
could be effective for the realization of monolithic OEICs for massively parallel
processing systems and optical interconnections.
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Analysis of GaInNAs-Based Devices:
Lasers and Semiconductor Optical Amplifiers

D. Alexandropoulos, M.J. Adams, and J. Rorison

An analysis of GaInNAs for optoelectronic device applications is performed.
Design rules are provided for GaInNAs lasers in terms of laser parameters such
as material gain, differential gain, differential refractive index, and linewidth
enhancement factor. The study is extended to semiconductor optical ampli-
fiers whose basic properties are investigated and issues related to polarization
insensitivity are addressed.

17.1 Introduction

Since the original suggestion of GaInNAs as an alternative to InP-based opto-
electronics by Kondow and coworkers [1], dilute nitride research has exhibited
considerable progress that extends from material physics to device applica-
tions and this is reflected by the range of topics in the chapters of the book
in hand. Indicative of the fast development in the research is the fact that
although GaInNAs optoelectronic applications were limited by material crys-
talline quality to 1.3 µm emission wavelength [2], now this has been extended
to the 1.55 µm telecommunications wavelength [3, 4].

The reader so far has been introduced to the physical properties of dilute
nitrides; working from these we deal here with GaInNAs from the application
viewpoint. This formulates the scope of the present chapter, i.e., the manip-
ulation of the unusual physics of GaInNAs alloys for practical optoelectronic
devices.

Until recently laser applications in the published work on GaInNAs
[5–7] focused on the superior temperature characteristics. However, GaInNAs
possesses features that can prove beneficial for other optoelectronic device
applications, thus making the use of the material more versatile. For exam-
ple, the high electron mass and the reduced transition matrix element can
be used to tune the properties of the structure, depending on the applica-
tion of interest. In addition, it is desirable from the fabrication point of view
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that optoelectronic devices of different functionality are based on the same
material substrate, in this case GaAs.

Few researchers initially acknowledged the potential of GaInNAs for
nonlaser applications [8–12] but gradually the list of nonlaser GaInNAs
applications is expanding [13].

Here we highlight the potential for GaInNAs-based semiconductor optical
amplifiers (SOAs) and also address design issues related to GaInNAs lasers.
The rest of the chapter is organized as follows. In Sect. 17.2 we establish the
band structure model, which is implemented in Sect. 17.3 to study N- effects
on the optical properties of GaInNAs alloys. In Sect. 17.4 we provide design
maps for optimal laser performance. Finally in Sect. 17.5 we deal with GaIn-
NAs for optical amplification under both polarization sensitive and insensitive
conditions.

17.2 Band Structure

17.2.1 General Considerations

The requirements from the band structure model for the modeling of GaInNAs-
based optoelectronic devices are (1) to describe accurately the physics and
(2) be computationally accessible. This implies the use of phenomenological
parameters that are calibrated against complicated approaches. These include
full pseudopotential calculations [14] and super-shell tight-binding calcula-
tions [15]. Both build the physics of the crystal on an atom-by-atom basis
and therefore the requirement of phenomenological parameters is minimal if
nonexistent. Hence they can be of predictive value and at the same time pro-
vide estimations of parameters that are otherwise calculated implicitly from
experiment. However, their complexity and the demanding computational
requirements make them unsuitable for laser modeling.

An alternative approach to account for the nitrogen-induced modification
of the band structure is the band anticrossing model (BAC) [16] already pre-
sented in Chap. 3. For the sake of completeness, here we only present a brief
account of the mathematical formalism of the BAC model that serves the
scope of the present analysis, highlighting the aspects of the model that are
important for the modeling of practical devices. For a more informative analy-
sis along with an experimental verification of the model, the reader is referred
to Chap. 3.

The BAC model explains the anticrossing behavior of GaInNAs conduction
band energy levels with pressure. In the context of BAC the incorporation
of N into GaInAs (or GaAs) alloys leads to a strong interaction between the
conduction band and a narrow resonant band formed by the N states, because
of the highly localized nature of the perturbation induced by the N atoms.
The overall effect is the splitting of the conduction band, with a consequent
reduction of the fundamental band gap due to the lowering of the conduction
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band edge. The states of the subbands are represented by functions that are
a mixture of extended GaInNAs (or GaAs) conduction band and localized
nitrogen states.

The mathematical formalism of the model is derived as follows: the inter-
action between the extended conduction states of the matrix semiconductor
(GaInAs) and the localized N states is treated as a perturbation that leads to
the following eigenvalue problem [16]:

∣

∣

∣

∣

E − EM −VMN

−VMN E − EN

∣

∣

∣

∣

= 0 (17.1)

where EM is the conduction states of the matrix semiconductor, EN is the
localized states of the nitrogen, and VMN is the matrix element describing the
interaction between the EM and EN. It is the VMN that leads to the mixing
and anticrossing of these two states. The functional form for VMN and the EN

parameters reads [15]

VMN = CMN

√
x

EN = 1.675 − γx (17.2)

In the above x is the nitrogen concentration and CMN is a parameter that
depends on the matrix semiconductor and hence the In composition, and a
typical value for γ is 2.52. It is obvious that the calculation is very sensitive
to the values of EN and CMN; we deal with this in more detail in Sect. 17.2.2.

The BAC model, despite its simplicity, manages to explain and provide
useful insight into the physics of the material. An obvious drawback of its
simplicity is that it is heavily dependent upon experimentally determined
parameters, thus limiting the ability of the model to provide quantitative
results except for specific samples. This approach, however, can benefit from
the more detailed band structure models in terms of analytical expressions for
the parameters otherwise provided by experiment. Thus it can be extended
to give relatively reliable estimates for any sample, irrespective of experiment.
The valence band structure is primarily determined by the matrix semiconduc-
tor (in the case of GaInNAs, this being GaInAs) [16,17]. It is assumed that the
valence bands and the conduction bands are decoupled. We only consider the
coupling between all valence bands, namely heavy hole (HH), light hole (LH),
and Spin–Orbit (SO) [18]. This is essential since the spin–orbit coupling has
significant effects on the band structure especially for highly strained quan-
tum wells [19], as is indeed the case for GaInNAs/GaAs quantum wells when
aiming for the emission wavelength of 1.3 µm.

The dispersion relations of the energy levels are delivered by diagonalizing
the Luttinger–Kohn (LK) Hamiltonian [20]. For the LK Hamiltonian we have
followed standard procedures for ensuring the Hermitian properties of the
operators and for accommodating the quantum size effect. The additional
mixing due to strain is also accounted for through the Pikus–Bir Hamiltonian,
while the conduction band states of the strained structure are shifted by the
hydrostatic deformation energy [21].
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The Hamiltonian matrix gives rise to six coupled differential equations.
This can be further simplified if the axial approximation is applied, which
transforms the six rate equations to a system of three. The resulting sys-
tem of three coupled differential equations is solved using the finite difference
method [22].

17.2.2 Parameterization of the Band Anticrossing Model

The correct parameterization in terms of EN and CMN is imperative for the
predictability of the model [23]. The work of Klar and coworkers [24] is a
significant contribution towards this end. Their experimental and theoretical
work proved that a set of discrete band gaps exist in GaInNAs depending on
the nearest-neighbor (NN) configuration around the N site. This can be 4Ga,
3Ga, 2Ga, or 4In. An oscillator strength is associated with the transition
corresponding to each NN and the experimentally observable band gap is
the outcome of the overlapping contributions of each NN environment. The
existence of NN distributions in GaInNAs and GaInNAsSb has also been
observed experimentally by Lordi and coworkers [25].

Depending on the growth technique and the post-growth treatment, dif-
ferent environments are favored. In this way, the blueshift observed during
annealing is attributed to the enhancement of the oscillator strength for the
NN configuration with the biggest band gap [24]. For each environment the
parameterization of the band structure is different. In particular the EN is
calculated to vary depending on In composition and the possible NN con-
figuration. Using supercell calculations of the conduction band structure of
GaxIn1−xNyAs1−y the In-concentration dependence of the E− state and the
localized N-level for different (Ga,In)-nearest neighbor environments of the
N-center can be determined. The functional form of these can be expressed as

EN(4In) = 2.31x10−5y2 − 0.0062y + 1.8918 (17.3)

EN(1Ga) = 2.39x10−5y2 − 0.0064y + 1.8384

EN(2Ga) = 2.82x10−5y2 − 0.0067y + 1.7808

EN(3Ga) = 3.66x10−5y2 − 0.0071y + 1.7258

EN(4Ga) = 3.96x10−5y2 − 0.0074y + 1.6700

In the above y is the In composition. In obtaining the set of equations (17.3)
we have an interpolation scheme of second order polynomial to the results
presented in [24]. The CMN parameter according to [24] is approximately 2
for the 4Ga NN configuration and about 1.35 for the 4In NN configuration.
The set of equations (17.3) and the corresponding CMN values provide the
framework for the pair of EN-CMN values to be used in our calculations.

In the above y is the In composition. In obtaining the set of equations (2.3)
we applied an interpolation scheme of second order polynomial to the results
presented in [24]. The CMN parameter according to [24] is approximately 2
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for the 4Ga NN configuration and about 1.35 for the 4In NN configuration.
The set of equations (17.3) and the corresponding CMN values provide the
framework for the pair of EN-CMN values to be used in our calculations.

17.2.3 Band Lineup

It is well established that the reduction of band gap when N is introduced in
the GaInAs matrix is mainly accommodated in the conduction band, the exact
percentage of which is usually introduced phenomenologically. This, however,
raises the issue of hole confinement. Indeed early work suggested that the
incorporation of N not only causes the lowering of the conduction band edge,
but the valence band edge as well [26], which will effectively lead to Type II
alignment. Further experimental [27] and theoretical studies [28] contradict
these results and instead have shown that the valence band has the same type
of alignment as the conduction band, namely Type I.

Typical values regarding the band offsets are 95% for the conduction band
[17] and 5% for the valence band whereas other authors [29] have proposed
80% and 20%. Bearing in mind that material gain and related parameters are
sensitive to the band offsets considered [30], the different band offset values
reported in literature are confusing.

Klar and coworkers [31] have related the band offsets with band parameters
derived from tight-binding calculations. Their approach consists of accounting
for the band offsets of the matrix semiconductor in the context of model solid
theory [32] and introducing a further shift to these depending on the nitrogen
concentration. The modified matrix semiconductor energy levels are inserted
in the band structure model, which will give the additional shifts. In particular,
denoting the modified valence band edge energy of the matrix semiconductor
by EMv and the modified conduction band edge energy by EMc, and assuming
nitrogen content of x then, EMc = Eco,GaInAs+αx and EMv = Evo,GaInAs +κx
where, α ≈ 1.55 and κ ≈ 3.88. Eco,GaInAs and Evo,GaInAs are the unperturbed
conduction and valence band edge energies of the matrix semiconductor. In
the following we use the model of [31].

17.2.4 Implementation of the Band Structure Model

To develop a better understanding of the unusual electronic properties of
GaInNAs, it is useful to decipher the effect of nitrogen on the band structure.
For this reason we consider three different structures with In and N composi-
tions tailored so that the emission wavelength is 1.3 µm. The band structure
of these is shown in Fig. 17.1.

A straightforward observation is the nonparabolic nature of the GaInNAs
conduction bands resulting from the admixture of the extended like states
of the matrix semiconductor and the localized states of N. This remarkable
feature is more obvious when compared to the parabolic conduction band of
GaInAsP.
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Fig. 17.1. Band structure of 7 nm GaInNAs/GaAs quantum well structures for
three different N contents, as shown on the figure. k|| is normalized with respect to
the lattice constant of the well material

The valence bands, unlike the conduction band, do not exhibit any peculiar
characteristics. This is expected since N primarily affects the conduction band
[16]. Therefore, the valence bands are GaInAs-like (or matrix semiconductor-
like). Another noticeable feature is that the parabolicity of the bands is
restored with decreasing N content. It is reminded that the structures of
interest emit at the same wavelength. The restoration of parabolicity with
decreasing N content can be explained in terms of band repulsion, which is
enhanced when the amount of compressive strain is increased, as is indeed the
case for low N contents.

17.3 Optical Properties of GaInNAs Alloys

Having established the band structure in the previous section, here we pro-
ceed to calculate the material gain and related properties that characterize
a GaInNAs-based laser, namely the differential gain, differential refractive
index, and linewidth enhancement factor, emphasizing the effects of the band
structure on these.
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17.3.1 GaInNAs Material Gain

In Fig. 17.2 we plot the material gain for TE-polarization calculated for four
different 7 nm GaInNAs/GaAs structures with compositions such that the
emission wavelength is approximately 1.3 µm, for a carrier concentration of
2.5 × 1018 cm−3.

The calculation is based on free carrier theory [33] while intraband
relaxation effects are included via a lineshape broadening function [34].

The peak value and bandwidth of material gain are increasing with
decreasing N content for a given carrier concentration, which is attributed
to the N-induced modification of the conduction band density of states. The
material gain for TM-polarization of the structures of Fig. 17.2 for the same
carrier density is shown in Fig. 17.3. The TM gain attains considerably smaller
values than TE gain, which is reasonable if we consider that TM-polarization
couples to LH-states and these are repulsed from the top of the valence
band because of compressive strain conditions, which results in low carrier
population at the LH-states.

It is useful to remember that for the derivation of the band structure the
assumption of 2Ga for the NN configurations is used. Adoption of a differ-
ent NN configuration will alter the results presented above, since the band
structure will be modified accordingly.

The bandwidth properties for TE and TM gain are the same. Gain band-
width, i.e., the region defined by the range of energies over which the gain is
positive, reflects the band structure properties and therefore for given carrier
density it will be independent of the polarization. This does not hold for the
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Fig. 17.2. TE material gain at carrier density of 2.5 × 1018cm−3 for various 7 nm
GaInNAs/GaAs structures
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Fig. 17.3. TM material gain at carrier density of 2.5× 1018cm−3 for the structures
of Fig. 17.2

peak gain wavelength and value for the two gain spectra. In particular, for TM
gain the peak wavelength has the opposite trend than for TE gain. The red-
shift of the peak gain wavelength of TM gain reflects in band structure terms
an upward shift of the LH1 subband, which is indeed the case for increasing
N content.

17.3.2 N-Positional Dependence of Material Gain

In the standard BAC model the electron associated with the N isoelectronic
defect can be assumed to be strongly localized at the highly electronegative N
defect site. In an effective mass type of picture this corresponds to a very large
effective mass, me

∗, and small orbit size, being associated with this electron.
It follows naturally that the dispersion of this state can be taken as flat and
that the N defect position within the quantum well is unimportant as the N
electron wavefunction never feels the confining potential of the barrier. It also
assumes that the N atoms are located randomly within the quantum well so
that the concentration profile is uniform across the quantum well.

If the position of the N within the quantum well is not uniform this simple
model breaks down. This may indeed be a more realistic situation as N may
migrate to the edges of the quantum well to try to relieve strain effects. Qiu
and Rorison [35] have investigated the role of the position of the N within
the quantum well and have found that the strength of the conduction band
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Fig. 17.4. The conduction band states for a Ga0.35In0.65N0.01As0.99/GaAs QW
with three subbands (E1, E2, and E3). The solid lines show the N being distributed
uniformly while the dotted lines show the N being distributed in a centralized peak
and the dashed-lines correspond to the N being distributed at the two edges of
the QW

probability with the localized N site determines the strength of interaction.
Therefore, N atoms located at the center of the quantum well are more effec-
tive at pushing the conduction band down and decreasing the band gap than
those N atoms located at the edge of the quantum well where the conduction
band probability is low. Indeed this may also explain the blueshift if N atoms
are migrating to the edges of the quantum well after annealing.

This model also predicts that the height of the quantum well barrier is
important if N atoms are located at the edges with small barriers resulting
in a larger conduction band probability at the edges and therefore a stronger
interaction with the N atoms. Figure 17.4 shows the conduction band states
in a GaInAs quantum well with three subbands when the added N is located
at the center and the edges of the quantum well compared with the same
concentration of N being uniformly distributed within the quantum well.

When the N is located at the center of the well it interacts spatially most
strongly with the ground state and less with the first order state, whereas if
N is located at the edges of the well it interacts spatially most strongly with
the first excited state. This is reflected in the energy shifts seen in Fig. 17.4
where if N is in the center the splitting between the ground and first excited
level is increased.

The gain is plotted in Fig. 17.5 where the increased strength of the interac-
tion of the centrally positioned N with the lowest conduction band is observed
as a red-shift in the wavelength of the ee1-hh1 transition, which corresponds
to the gain peak. In addition the magnitude of the gain is increased due to
the increase in the splitting between the ground and first excited conduction
states.
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17.3.3 Comparison of GaInNAs and GaInAsP Material Gain

To establish the merits of this material system we compare the material gain
with that of a GaInAsP/InP structure, a well-established solution for tele-
com optoelectronics. It must be emphasized though that the comparison can
be misleading since one can vary strain parameters so as to alter particular
attributes. Here, however, we feel that the comparison is valid since the struc-
tures chosen are such that the emission wavelength is approximately the same,
as well as the peak gain value. The results for TE and TM polarization and
details of the structures compared are shown in Fig. 17.6.

A general observation is that the material gain is comparable for the two
material systems with the bandwidth being bigger for the GaInAsP material
system. The bigger bandwidth of GaInAsP material gain is attributed to the
smaller electron effective mass as compared to GaInNAs. This translates to
smaller density of states and therefore the change of the Fermi levels with
carrier injection is more efficient.

17.3.4 Differential Gain

Differential gain (DG), dgm/dN enumerates the efficiency of the structure
in using the pumped carriers for the amplification process of the EM wave.
Mathematically, it describes the rate of change of the material gain under
pumping conditions and can be calculated by differentiating the material gain
with respect to carrier density [36].
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Fig. 17.6. Comparison of TE and TM material gain for 7 nm GaInNAs/GaAs and
GaInAsP/InP structures as indicated in figure for carrier density of 3 × 1018 cm−3

The importance of differential gain can be deduced from the very definition
of it. The higher the value of the DG the bigger the change of the value of
material gain with injected carriers and therefore positive gain is reached at
lower carrier concentration. Hence, the threshold properties of a laser structure
are governed by DG. In addition, DG determines the modulation properties of
the laser [37], which is intuitively expected since DG quantifies the dynamics
of the material. A key parameter that affects the modulation performance of
a semiconductor laser is the relaxation frequency fr, defined by [37];

fr =
1

2π

√

c

nr

dgm

dN

So

τp
(17.4)

where So is the photon density under steady state and τp is the photon lifetime
in the cavity, and nr is the refractive index. High values of fr ensure improved
modulation bandwidth and therefore high values of dgm/dN are appealing for
modulation applications.

Figure 17.7 shows the dispersion of the differential gain for the four GaIn-
NAs/GaAs structures of Fig. 17.2. For each case the calculation is performed
at transparency carrier concentration, i.e., at the lowest carrier density at
which the material gain becomes positive. Structures with increased N content
give smaller values of DG. This observation does not only apply for the peak
value of DG, but extends over a considerable range of energies. At the low-
energy side as well as in the high-energy side the DG curves converge. The
reason for convergence near band gap energies is obvious, since at energies
below band gap the material does not absorb radiation. For elevated energies,
states with k-values away from the zone center participate in the transition.
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Fig. 17.7. (a) Differential gain for the four GaInNAs/GaAs structures of Fig. 17.2
calculated at transparency concentration for each structure; (b) detail of (a)

Energetically these states come closer because of the change of character of
the bands due to band mixing, i.e., the HH-like bands near k = 0 develop a
strong LH component for k >> 0 and vice versa.

In Fig. 17.7b we have plotted the detail of Fig. 17.6a that highlights the
effects near the wavelength of interest, namely 1.3 µm or 0.954 eV. For the
explanation of the trends identified, one has to consider that [36] the carrier
gradient is depicted in the Fermi factors of the relation for DG; conse-
quently the band structure will determine the spectral characteristics and
peak gain value.

The results of Fig. 17.7 are in agreement with those reported by Chow and
Harris [38] who have calculated for GaInNAs/GaAs under compressive strain
(≈−2.5%) a value of 2.8 × 10−19 m2, which compares well with our calcula-
tion of 3×10−19 m2 for compressive strain of −2.48%. Tomic and O’Reilly [39]
on the other hand have calculated a value of approximately 1.9 × 10−19 m2,
whereas Yong and coworkers [40] have calculated 1.45×10−19 m2. The effect of
the intraband relaxation time on the differential gain calculations was appre-
ciated by Tomic and O’Reilly who calculated a difference in peak differential
gain of the order of 0.6 × 10−19 m2, for intraband relaxation times ranging
from 0.1 to 0.038ps.

The band structure effect is manifested in the density of states of the
bands, which in turn determines the “mobility” of the quasi-Fermi levels.
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Elevated values of the density of states translate to bands with small curvature
that makes the process of pushing the quasi-Fermi by carrier injection upwards
(downwards) in the conduction (valence) band sluggish. Subsequently, harder
carrier pumping is necessary to achieve the desired quasi-Fermi level. The
above provide the explanation of reducing differential gain with increasing N
content.

17.3.5 Differential Refractive Index

The interaction of the dense electron–hole plasma, created under pumping
conditions in the semiconductor laser medium, with the EM radiation gener-
ates nonlinear effects, the strength of which depends on the carrier density.
The deviation from the linear regime can be utilized to perform various
schemes related to the manipulation of the signal.

Of particular importance for laser modeling is the nonlinear response of the
refractive index change with injected carriers, the differential refractive index
dn/dN . dn/dN plays a pivotal role in phenomena that range from optical
bistability (OB) [41], chirp [37], which describes the frequency displacement
with injected carriers to frequency modulation (FM) [42]. These phenomena
can be exploited to build optical devices [43, 44], hence it is useful to men-
tion that OB and FM are enhanced for high values of dn/dN whereas the
detrimental effect of chirp is suppressed for low values of dn/dN .

In Fig. 17.8 we have plotted dn/dN for the same structures as Fig. 17.7 for
the corresponding transparency carrier concentrations. The band structure
determines the spectral shape of dn/dN through the carrier dependent Fermi
factors. Same arguments hold for the behavior of |dn/dN | as in the case
of dgm/dN , regarding the modification of the DOS with N content and the
consequent changes in quasi-Fermi levels.

17.3.6 Linewidth Enhancement Factor

It is well established that efficient carrier confinement in GaInNAs/GaAs
quantum wells ensures excellent temperature characteristics of GaInNAs-
based laser structures. However, carrier confinement is not a sufficient reason
to switch from InP-based optoelectronics to dilute nitrides for emitters in the
telecommunication window. Instead a number of issues need to be addressed,
and we do this in Sect. 17.4. Here we will only deal with the spectral linewidth
of GaInNAs structures.

The measure of the spectral linewidth of a semiconductor laser is the
linewidth enhancement factor, α [45], and the functional form of the depen-
dence is ∆v = ∆vST(1 + α2) [46] where α is the linewidth enhancement
factor and ∆vST is the linewidth predicted by the modified Schawlow–Townes
formula. α is defined by the following formula:

α(E) =
2E

�c

(

dn(E)

dN

/

dgm(E)

dN

)

(17.5)
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Fig. 17.8. (a) Differential refractive index for the four GaInNAs/GaAs structures
of Fig. 17.2 calculated at transparency concentration for each structure; (b) detail
of (a)

The results of the α factor calculation for the same structures as in Fig. 17.7
are shown in Fig. 17.9. The values of alpha for the four structures do not
differ significantly over a wide range of energies (Fig. 17.9a) unlike dn/dN
and dgm/dN .

Apart from the effect of α on the linewidth of a semiconductor laser, in
real device terms α is a useful tool for the design of high-speed lasers and the
implementation of modulation schemes. For high-speed applications the device
properties are tailored so that α is minimized with consequent suppression of
chirp. Efficient amplitude modulation (AM) is also achieved with low values
of α, whereas for FM applications the design should aim for high values of α.

Concentrating on a narrower range of energies that includes the emission
energy (Fig. 17.9b), the values differ in the first decimal digit with the struc-
ture with less N content exhibiting the lowest |α|. This is in accordance with
published results regarding the effect of compressive strain on |α| [47]. As a
measure of comparison it is noted that typical values of |α| are in the range of
2–4 [48]. For most laser applications it is usually desirable that the α factor
has small values so that the linewidth is sufficiently narrow. Strategies for the
minimization of |α| are discussed in [49].

A similar conclusion is reached in [50] when comparing GaInNAs and N-
free GaInAs. Their findings suggest that the balance between the differential
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Fig. 17.9. (a) α factor for the four GaInNAs/GaAs structures of Fig. 17.2 calculated
at transparency concentration for each structure; (b) detail of (a)

gain and differential refractive index quenches the band structure effect, thus
making the α factor nearly N-independent. Experiment and theory on the α
factor can be found in [50] and [51]. While the present study is in general
agreement with the conclusions of [50] and [51], a strict comparison is not
possible as the approach of [50] and [51] consists in studying the α factor at
the gain peak.

While the band structure properties of GaInNAs exhibit many differ-
ences to InGaAsP, these are not manifested on the α values when comparing
GaInNAs and InGaAsP structures [52]. This observation indicates the suit-
ability of GaInNAs-based semiconductor lasers for transmitter applications in
high-speed transmission systems.

17.4 Laser Design Considerations

In this section we will produce the composition mapping for 1.3 µm emis-
sion and derive some basic design rules not only from the viewpoint of
the transition wavelength but also in terms of parameters related to laser
performance.

The motivation for elaborating on the design lies in the observation that
both the incorporation of In and the incorporation of N lead to a redshift
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of the GaInNAs band gap [1]. Hence, the obvious routes for 1.3 µm emis-
sion are either to favor large In compositions and low N or the other way
around. Therefore, it is necessary to distinguish these cases and explore the
optimal route that will ensure not only the desirable emission wavelength but
also enhanced laser performance. The gauges of this evaluation are the peak
differential gain, the transparency concentration, and the momentum matrix
element. Ideally for a laser structure one requires the maximum possible dif-
ferential gain and the lowest possible transparency concentration, so that the
carrier concentration required to reach the maximum gain and the carrier
concentration necessary to reach positive material gain are minimized, respec-
tively. In addition, high differential gain enhances the modulation bandwidth
of laser structures and also influences the saturation power of semiconductor
optical amplifiers. Differential refractive index at the wavelength of interest
should be sufficiently low to ensure low values for the α factor, for applica-
tions that involve intensity or amplitude modulation, whereas for applications
that utilize frequency modulation it should be high. The momentum matrix
element quantifies the overlap between the electron wavefunction and the
hole wavefunction. Hence maximum possible values are desired since the
wavefunction overlap is then more efficient, which leads to higher values
of gain.

17.4.1 Effect of In and N Composition
on the Transition Wavelength

In Fig. 17.10, we plot the In and N compositions required to achieve 1.3 µm
emission wavelength for various well widths. The EN is taken to vary with In
assuming that the NN environment is 2Ga, and CMN is taken as the mean
value of the two endpoint values, namely 1.675 [53]. Any combination of In
and N composition that falls on the curve for the same well width will emit
at 1.3 µm. The quantum confinement effect in the lasing wavelength is quite
straightforward and exhibits the usual trend. For increasing well width the
transition energy is shifted downwards and therefore less In and N are required
to achieve an output wavelength of 1.3 µm (Fig. 17.10).

In Sect. 17.2 we underlined the importance of the parameterization of the
band structure and we presented the NN approach for the determination of the
EN and CMN values. Here, we elaborate on this aiming to show how different
NN environments affect the calculations, given the strong dependence of the
functional form of the EN with In composition on the NN configuration. We
plot in Fig. 17.11 the In and N compositions for a 7 nm GaInNAs/GaAs QW
that emits at 1.3 µm for three cases, the two extremes 4Ga and 4In, and the
mean approach, that is 2Ga.

Figure 17.11 provides an explanation of the plethora of values of the com-
binations of compositions found in the literature (a review of these can be
found in [55]), for a given wavelength. It is easily seen that according to
the approach of [24] for the CMN − EN pairs, the compositions of In and N
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Fig. 17.10. Composition requirements for 1.3 µm of GaInNAs/GaAs QWs for the
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required for 1.3 µm emission vary substantially, depending on the microscopic
configuration. In the light of these results, the differences in reported val-
ues arise from the different post-growth treatments that induce different
microstructural changes and hence favor different NN configuration to domi-
nate the transitions. Figures 17.10 and 17.11 serve also as a verification of our
band structure model: comparison of these with published design curves for
a 7 nm GaInNAs/GaAs structure produced from a 10 × 10 Hamiltonian [39]
shows very good agreement.

17.4.2 Effect of In and N Composition on the Optical Properties

Figure 17.12 shows the transparency carrier concentration, that is, the con-
centration at which the material gain becomes positive, for different N
compositions and well widths. The In composition is such that for the N
composition, the emission wavelength is 1.3 µm. The corresponding peak dif-
ferential gain at these transparency concentrations is shown in Fig. 17.13. The
calculation of the peak differential gain is performed in the context of the free
carrier theory allowing for lineshape broadening of 0.1 ps. In Fig. 17.14, we plot
the differential refractive index at the transparency concentration at 1.3 µm.
Finally we have calculated for the same conditions as above the normalized
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Fig. 17.12. Transparency concentration against N content for various well widths
and In content such that the emission wavelength is 1.3 µm (Taken from [54] c© IET)
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value of the TE momentum matrix element (MME), namely MMETE/Mb and
this is shown in Fig. 17.15. Mb is the bulk momentum matrix element with
units of (kg × eV)−1/2.

Given that the emission wavelength is fixed at 1.3 µm, for any given N con-
centration the decrease of the peak differential gain with increasing well width



438 D. Alexandropoulos et al.

0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0.46

0.48

0.5

0.52

0.54

0.56

0.58

0.6

0.62

0.64

N composition

M
M

E
T

E
/M

b

5nm 

6nm 

7nm 
8nm 

9nm 
10nm 

Fig. 17.15. MME for TE polarization for CB1 → HH1 for various well widths
against N composition (Taken from [54] c© IET)

(Fig. 17.13) can be interpreted in terms of the amount of compressive strain.
Indeed for increasing well width the In fraction necessary for 1.3 µm emis-
sion decreases and hence the compressive strain decreases, which translates
to an increase of the density of states. This, however, is in competition with
the quantum confinement effect on the density of states, but the differential
gain behavior is primarily determined by the strain effect. The dependence
of |dn/dN | (being the Kramers–Kroning transform of dg/dN) on well width
(Fig. 17.14) is also dominated by the band structure effect.

On the other hand, in the case of the transparency concentration
(Fig. 17.12) the quantum confinement effect dominates, and the decreasing
trend with increasing well width is attributed to the quantum size effect
induced modification of density of states. Similar arguments hold for the
momentum matrix element’s dependence on the well width (Fig. 17.15). For
decreasing well width thickness the electron envelope function spreads over
the well leading to a decrease in the electron and hole overlap.

Next we discuss the effect of N on the value of the optical properties shown
in Figs. 17.13–17.15 bearing in mind the prerequisites for optimal laser per-
formance set in Sect. 17.4.1. The effect of increasing N composition for fixed
well width on the optical properties is detrimental. This can be understood in
view of the band structure of GaInNAs alloys. To make the discussion more
transparent we make a short summary of the main conclusions of Sect. 17.2.
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The band structure of GaInNAs alloys results from the hybridization of
the extended-like states of the matrix semiconductor, i.e., GaInAs, and the
N localized states, and the resulting electron bands have pronounced non-
parabolicity. Because of the N induced nonparabolicity the electron effective
mass exhibits unusually large values. Large values of effective mass translate
to large values of conduction band density of states. Based on this framework,
the transparency concentration is expected to increase with increasing N con-
tent as shown in Fig. 17.12. The effect on the transparency concentration is
clearer considering the dependence of the quasi-Fermi levels on the carrier
concentration. Since the density of states is higher with increasing N content,
the electron Fermi level moves slowly with injected carriers.

The same reasoning can be used to explain the dependence of the peak dif-
ferential gain (Fig. 17.13) on N and subsequently |dn/dN |. However, the effect
of N content is not manifested only through the increased density of states
but also through the momentum matrix element. Increasing the N content,
the localized part of the electron wavefunction is enhanced at the expense of
the extended part, which has the maximum overlap with the hole wavefunc-
tion. Hence, the MME is reduced with a consequent reduction of the peak
differential gain.

17.5 GaInNAs Based Semiconductor Optical Amplifiers

An important optoelectronic function that will benefit from the use of GaIn-
NAs is optical amplification by SOAs. The scope of this section is to explore
the potential of GaInNAs in edge emitting semiconductor optical amplifiers.

For the SOA modeling we use a multisectioning approach [11] to the rate
equation to approximate the length dependence of the gain and carrier con-
centration, accounting for amplified spontaneous emission (ASE) to calculate
the amplifier gain, the amplifier bandwidth, the noise figure, and the output
saturation power. The band structure effects are reflected on the material gain
(discussed in Sect. 17.3) used in the SOA calculation.

17.5.1 Polarization Sensitive GaInNAs
Semiconductor Optical Amplifiers

We have modeled four GaInNAs/GaAs structures with 7 nm quantum wells
and 15 nm GaAs barriers. The structures are listed in Table 17.1. Each struc-
ture contains 4 QWs and the In and N contents are such that the peak gain
wavelength is approximately 1.3 µm. The N compositions that we have cho-
sen span the range of experimentally demonstrated values [56,57]. It is noted
that limitations are imposed on growth of GaInNAs with high N contents as
crystalline quality deteriorates for increasing N. For all cases, the optical con-
finement is enhanced by 30nm AlGaAs cladding layers, and the confinement
factor is calculated following the averaging procedure outlined in [58].
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Table 17.1. List of the structures used here. The quantum well width in each case
is 7 nm

Structure Strain

Ga0.60In0.40N0.019As0.981/GaAs −2.42%
Ga0.65In0.35N0.025As0.975/GaAs −1.97%
Ga0.70In0.30N0.032As0.968/GaAs −1.49%
Ga0.75In0.25N0.038As0.962/GaAs −1.01%
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Fig. 17.16. Amplifier gain for the structures of Table 17.2 against current density
(Taken from [11] c© IEEE)

The results of the amplifier calculations are shown in Fig. 17.16.
Figure 17.17 shows the output saturation power while the noise figure and
amplifier bandwidth are depicted in Figs. 17.18 and 17.19, respectively. In all
cases the calculations are performed for various injection currents and nitrogen
contents. The input power is set to be constant at −35 dBm. The parameters
of the SOA are listed in Table 17.2.

A first observation is that the magnitudes of the physical quantities calcu-
lated have no distinctive differences compared to published results concerning
other material systems [59]. This is explicable, since the material gain, unlike
the band structure, does not exhibit any unusual features. The amplifier gain
(Fig. 17.16) is improved for relatively low nitrogen composition, in other words
for compositions that favor compressive strain environment. The material
gain in these cases is enhanced due to the lower effective masses and higher
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Table 17.2. List of the parameters used in the computations. Typical values for
dimensions and losses have been used

L (cavity length) 500 µm

W (active region width) 2 µm
αc (cladding loss) 30 cm−1

αa (active layer loss) 22 cm−1

R1 (front mirror reflectivity) 0
R2 (back mirror reflectivity) 0
Ng (effective group refractive index) 4
A (monomolecular recombination coefficient) 2 × 108 s−1

C (Auger recombination coefficient) 4 × 10−29 cm6 s−1

transition matrix elements. The four amplifier gain curves converge for high
pumping. All the results are calculated for TE polarization as the TM is
sufficiently suppressed due to compressive strain. Therefore, in applications
where the amplification is required to be independent of the signal polariza-
tion, GaInNAs/GaAs QWs are unsuitable since the strain conditions do not
allow the equalization of TE and TM gains. In particular, if the aim is the
1.3 µm window then the lattice constant relations will always lead to compres-
sive strain and hence, the dominant polarization of GaInNAs/GaAs QWs will
always be TE. If polarization insensitivity is a crucial issue in the applica-
tion then alternative barrier material should be used. We discuss this in more
detail in the following section.
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The output saturation power (Fig. 17.17) has the same trend as the ampli-
fier gain. This is, again, a consequence of strain effects. Indeed, from the early
work of Yamamoto and coworkers [60], it is established that the input satura-
tion power of an amplifier is inversely proportional to the differential gain. The
direction towards reduced compressive strain reduces the differential gain and
therefore increases the input saturation power with a consequent reduction of
the output saturation power.

The effect of the current density on the output saturation power for given
nitrogen composition can be understood if we first consider the effect of
current density on the input saturation power: for increasing currents the
amplifier gain for low input powers increases and the amplifier reaches sat-
uration for lower input powers since the input signal depletes faster than
the available carriers for recombination. Bearing in mind that G(dB) =
10 log10(Pout)−10 log10(Pin), the output saturation power follows the opposite
trend from the input saturation, hence the trends identified in Fig. 17.17.

The decrease in the output saturation power with the inverse nitrogen
content is accompanied by an increase in the noise figure (Fig. 17.18). Both
the former and the latter are detrimental for the SOA performance, a fact
that implies a simple design rule. Indeed this is the case for the samples with
relatively high N content. In terms of band structure, the incorporation of N
leads to the enhancement of the electron effective mass. At the same time,
for given well width, the In content necessary to achieve the 1.3 µm emission
wavelength is decreased, which affects the hole effective mass. Both cases
have as a consequence the increase of the density of states and therefore the
reduction of the quasi-Fermi separation ∆Ef for given carrier concentration.
Given that the analytical expression of the noise figure is [61],

Fn = 2nsp
G − 1

G
, (17.6)

where G is the amplifier gain and nsp is the population-inversion factor
given by

nsp(E) =

[

1 − exp

(

E − ∆EF

kBT

)]−1

, (17.7)

reduction of ∆EF results in the deterioration of the noise figure. On the other
hand, as more carriers are pumped into the SOA operating in the unsaturated
regime, the ∆EF is increased with subsequent improvement of the noise figure
as shown in the figure.

The amplifier gain bandwidth is calculated for −35dBm input signal power
and for current densities such that the four structures have the same maximum
gain (Fig. 17.19). The current densities for which the bandwidth is calculated
are 104, 1.05 × 104, 1.14 × 104, and 1.26 × 104 A cm−2 for 1.9% N, 2.5%
N, 3% N and 3.8% N, respectively. The amplifier gain, for given N content,
for different input wavelengths follows the trends in the material gain, and
therefore the same arguments hold in the case of the amplifier bandwidth
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as in the case of the material gain. The bandwidth in all four is comparable
and the differences are only slight. The two determining factors are strain
conditions and carrier concentration. The interplay of the two cancels out
their effects, resulting in practically the same bandwidth.

17.5.2 Polarization Insensitive GaInNAs SOAs

In this section we elaborate on the work presented in Sect. 17.5.1 to address the
issue of polarization. The compressive strain conditions between the GaInNAs
well material and the GaAs barrier material dictate TE polarization.

Given that the TE polarization couples to HH whereas TM couples to LH,
for polarization insensitivity the relevant band structure engineering aims at
the equalization of the contributions of HH and LH to the material gain.

It is possible to achieve this by introducing the GaInAs as the barrier.
The motivation for this is that in this case GaInNAs is grown on GaInAs
under tensile strain conditions (or close to lattice matching). For this scheme,
the growth of a metamorphic buffer layer that will change the lattice constant
from that of the substrate (GaAs) to that of the barrier (GaInAs) is necessary.
The use of the GaInAs material as a buffer layer has been demonstrated before
with In compositions in the range of 0.2–0.35 and buffer layer thickness varying
from 0.4 to 3 µm [61–64].

To verify this we model the structures listed in Table 17.3. The composi-
tions are chosen such that the emission wavelength is in the 1.3 µm window.
The well width of the GaInNAs/GaInAs QWs in all cases is 7 nm.

In Fig. 17.20 the TE and TM material gain is plotted for these and for the
sake of comparison we include in the same figure the material gain for a 7 nm
Ga0.7In0.3N0.028As0.972/GaAs QW. The calculation in all cases is performed
for 3 × 1018 cm−3 carrier concentration.

It is evident that the TM component of the material gain is enhanced
for the GaInNAs/GaInAs QWs as opposed to the material gain in GaIn-
NAs/GaAs QW, where the TM component is suppressed. The material gain
characteristics of the pz2 are intermediate between pz1 and pz3. Figure 17.20
serves as proof of our argument of the feasibility of polarization equalization
of TE and TM gain using GaInAs barrier material.

In Fig. 17.21, the amplifier gain for a SOA based on structure pz2 with
4 QWs, is plotted against wavelength of the input signal for an input power
of −30dBm and a drive current of 85mA. The calculated confinement factor

Table 17.3. List of the structures used here. The quantum well width in each case
is 7 nm

Structure Strain Name

Ga0.79In0.21N0.03As0.97/Ga0.79In0.21As 0.62% pz1
Ga0.78In0.22N0.03As0.97/Ga0.8oIn0.2oAs 0.43% pz2
Ga0.77In0.23N0.03As0.97/Ga0.81In0.19As 0.36% pz3
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for this structure is 0.04, following the averaging procedure of [58]. Details of
the structure and various parameters involved in the calculations are tabu-
lated in Table 17.2. Figure 17.21 confirms that the balanced band mixing of
structure pz2 enables the equalization of TE and TM amplifier gain. Further
optimization of the structure in terms of waveguide properties is needed to
improve the polarization insensitivity, to match state-of-the art SOAs based
on the InP technology [65].

17.6 Conclusion

We studied the optical properties of GaInNAs for laser and SOA applica-
tions. For the former it was established that the route of high In and low
N ensures optimal device performance. The same applies for GaInNAs SOAs
where polarization sensitivity is not an issue.

If on the other hand the application dictates polarization insensitive
elements, the use of GaInAs barrier for GaInNAs QWs is necessary. This
complicates the growth procedure as it entails growth of GaInAs on GaAs
metamorphically but it manages in equalizing the gain response to both polar-
izations. Overall GaInNAs appears to be a viable candidate for the near future
telecom optoelectronics covering both telecommunication windows.
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Dilute Nitride Quantum Well Lasers
by Metalorganic Chemical Vapor Deposition

N. Tansu and L.J. Mawst

We present and review the physics and device characteristics of high-
performance strain-compensated metalorganic chemical vapor deposition
grown 1,200nm GaInAs and 1,300–1,400nm GaInNAs quantum well lasers.
Utilizing the GaAsP barriers surrounding the highly strained GaInNAs quan-
tum well active regions, high-performance quantum well lasers have been
realized from 1,170nm up to 1,400nm wavelength regimes. The design of the
GaInNAs quantum well active region utilizes an In-content of approximately
40%, which requires only approximately 0.5–1% N-content to realize emis-
sion wavelengths up to 1,300–1,410nm. Threshold current densities of only
65–90A cm−2 were realized for GaInAs quantum well lasers, with emission
wavelength of 1,170–1,233nm. Room temperature threshold and transparency
current densities of 210 and 75–80A cm−2, respectively, have been realized
for 1,300nm GaInNAs quantum well lasers. Despite the utilization of the
highly strained GaInNAs quantum well, multiple quantum wells lasers have
been realized with excellent lasing performance. Methods to extend the lasing
emission wavelength up to 1,400nm with GaInNAs quantum-well lasers are
also presented. Theoretical analysis and experiments also show suppression
of thermionic carrier leakages in GaInNAs quantum-well systems lead to high
performance lasers operating at high temperature. Approaches based on dilute
nitride quantum-wells to extend the emission wavelength up to 1,550nm on
GaAs substrate will also be discussed.

18.1 Introduction

The demand for higher bandwidth and longer transmission distance has led
the pursuit of low cost single-mode 1,300–1,550nm transmitter sources. Trans-
mitters based on 1,300nm edge emitters or vertical cavity surface emitting
lasers (VCSELs) operating at a modulation bandwidth of 10Gbs−1, for the
metro application using single mode fibre, allow data transmission up to a dis-
tance of 20–30km [1,2]. To realize low cost (uncooled) 1,300–1,550nm-based
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optical communications systems, high-performance (i.e., temperature insen-
sitive) diode lasers (either in-plane or VCSELs) are needed, which operate
up to 85◦C. However, conventional InP-based long wavelength diode lasers,
at λ = 1,300–1,550 nm, are inherently highly temperature sensitive, due to
strong Auger recombination, large carrier leakage from the active layer, inter-
valence band absorption, and a strongly temperature-dependent material gain
parameter [1, 2].

Another major factor motivating the development of 1.3–1.55 µm GaAs-
based diode lasers is the ease in forming high quality (Al)GaAs/AlAs dis-
tributed Bragg reflectors (DBRs) on GaAs substrates [1, 2]. The ability to
fabricate very high quality AlGaAs-based DBRs has allowed the GaAs-based
VCSELs to have performance comparable to GaAs-based in-plane diode
lasers.

An attractive approach for achieving long wavelength laser emission on
GaAs substrates is the use of highly strained GaInNAs [1–19] or GaInAs
[20–27] quantum wells (QWs). The use of a highly strained GaInAs QW active
layer to extend the emission wavelength to 1.20-µm was pioneered by Sato
et al. [20] and Kondo et al. [22]. The reduction in the band gap of the GaInNAs
materials, pioneered by Kondow et al. [1], due to the existence of the N,
is also followed by reduction in the compressive strain of the material due
to the smaller native lattice constant of the GaInN compound. Since then,
many promising results have been demonstrated for 1.3 µm GaInNAs-active
lasers [1–19].

Similar to 1.3 µm lasers on InP, recent studies on recombination mecha-
nisms in GaInNAs/GaAs lasers, at 1.3 µm, suggest that Auger recombination
may also be a dominant recombination processes in this material system [28].
Other studies identify the role of carrier leakage as well as the material gain
parameter in the device temperature sensitivity [29,30]. At present, a detailed
understanding of recombination mechanisms, the material gains, and carrier
leakage in this material system is still lacking.

The early development of GaInNAs QW lasers employed nearly lattice-
matched low-In content and high N-content GaInNAs QW active regions [1,2].
Because of the smaller native lattice constant of the GaInN compound, the
incorporation of N into the compressively strained GaInAs material system
can result in a nearly lattice-matched GaInNAs QW. Unfortunately, the per-
formance of the early 1,200–1,300nm GaInNAs QW lasers were significantly
inferior to the N-free GaInAs-active lasers as well as the conventional 1,300nm
InP-based lasers.

Sato and coworkers proposed the approach of utilizing very high In-content
GaInNAs QW active regions [3] grown by metalorganic chemical vapor depo-
sition (MOCVD). The idea proposed was to utilize as high an In-content as
possible in the GaInNAs QW, such that only a minimum amount of N is
required to push the peak emission wavelength to 1,300nm. By utilizing this
approach, Sato and coworkers were able to realize 1,300nm GaInNAs QW
lasers with reasonable threshold current density in the order of 0.9–1kA cm−2.
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Prior to the year of 2001, the best-published 1,300nm GaInNAs QW lasers [4]
have been realized with molecular beam epitaxy (MBE), resulting in superior
lasing performance in comparison to those of MOCVD-grown 1,300nm GaIn-
NAs QW lasers [3,5]. Only recently, MOCVD-grown 1,300nm GaInNAs QW
lasers [6–14] have been realized with performance comparable to the best
MBE-grown devices.

This chapter deals with various aspects of the lasing characteristics of
GaInAs-QW and GaInNAs-QW lasers, grown by low-pressure MOCVD with
AsH3 as the As-precursor. The GaInAs and GaInNAs QW lasers studied here
cover emission wavelengths from 1,170nm up to 1,410nm. The detail of the
MOCVD growth process and issues are discussed in Sect. 18.2. The lasing
characteristics of 1,200nm regime GaInAs QW are discussed in Sect. 18.3.
The GaInNAs QW active structures investigated include both single QW
and multiple QWs designs with strain compensation from GaAsP tensile-
strained barriers, as discussed in Sects. 18.4 and 18.5, respectively. The effect
of increased N-content on device performance is also discussed in Sect. 18.6.
The first method to extend the emission wavelength up to 1,320nm by utiliz-
ing GaNAs barriers to reduce the quantum confinement effects of GaInNAs
QW is discussed in Sect. 18.7. To clarify the benefits of the GaInNAs QW
active region, comparisons with conventional InP-technology is also discussed
in Sect. 18.8. Continuous wave lasing characteristics of 1,300nm GaInNAs
QW single-mode ridge-guide lasers are discussed in Sect. 18.9. The second
method to extend the emission wavelength of GaInNAs QW lasers up to
1,400nm regimes by utilizing a higher N-content GaInNAs QW gain media
is discussed in Sect. 18.10. The temperature analysis of the lasing charac-
teristics of GaInNAs QW lasers with increasing N-content is also discussed
in Sect. 18.11. Sections 18.12 and 18.13 discusses on the theoretical and the
experimental evidence, respectively, of the impact of thermionic emission pro-
cesses on the high-temperature lasing performances of GaInNAs QW lasers.
Section 18.14 discusses on the novel nanostructure approaches with dilute
nitride semiconductors to extend the emission wavelength to 1,550nm regime
on GaAs.

18.2 Metalorganic Chemical Vapor Deposition-Grown
GaIn(N)As Quantum Well

All the lasers structures studied here were grown by low-pressure MOCVD.
Trimethylgallium (TMGa), trimethylaluminium (TMAl), and trimethylindium
(TMIn) are used as the group III sources and AsH3, PH3, and U-dimethyl-
hydrazine (U-DMHy) are used as the group V sources. The dopant sources
are SiH4 and dielthylzinc (DEZn) for the n- and p-dopants, respectively.

A schematic diagram of the laser structure used for both GaInAs and GaIn-
NAs QW active devices is shown in Fig. 18.1. The growth of the QW, barrier
regions, and the optical confinement regions are performed at a temperature
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1.1 µm n-Al0.74Ga0.26As 1.1 µm p-Al0.74Ga0.26As

3000 ÅGaAs
confining layers

3000 Å

30 Å GaAs0.67P0.33
buffer layers

75 Å GaAs0.85P0.15
tensile barriers

InxGa1-xAsyN1-y QW
with thickness of 60 Å

Fig. 18.1. Cross-sectional schematic conduction band diagram of the Ga1−xInx

N1−yAsy QW lasers with tensile-strained GaAs0.67P0.33 buffer and GaAs0.85P0.15

barrier layers

of 530◦C. The active regions typically consist of GaInAs and GaInNAs QWs
with an In-content of approximately 40% and thickness of 60 Å. The lower and
upper cladding layers of the lasers consist of Al0.74Ga0.26As layers with dop-
ing levels of 1 × 1018 cm−3 for both the n and p cladding layers, respectively.
The growth temperatures of the n and p Al0.74Ga0.26As are 775 and 640◦C,
respectively. The annealing of the GaInNAs QW is accomplished during the
growth of the top cladding layer at a temperature of 640◦C, with duration of
approximately 27min. The GaInNAs QW is surrounded by tensile-strain bar-
riers of GaAs0.85P0.15, which are spaced 100 Å on each side of the QW. The
tensile-strained buffer layer consists of a 30 Å GaAs0.67P0.33, which we found
to be crucial for the growth of the highly strained GaIn(N)As QW materials
on top of a high Al-content lower cladding layer [8, 9].

One of the challenges in growing GaInNAs QWs with an In-content of
40% by MOCVD is due to the difficulties in incorporating N into the GaInAs
QW, while maintaining a high optical quality film. The low purity of the N-
precursor used in MOCVD (U-DMHy) is also suspected as a possible reason
for the low optical quality of MOCVD-grown GaInNAs QWs. To incorpo-
rate sufficient N into the GaInNAs QW, very large [DMHy]/V (as high as
0.961 or high) is required. Because of the high-cost and the low-purity of the
DMHy precursor, lowering the [AsH3]/III to achieve large [DMHy]/V would
be the preferable option to increasing the DMHy flow. Large [DMHy]/V
ratio requires the [AsH3]/III ratio to be rather low. Takeuchi et al. [7, 26]
has demonstrated that the growth of GaInAs QW (λ = 1,200 nm) with the
very low [AsH3]/III ratio is significantly more challenging compared to the
case in which tertiary butyl arsine (TBA) is utilized as the As-precursor.
As the [AsH3]/III ratio is reduced, the luminescence of the GaInAs QW
reduces rapidly for low [AsH3]/III (below 15–20), which is however required
for achieving sufficiently large [DMHy]/V. These challenges have resulted
in difficulties in realizing high performance MOCVD-GaInNAs QW lasers
with AsH3 as the As-precursor until recently [3, 8, 9]. In our approach, the
design of the active region is based on strain-compensated GaInNAs QW,
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with very high In content (In ∼ 40%) and minimum N content (N ∼ 0.5%),
to achieve 1,300nm emission. Minimum N content in the GaInNAs QW
allows us to grow the active region with an optimized AsH3/III ratio. The
growth rates for both In0.35Ga0.65As0.992N0.008 and In0.4Ga0.6As0.995N0.005

QW active regions are approximately 1.182 and 1.278 µm h−1, respectively.
The [AsH3]/III, V/III, and [DMHy]/V ratios for Ga0.6In0.4N0.005As0.995 QW
(and Ga0.65In0.35N0.008As0.992 QW) active regions are kept at approximately
12 (and 13), 403 (and 437), and 0.969 (and also 0.969), respectively.

All our GaInAs QW [23–25] and GaInNAs QW [8–14] lasers utilize strain-
compensation techniques that are based on GaAsP-tensile barrier layers. The
utilization of larger band gap barrier materials will potentially lead to sup-
pression of thermionic carrier leakage, which will in turn lead to a reduction
in the temperature sensitivity of the threshold current density of the lasers,
in particular at high temperature operation [38].

18.3 Lasing Characteristics of 1,200 nm GaInAs

The early pursuit of the GaInNAs material systems focuses on the lattice-
matched QW materials, which requires relatively large N-content in the
range of 2.5–3%, for achieving emission in the 1,300–1,550nm wavelength
regimes [1].

Unfortunately, the early GaInNAs QW lasers suffer from poor lasing per-
formance due to the utilization of nearly lattice-matched GaInNAs [1, 2].
Recently various groups utilizing In-content as high as 30–40% have been able
to realize high-performance GaInNAs QW lasers in the wavelength regime of
1,280–1,300nm [3–17].

In our previous work, GaInNAs QW lasers with an In-content of 40% and
N-content of only 0.5% have been realized with threshold current densities of
only 210A cm−2 at an emission wavelength of 1,295nm [9]. From studies on
GaInNAs QW lasers with In-content of 35–43% [8,14], we also observe a trend
toward reduction in the threshold current densities for 1,300nm GaInNAs-QW
lasers with increasing In content. Therefore, it is extremely important to real-
ize high-performance GaInAs QW lasers with very long emission wavelength,
such that it requires a minimal amount of N in the QW to push the emission
wavelength to 1,300nm.

Here we present high-performance GaInAs QW lasers with an emission
wavelength beyond 1,230nm, utilizing GaAsP tensile-strained buffer and bar-
rier layers. The high Al content AlGaAs lower cladding layer introduces
a slight compressively strained template prior to the growth of the highly
strained active region. The tensile-strained GaAsP buffer layer (Fig. 18.1)
acts to partially strain-compensate the QW growth template, leading to an
improved optical quality for the highly strained GaIn(N)As QW. High opti-
cal luminescence intensity from the highly strained GaIn(N)As QW is only
obtained with the utilization of the tensile buffer layer [8,9].
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All of the laser structures reported here are realized by low-pressure
MOCVD. TMGa, TMAl, and TMIn are used as the group III sources. The
group V precursors used here are AsH3 and PH3. The dopant sources are
SiH4 and DEZn for the n and p dopants, respectively. The composition of the
QW is characterized by high-resolution X-ray diffraction experiments, and has
been elaborated in our earlier work [24].

The schematic band diagram of the 1,200nm laser structure is shown in
Fig. 18.1, which is identical with that of the laser structure previously studied
for 1,300nm GaInNAs QW lasers [9] except for the active region. The active
region is based on the 60 Å In0.4Ga0.6As QW, sandwiched by barrier regions
of 100 Å GaAs on each side. The strain compensation of the active region is
provided by the 75 Å GaAs0.85P0.15 tensile barriers, which are grown before
and after the GaAs barrier regions. The optical confinement factor for the
GaInAs QW is calculated as approximately 1.7%. The growths of the active
region and the optical confinement regions utilize [AsH3]/III ratio in excess
of 100, at a reactor temperature of approximately 530◦C. The n-cladding and
p-cladding layers are based on Al0.74Ga0.26As material system, grown at 775
and 640◦C, respectively. Both cladding layers are designed with doping level
of approximately 1 × 1018 cm−3. The tensile buffer layer consists of a 30 Å
GaAs0.67P0.33, which we found to be crucial for the growth of the highly
strained GaInAs(N) QW material system on top of a high Al-content lower
cladding layer [8, 9].

The room-temperature photoluminescence of the 60 Å In0.4Ga0.6As QW
active material is presented in Fig. 18.2, along with that of an 80 Å
Ga0.65In0.35As QW for comparison. The peak emission wavelength of the
Ga0.6In0.4As QW is measured at approximately 1,210–1,215nm, which is
50–60nm longer than that of the Ga0.65In0.35As QW. The reduction in the
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optical luminescence of the Ga0.6In0.4As QW (∆a/a = 2.78%), in compari-
son to that of Ga0.65In0.35As QW (∆a/a = 2.45%), is presumably a result
of a slight degradation in the crystal quality due to the higher strain of the
1,210nm GaInAs QW.

The first step in developing high performance GaInNAs lasers is to estab-
lish an optimized growth process for high In-content GaInAs active devices
operating near the 1,200nm wavelength region. The addition of small quan-
tities (<1%) of nitrogen can then be used to extend the emission wavelength
to 1,300nm.

The Ga0.6In0.4As QW laser structure studied here uses strain compen-
sation by GaAs0.85P0.15 tensile-strained barriers, as shown in Fig. 18.1. The
laser utilizes an active region consisting of a 60 Å Ga0.6In0.4As QW. From our
earlier studies [8, 9], the existence of a slightly tensile-strained buffer layer is
found to be essential for the realization of this laser structure. Broad area
lasers with a stripe width of 100 µm are fabricated to characterize the device
performance under pulsed conditions (pulse width of 5 µs, and duty cycle of
1%). The intrinsic physical device parameters can then be extracted from
length-dependent studies performed on these lasers.

The room-temperature (T =20◦C) lasing spectrum for the 60 Å
Ga0.6In0.4As QW devices with cavity length of 1,000 µm is measured to be
1,233nm, as shown in Fig. 18.3. The lasing emission wavelengths range from
1,216 to 1,233nm, with little variation in threshold current densities (Jth). As
shown in Fig. 18.3, the threshold current density of these Ga0.6In0.4As QW
lasers is found to be 90–92A cm−2 for measurements at a heat-sink temper-
ature of 20◦C. The total external differential quantum efficiency (ηd) of the
devices is measured as approximately 52%.
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The temperature characterization of these 1,233nm GaInAs QW lasers,
as shown in Fig. 18.4, is conducted from a temperature of 10◦C up to a tem-
perature of 50◦C, with temperature steps of 5◦C. In the temperature range of
10–50◦C, the slope efficiency (ηd) hardly decreases with temperature, result-
ing in a T1 value (1/T1 = (−1/ηd) dηd/dT ) of approximately 1,250K based
on our best fit. It is important to note that T1 values of 1,250K are sig-
nificantly larger than those of 1,300nm GaInNAs QW lasers. For 1,300nm
GaInNAs QW lasers with the same separate confinement heterostructure as
the GaInAs active lasers and cavity length of 1,000 µm, we previously reported
T1 value of 255K for measurements in temperature range of 20–60◦C. The T0

values (1/T0 = (1/Jth) dJth/dT ) are measured as 140K. These reasonably
high T0 and T1 values for Ga0.6In0.4As QW lasers result in very low threshold
current densities of only 160 and 190A cm−2 are achieved for devices with
cavity length of 1,000 µm at temperatures of 85 and 100◦C, respectively.

Previously, we have reported room temperature threshold current densities
of 65 and 100A cm−2 for GaInAs QW lasers with emission wavelength of 1,170
and 1,190nm, respectively [23,24]. The transparency current densities for the
1,170 and 1,190nm GaInAs QW lasers were measured as 30 and 58A cm−2,
respectively, at room temperature [23,24]. The material gain parameters (goJ)
for both the 1,170–1,190nm GaInAs QW lasers had previously been measured
as 1,600–1,900cm−1 [23, 24].

The comparison of the Jth of any QW laser is slightly more challenging,
and at times could be deceptive when comparing various laser structures.
Threshold current density of a QW laser typically depends on various factors,
ranging from the quality of the QW active materials, the gain properties of
the QW, the design of the separate confinement heterostructure (SCH) region,
the choice of the compositions and doping levels of the cladding layers, and the
modal threshold gain. Nevertheless, the comparison of the device performance
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in term of threshold current density is still of extreme importance, as this is
generally the parameter of practical interest for laser diodes.

A comparison of the threshold current density of our GaInAs QW lasers
with other published results [20–27,31,32,69] is shown in Fig. 18.5. The thresh-
old current densities of the 1,233nm Ga0.6In0.4As QW (Lcav = 1,000 µm)
and 1,170nm Ga0.65In0.35As lasers (Lcav = 1,500 µm) are approximately 90
and 65A cm−2, respectively. To the best of our knowledge, these results rep-
resent the lowest reported Jth values for any QW laser in the wavelength
regime of 1,170–1,233nm. It is also interesting to note that the Jtr and Jth of
approximately 30 and 65A−2 for our 1,170nm Ga0.65In0.35As QW lasers is
comparable with some of the best reported results realized by quantum dot
(QD) active lasers in this wavelength regime. Recently, QD lasers at an emis-
sion wavelength of 1.15 µm with Jth and transparency current density (Jtr) of
approximately 100 and 20A cm−2, respectively, are reported. [33]. The trans-
parency current density in QD lasers is smaller as a result of the smaller active
volume of the quantum dots. Although the Jtr is smaller, the threshold current
density of the QD lasers is not significantly lower than the quantum well laser,
from the fact that the QD active materials have a low material gain param-
eter. The relatively low go values of QD active material as a result of gain
saturation leads to a modal material gain parameter (Γgo) of approximately
4.5–9 cm−1 per QD stage [34,35], which is significantly lower than that of the
typical Γgo for a GaInAs QW laser (Γgo = 30–45 cm−1 for a GaInAs QW).
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18.4 Lasing Characteristics
of GaInNAs Quantum Well Lasers

The structure of the GaInNAs laser is shown in Fig. 18.1, which is iden-
tical with the structure of GaInAs laser except for the active region. The
active region utilized here consists of a 60 Å Ga0.6In0.4N0.005As0.995 QW. By
utilizing this structure, low threshold and transparency current density, strain-
compensated Ga0.6In0.4N0.005As0.995 QW lasers with high current injection
efficiency (ηinj) were realized.

In characterizing the laser performance of the GaInNAs QW, broad area
lasers with stripe widths of 100 µm are fabricated. The multilength studies
of various broad area devices, with cavity lengths (L) ranging from 720 to
2,000 µm, are utilized to extract the intrinsic device parameters. All the mea-
surements of these broad area devices were performed under pulsed conditions
with a pulse width of 6 µs, and 1% duty cycle.

The measured threshold current density, at room temperature (20◦C), for
the GaInNAs QW lasers, is shown in Fig. 18.6 for various cavity length devices.
The threshold- and transparency-current density is measured as low as 211
and 79–84A cm−2, respectively, for devices with cavity length of 2,000 µm,
with an emission wavelength of 1.295 µm. Even for shorter cavity devices of
500, 720, and 1,000 µm, threshold current densities are measured as low as 450,
361, and 253A cm−2 respectively. To the best of our knowledge, these data
represent the lowest threshold and transparency current densities reported for
GaInNAs QW lasers in the wavelength regime of 1.28–1.32 µm, as shown in
Fig. 18.7 and Table 18.1.

The external differential quantum efficiency (ηd) of the GaInNAs QW
lasers is as high as 57% for devices with cavity lengths of 720 µm. The lower
ηd for the longer cavity devices is attributed to the relatively large internal
loss (αI = 10.3 cm−1) for these unoptimized structures. The internal loss of
the lasers may result from the combination of the narrow SCH region and
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Table 18.1. Threshold current densities comparisons for 1,300 nm regime GaInNAs
QW lasers

Growth L Jth Jtr ηd ηinj αi λ To T1

(µm) (A cm−2) (A cm−2) (%) (%) (cm−1) (µm) (K) (K)

Livshits
et al. [4] MBE 3,200 270 110 45 93 4 1.3 75 –

1,000 405 110 70 93 4 1.3 75 –
Ha et al. [17] MBE 770 1,500 – 47 – – 1.315 65 –
Peng et al. [18] MBE 1,600 546 227 50 80 7 1.317 104 –
Wei et al. [15] GS-MBE 3,000 1,150 – 23 82 9.76 1.3 122 –
Hohnsdorf
et al. [5] MOCVD 800 800 – 37 75 15 1.28 60 –
Sato et al. [3] MOCVD 960 920 – – – – 1.29 150 –
Kawaguchi
et al. [6] MOCVD 1,250 450 – – – – 1.28 205 –
Takeucki
et al. [7] MOCVD 1,000 580 – – – – 1.29 – –
Tansu et al. [8] MOCVD 750 400 110 51 72 6 1.29 110 416

1,500 289 110 40 72 6 1.295 130 400
Tansu et al. [9] MOCVD 720 361 75 57 97 13 1.29 82 360

MOCVD 1,000 253 75 46 97 13 1.294 88 255
MOCVD 2,000 211 75 33 97 13 1.295 90 200

relatively high doping level (1× 1018 cm−3) of the p-cladding of the laser. By
utilizing a thin GaAsP buffer layer in place of GaInP/GaAsP buffer layer [8],
improvement in the current injection efficiency (ηinj > 90–95%) has been
achieved as a result of removing the poor-interface between the InGaP-buffer
and GaAs-SCH.

The material gain parameter, defined as goJ = gth/ ln(ηinjJth/Jtr), is an
important parameter in determining the threshold carrier density (nth). Low
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goJ values for a QW laser lead to higher nth. Higher nth will result in the
possibility of an increase in Auger recombination, due to the Cnth

3 behavior
of the Auger recombination rate. Higher nth will also lead to reduced cur-
rent injection efficiency, due to a larger recombination in SCH and carrier
leakage out of the QW. goJ and the differential gain (dg/dn) of the GaIn-
NAs QW have been shown to decrease as nitrogen is introduced into the
GaInAs QW [29,30]. As shown in Fig. 18.8, the goJ of the GaInNAs QW laser
is measured as approximately 1,200–1,300 cm−1, which is significantly lower
than that (goJ = 1,600–1,900 cm−1) of similar GaInAs QW lasers [22, 26]
at λ = 1,170–1,190 nm. The GaInNAs active devices, with emission wave-
lengths of 1.29–1.295 µm, exhibit relatively low temperature sensitivity with
T0 values of 82–90K for devices with cavity lengths of 720–2,000 µm. The T1

values are measured to be in the range from 200–360K for devices with L of
720–2,000 µm.

The continuous wave (CW) operation characteristics of the GaInNAs QW
lasers were measured from laser devices with facet coatings of high reflective
(HR) and antireflective (AR) layers. The HR layers consist of three pairs of
Al2O3/Si with reflectivity in excess of 95%, and the AR layer was formed
by a single layer of Al2O3 with reflectivity estimated to be in the range 7–
10%. The devices were mounted junction down on copper heatsinks, and they
were measured under CW operation for cavity lengths of 1,000–2,000 µm at
temperatures in the range of 10–100◦C.

The measured CW output-power (Pout) characteristics, as a function of the
injected-current (I) and the heat-sink temperature (T ), are shown in Fig. 18.9.
The CW measurements of the GaInNAs-QW lasers are measured up to a
temperature of 100◦C, limited by our equipment. The near threshold (I ∼
1.2 Ith) emission wavelengths of the GaInNAs QW lasers with cavity length of
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2,000 µm are measured as approximately 1,295.2 and 1,331nm, at temperature
of 20 and 100◦C, respectively.

The measured threshold current density of the HR/AR-coated GaINAs-
QW laser devices under CW operation is very comparable with that of the as-
cleaved GaInNAs QW laser devices with cavity length of 2,000 µm. Despite the
large internal loss of our lasers (αi is approximately 13 cm−1), the threshold
current density of the lasers with cavity length of 2,000 µm is measured as
210–220 A cm−2, at a temperature of 20◦C under CW operation. At elevated
temperatures of 80 and 100◦C, the threshold current densities of the HR/AR-
coated (Lcav = 2,000 µm) lasers are measured as only 455 and 615 A cm−2,
respectively, under CW operation.

The maximum CW output powers achievable from the 1,300nm GaInNAs-
QW lasers are approximately 1.8W for cavity-lengths of both 1,000 and
2,000 µm, at heat-sink temperatures of 20◦C. Figure 18.10 shows the measured
output power characteristics for devices with Lcav = 1,000 µm. This result
represents the highest CW output power reported for 1,300nm GaInNAs QW
lasers grown by MOCVD at heat-sink temperatures of 20◦C. The maximum
wall plug efficiency for the cavity length of 1,000 µm is approximately 28%,
limited by the large internal loss (αI = 13 cm−1). Further improvements in
the external differential quantum efficiency of GaInNAs QW lasers can be
achieved by utilizing a broad waveguide structure to minimize the internal loss.

To compare the lasing performance of the 1,300nm GaInNAs QW lasers
with those of the conventional InP technology, we list the published results
that represent among the best performance 1,300nm diode lasers based on
conventional InP technology (GaInAsP-QW [36] and GaInAlAs-QW [37]),
as shown in Fig. 18.11. Because of the low material gain parameter, carrier
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leakage, and Auger recombination, typically 1,300nm GaInAsP-InP QW
lasers require multiple QWs, ranging from 9–14 QWs [36]. The 1,300nm
GaInAlAs QW requires approximately 4–6 QWs for optimized structures [37].
For optimized 1,300nm GaInAsP-QW structures, the threshold current densi-
ties of approximately 1,650–1,700 A cm−2 were achieved for devices with cavity
length of 500 µm at operation temperature of 80◦C, as reported by Belenky
et al. [36]. The threshold current density of the 1,300nm diode lasers based on
the GaInAlAs QW on InP, with cavity length of 1,000 µm, has been reported as
approximately 1,350 A cm−2 at temperature of 80◦C [37]. The GaInNAs QW
lasers require only a single QW active region for high temperature operation,
owing to the larger material gain parameter and better electron confinement
in the QW. Our 1,300nm GaInNAs single QW as-cleaved diode lasers, with
cavity-length of 500 and 1,000 µm, have threshold current densities of only
940 and 490 A cm−2, respectively, at heat sink temperature of 80◦C.
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18.5 1,300 nm GaInNAs Multiple Quantum Well Lasers

Typically a single quantum well is sufficient for application in a conventional
edge emitting diode laser. There are other types of devices that require a multi-
ple quantum well structure as the active region for realizing higher threshold
gains and improving the carrier injection efficiency. VCSELs are excellent
examples of such devices that require higher gain active regions, due to the
significantly higher mirror loss in VCSEL. A concern related to the high In
content GaInAs(N) QW is related to the feasibility of implementing several
quantum well (MQW) layers without material degradation due to the high
strain.

The 1,300nm GaInNAs double-QWs structure is shown schematically in
Fig. 18.12. The laser structure studied here consists of a 60 Å GaInNAs dou-
ble QW (DQW) active region, with strain compensation from GaAs0.85P0.15

tensile-strained barriers. The optical confinement and the cladding layers of
this laser are kept identical to that of the SQW structure shown in Fig. 18.1.
Similar to that of the single QW structure, thermal annealing of the GaInNAs
double-QW structure is conducted at 640◦C for 27min.

The room temperature lasing spectrum of the GaInNAs-DQW devices
with a cavity length of 1,500 µm was measured at 1,315nm with a Jth of
approximately 410 A cm−2. The slightly longer emission wavelength of the
DQW lasers, in comparison to that of the single QW lasers, can be attributed
to smaller quasi-Fermi level separation at threshold. The Jtr and the goJ

values for the GaInNAs double-QW lasers are measured as approximately
200 A cm−2 and 2,520 cm−1, respectively, as shown in Fig. 18.13. The scaling
of the Jtr and goJ values with number of quantum wells is in excellent agree-
ment with theory, a good indication of the feasibility to implement highly
strained GaInNAs DQWs for VCSELs structures.

The 1,300nm GaInNAs triple QWs (3-QWs) structure is shown schemati-
cally in Fig. 18.14. The laser structure studied here consists of a 60 Å GaInNAs
triple-QWs active region, with strain compensation from GaAs0.85P0.15 tensile

60-Å In0.4Ga0.6As0.995N0.005 QW

75-Å GaAs0.85P0.15

100-Å GaAs

50-Å GaAs

Fig. 18.12. Schematic energy diagram of the active region for the GaInNAs double
QWs structures
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strained barriers only surrounding the outer QWs. The optical confinement
layer and the cladding layers of this laser are kept identical to that of the
SQW structure shown in Fig. 18.1. Similar to that of the single QW and dou-
ble QWs structures, thermal annealing of the GaInNAs triple-QWs structure
is conducted at 640◦C for duration of 27min.

Threshold current density of only 505 A cm−2 was achieved for the GaIn-
NAs triple-QWs laser devices (Lcav = 1,000 µm), with emission wavelength of
1,290nm at room temperature. The measured T0 values for the triple QWs
lasers are approximately 110K, for measurements in the temperature range of
20–60◦C. The excellent lasing performance of the triple-QWs structures is a
good indication of the feasibility of implementing these triple QWs structures
into VCSELs structures.

18.6 1,300 nm GaInNAs Single Quantum Well Lasers
with Higher N Content

The lasing characteristics of 1,300nm GaInNAs QW lasers with higher N-
content are fabricated and analyzed for comparison purposes. Higher N
content (0.8%) GaInNAs QW lasers are fabricated using lower In-content
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(35%) to keep the emission wavelength fixed at 1,300nm. The thickness of the
Ga0.65In0.35N0.008As0.992 single QW structure is adjusted to approximately
80 Å. The In and N compositions are calibrated with SIMS and XRD mea-
surements. In our experiment here, only the active region of the structure, as
shown in Fig. 18.1, is replaced with the 80 Å Ga0.65In0.35N0.008As0.992 single
QW. The utilization of lower In content GaInNAs QW active region allows us
to increase the thickness of the QW to 80 Å, which would lead to reduction of
quantum size effect. Reduced quantum size effect in lower In content GaIn-
NAs QW will also minimize its N-content requirement to achieve 1,300nm
emission wavelength.

The room temperature lasing spectrum of the Ga0.65In0.35N0.008As0.992

single QW devices with a cavity length of 1,500 µm was measured at 1,305nm
with a Jth of approximately 417 A cm−2. As shown in Fig. 18.15, the trans-
parency current density of the 1,300 nm Ga0.65In0.35N0.008As0.992 is estimated
as approximately 144 A cm−2, which is almost a factor of two higher in
comparison to that of the 1,300 nm Ga0.6In0.4N0.005As0.995 single QW.

Approximately 25% of the increase in its Jtr value, in comparison to that
of 60 Å Ga0.6In0.4N0.005As0.995 QW, can be attributed to the 25% thicker
dimension of the 80 Å Ga0.65In0.35N0.008As0.992 QW. The remaining 70–75%
increase in the Jtr value of In0.35Ga0.65As0.992N0.008 QW lasers, in com-
parison to that of Ga0.6In0.4N0.005As0.995 QW, can be attributed to several
other factors, including increase in monomolecular recombination processes,
carrier leakage, or other processes. The material gain parameter (goJ) of
the Ga0.65In0.35N0.008As0.992QW is measured as 1,265 cm−1, as shown in
Fig. 18.15.

The T0 and T1 values of the Ga0.65In0.35N0.008As0.992 QW lasers are found
to be significantly lower in comparison to those of the Ga0.6In0.4N0.005As0.995

QW lasers, as shown in Figs. 18.16 and 18.17, respectively. T0 and T1

values of only 75–80K and 100–150K, respectively, are measured for
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Ga0.65In0.35N0.008As0.992 QW lasers with cavity lengths from 750 to 1,500 µm.
Careful studies are still required to clarify the mechanisms that lead to the
lower T0 values in these higher N content GaInNAs QW lasers, in spite of their
higher Jth. Possible mechanisms of the lower T0 and T1 values include the
increase in carrier leakage from a reduction in the hole confinement for higher
N-content GaInNAs QW lasers, which would also lead to a more temperature
sensitive current injection efficiency.

18.7 1,320 nm GaInNAs Quantum Well Lasers
with GaNAs Barriers

In earlier sections, promising results [4, 6–19] have shown tremendous poten-
tial for GaInNAs QW lasers as an alternative material system to replace
the conventional technology in the wavelength regime of 1,300nm. GaInNAs
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QW lasers have demonstrated impressive results for devices with emission
wavelength slightly below or at 1,300nm [4, 6–19].

Only few results of 1,300nm GaInNAs QW lasers with GaNAs barriers
grown by MBE have been realized with reasonably good lasing performance
at emission wavelengths beyond 1,315nm [17–19]. The utilization of GaNAs
barriers surrounding the GaInNAs QW has been pursued previously by several
other groups utilizing MBE technology [17–19]. Most of these pursuits have the
intention of achieving slightly longer emission wavelength beyond 1,300nm,
by reducing the quantum confinement effect. An additional benefit from the
utilization of tensile strained GaNAs barriers is the strain compensation of
the highly compressively strained GaInNAs QW.

The method that we pursue here is to utilize a GaInNAs QW lasers with
GaNAs barriers grown by MOCVD. In addition to a reduction in the quantum
confinement effect, we also find improvements in the lasing characteristics at
elevated temperatures, presumably as a result of stronger hole confinement.

All the laser structures reported here are realized by low pressure MOCVD,
similar with the growth processes and conditions described in Sect. 18.2.
The design of the laser structure is shown in Fig. 18.18, with the active
region composed of a 60 Å Ga0.6In0.4N0.005As0.995 QW surrounded by 35 Å
GaN0.03As0.97 tensile strained barriers on each side. The composition of the
GaInNAs QW and GaNAs barriers was determined using HR-XRD and SIMS.
The active region and GaNAs barrier regions are embedded symmetrically
inside a 3,000 Å undoped-GaAs optical confinement region and Al0.74Ga0.26As
cladding layers, resulting in an optical confinement factor of 1.7% similar with
that of structure in Fig. 18.1. Broad area lasers are fabricated with a stripe
width of 100 µm, with similar structures and fabrications steps with those of
the laser structures described in earlier sections.

As-cleaved laser devices are characterized under pulsed conditions, with a
pulse width of 5 µs and duty cycle of 1%, for various cavity lengths ranging
from 750 to 2,000 µm at room temperature (T = 20◦C). The room tem-
perature (T = 20◦C) threshold current density and near threshold lasing
spectrum of a GaInNAs-GaNAs QW laser with a cavity length of 750 µm are

60-Å In0.4Ga0.6As0.995N0.005 QW

35-Å GaAs0.97N0.03

GaAs SCH

∆Ec

∆Ev

Fig. 18.18. Schematic band diagram of the Ga0.6In0.4N0.005As0.995 QW active
region with GaN0.03As0.97 barriers
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measured as 300 A cm−2 and 1,311nm, respectively, as shown in Fig. 18.19.
A redshift of approximately 20–25nm in emission wavelength was observed for
the GaInNAs-GaNAs QW lasers compared to those of our previously reported
GaInNAs-GaAs structures [9], resulting in emission wavelength of 1,317nm
for devices with a cavity length of 1,500 µm. Threshold current densities of
only 270, 230, and 210 A cm−2 are measured for devices with cavity lengths of
1,000, 1,500, and 2,000 µm, respectively. Total external differential quantum
efficiency as high as 43–46% (420–430 mWA−1) was also obtained for devices
with a cavity length of 750 µm. The internal loss and the above threshold
current injection efficiency of the GaInNAs-GaNAs QW lasers are measured
as approximately 9 cm−1 and 70%, respectively.

The gain characteristics of the GaInNAs QW lasers in these studies
are assumed to follow the conventional semi-logarithmic relation of gth =
goJ ln(ηinjJth/Jtr), with goJ defined as the material gain parameter. From
measurements of devices with various cavity lengths, the material gain param-
eter (goJ) and the transparency current density (Jtr) have been determined
to be approximately 1,320 ± 50 cm−1 and 75 ± 5 A cm−2. The measured goJ

and Jtr of the GaInNAs-GaNAs QW lasers reported here are comparable to
those of GaInNAs QW lasers with GaAs barriers (goJ ∼ 1,150–1,200 cm−1 and
Jtr ∼ 75–80 A cm−2) [9]. We find, the choice of the barrier material surround-
ing the GaInNAs QW is very important, affecting primarily the threshold
characteristics of the lasers at elevated temperatures.

The characteristics of the GaInNAs-GaNAs QW lasers are measured from
temperatures of 10–100◦C, with temperature steps of 5◦C. In the tempera-
ture range from 10 to 50◦C, the T0 values (1/T0 = (1/Jth) dJth/dT ) of these
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lasers are measured as high as 100K for devices with cavity lengths of 1,000
and 2,000 µm, as shown in Fig. 18.20. From our measurements on devices with
various cavity lengths, the threshold characteristics of these 1,311–1,317nm
GaInNAs-GaNAs QW lasers is less temperature sensitive in comparison to
the 1,290–1,295nm GaInNAs QW lasers with GaAs barriers [9]. The increase
in T0 values for the GaInNAs-GaNAs QW lasers, in comparison to those of
GaInNAs-GaAs QW lasers, is not accompanied by any increase in thresh-
old current, as shown in Fig. 18.21. Very low threshold current densities of
only 550 (and 520) A cm−2 and 715 (and 670) A cm−2 are also achieved for
GaInNAs-GaNAs QW lasers with cavity-lengths of 1,500 and 750 µm, respec-
tively, at a temperature of 90◦C (and 85◦C). The lasing wavelength shift with
temperature is found to be a linear function with a rate (dλ/dT ) of approxi-
mately 0.39 nmK−1, resulting in emission wavelengths beyond 1,340–1,345nm
for devices with a cavity length of 1,500 µm at a temperature of 90◦C.
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In earlier works [17–19], aside from strain compensation, the motivation for
using GaNAs barriers surrounding the GaInNAs QW is to reduce the quantum
confinement effect, which in turn results in a redshifting of the emission from
the QW. We demonstrate here that, in addition to the wavelength redshift,
the utilization of GaNAs barriers surrounding the GaInNAs QW may also
improve hole confinement in the QW, as evident from the improved tempera-
ture performance. The slight type-II alignment of the GaNAs material system
to the GaAs material system has been previously reported with a very small
negative valence band offset (∆Ev) of 15–20meV/%N [39–41], which would
lead to a slight increase in the heavy hole confinement (∆Ev) in GaInNAs
QW, as shown schematically in Fig. 18.18.

To place the results reported here in perspective, we plot the best-
reported threshold current densities for various GaInNAs QW lasers [4,6–19]
in Fig. 18.22. The previous lowest reported threshold current density of
546 A cm−2 for GaInNAs QW lasers with a cavity length of 1,600 µm at an
emission wavelength of 1,317nm was realized by utilizing MBE technology
[18, 19]. To the best of our knowledge, the MOCVD-grown GaInNAs-GaNAs
QW lasers reported here represent the lowest threshold current densities
for wavelengths beyond 1,300nm. Note that the threshold current densi-
ties plot (in Fig. 18.22) for our various GaInNAs QW lasers are taken from
devices with cavity lengths of 1,000–2,000 µm, which exhibit slightly lower
values in comparison to the shorter cavity devices (shown in Fig. 18.21, for
Lcav = 750 µm).
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In summary, we have realized Ga0.6In0.4N0.005As0.995 quantum well lasers
employing GaN0.03As0.97 barriers, with room-temperature emission wave-
length of 1,311–1,317nm. Threshold current density of approximately 300,
270, 230, and 210 A cm−2 are measured for these devices for cavity lengths
of 750, 1,000, 1,500, and 2,000 µm, respectively. By changing only the bar-
rier material from GaAs to GaNAs, we find improved device temperature
characteristics in addition to a redshift in the emission wavelength. This
improvement may be accounted for by the improved heavy-hole confinement
in the GaNAs barrier structures. The weak dependency of the threshold cur-
rent densities with emission wavelength for the range of 1,280–1,317nm also
indicates potential for high performance GaInNAs QW lasers with emission
wavelength even beyond 1,320nm.

18.8 Comparison of Metalorganic Chemical
Vapor Deposition GaInNAs with Other GaInNAs
in 1,300 nm Regimes

In the past several years, there has been a significant progress in the devel-
opment of MOCVD-grown 1,300nm GaInNAs QW lasers. The progress in
the MOCVD-grown GaInNAs QW lasers is of extreme importance, due
to its importance in realizing manufacturability GaInNAs QW VCSELs
devices. The MOCVD growth technology is more compatible for realizing
VCSELs devices, attributing to its higher growth rates. MOCVD technology
also offers better compositional grading and doping control in the hetero-
interfaces, which are essential for realizing low-resistive DBRs layers. The
threshold current density comparisons of various GaInNAs QW lasers is
shown in Table 18.1. The results presented here represent the best results
for GaInNAs QW lasers in the wavelength regime of 1,300nm. Our results
of the 1,300nm GaInNAs QW lasers are taken from the strain-compensated
Ga0.6In0.4N0.005As0.995 QW active materials. Our 1,300nm GaInNAs QW
lasers are realized with transparency current densities of approximately
75–85 A cm−2 and 200–250 A cm−2, respectively.

The transparency and threshold current densities of these 1,300nm GaIn-
NAs QW lasers that we realized here still represent the lowest transparency
current densities ever reported for this wavelength regime. The best reported
lasing performances of MBE-grown GaInNAs QW lasers are realized by
Livshits et al. [4] and Peng et al. [18]. It is important to note that our reported
results here still represent the only high-performance 1,300nm GaInNAs QW
lasers grown with conventional technology of AsH3 as the As-precursor. Other
MOCVD works with high performances, realized by Takeuchi et al. [26] and
Kawaguchi et al. [6], utilized TBA as the As-precursor.
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18.9 Single-Mode Ridge Waveguide 1,300 nm
GaInNAs Quantum Well Lasers

Over the past several years, improved single-mode GaInNAs ridge waveguide
(RWG) laser performance has been realized by MOCVD and MBE [42–46].
Illek and coworkers demonstrated MBE-grown lasers emitting at 1.28 µm with
a threshold current of 11mA under pulsed operation and a high-reflective
coated facet (HR/as-cleaved) [42]. For MOCVD-grown GaInNAs RWG lasers,
1.295 µm emitting double quantum well devices with threshold currents of
75mA under pulsed operation were reported by Sato and coworkers [45]. By
utilizing strain-compensation technique of GaAsP barriers [9], we success-
fully achieve high-performance MOCVD-grown single-mode GaInNAs QW
as-cleaved RWG lasers at 1.292 µm. The CW threshold current around 15mA
at room temperature is currently the best result reported by MOCVD growth
technique and comparable to the best MBE result.

The laser structure and growth conditions here are similar with that
described in Sect. 18.2 and 18.3, as shown in Figs. 18.1 and 18.23. It consists
of a 6 nm Ga0.6In0.4N0.005As0.995 QW under a growth temperature of 530◦C,
with its composition calibrated by SIMS measurement. The growth rate of
the QW is approximately 1.28 µmh−1. On both sides of the GaInNAs QW,
75 Å GaAs0.85P0.15 tensile strain layers were employed for strain compensa-
tion with 100 Å GaAs setback layers. SCH consists of 300-nm undoped GaAs,
with both n- and p-type cladding layers consisting of 1.1 and 0.9 µm thick
Al0.75Ga0.25As layers, respectively. The width and height of the ridge structure
are 4 and 1 µm, respectively, formed by standard photolithography techniques
and chemical wet etching with NH4OH : H2O2 : H2O = 3 : 1 : 50 solution. The
lateral effective index step is calculated to be 0.023 using the effective index
approximation and transition matrix method. A 1,000 Å thick SiO2 layer was
deposited by plasma enhanced chemical vapor deposition (PECVD) for cur-
rent confinement and surface passivation. Alloys of Ti/Pt/Au and Ge/Ni/Au

InGaAsN QW

GaAsP

GaAsP

GaAs

AlGaAs

AlGaAs

GaAs substrate

4 µm

GaAs

SCH

SiO2

Fig. 18.23. Schematic device structure of the GaInNAs-GaAs RWG lasers
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for p- and n-type contact layers were deposited by e-beam evaporator and
rapidly annealed at 370◦C for 30 s under forming gas. The device schematic
structure is shown in Fig. 18.23. The cleaved devices were mounted p-side up
on copper heat sinks without facet coating for the light–current (P -I) and far
field measurements under CW conditions.

Figure 18.24 shows the CW P -I curves of 1mm long GaInNAs ridge
waveguide lasers over a temperature range from 10 to 80◦C. The thresh-
old current is only 15.5mA at 20◦C, corresponding to threshold current
density of 388A cm−2. This represents the lowest value reported for GaIn-
NAs ridge waveguide lasers emitting at 1.3 µm, and is at comparable with
conventional GaInAsP-InP QW lasers, showing promise for this material sys-
tem [47–49]. The higher threshold current density compared to broad area
devices (253 A cm−2) with an identical structure is possibly due to lateral
current spreading. With a shorter cavity length of 800 µm, the threshold cur-
rent is only 14mA. The maximum output power per facet is 24mW at 20◦C
and reduces to 8mW at 80◦C limited by device heating. The turn-on volt-
age and device resistance were measured to be 1.15V and 12Ω, respectively.
The relatively large series resistance (possibly a result of the high Al-content
cladding layers) results in strong Joule heating in the junction and deteri-
orates laser maximum CW output power. The lasing spectrum is shown in
Fig. 18.24 and the peak wavelength is 1.292 µm at 20◦C. At 80◦C, the las-
ing wavelength shifts to 1.32 µm with a wavelength temperature dependence
λlasing(T ) of 0.5 nm◦C−1.

The GaInNAs RWG laser threshold current (Ith) and external differential
quantum efficiency (ηd) characteristics as a function of heat sink temperature
are shown in Fig. 18.25 for 1 mm long devices from 10 to 80◦C. At 60◦C, the
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threshold current increases to 23.8mA and the measured T0 is 93K (20–60◦C).
Comparing ηd at 20 and 60◦C, it decreases from 39 to 32% and the T1 value
is 227K. The temperature dependence of the GaInNAs laser characteristics
shows inferior performance compared to 1.23 µm emitting GaInAs RWG laser
with an identical device structure, where T0 and T1 of 143 and 357K were
obtained. Nevertheless, a T0 value of 93K is significantly greater than the
typical value of 50K for conventional 1.3 µm emitting GaInAsP-InP ridge
waveguide lasers [9,47,48] and quite comparable to AlGaInAs-InP QW lasers
[50, 51].

At a heat sink temperature of 25◦C, far field patterns (FFP) of the laser
beam in the lateral direction have a full width half maximum (FWHM) of
20.7◦ for I = 20 mA and 22.2◦ for I = 80 mA. The field pattern indicates single
mode operation for these RWG devices at low output power levels. At higher
drive currents, multimode operation or beam instabilities occur. Utilization
of a smaller ridge width (<3 µm) is expected to stabilize the optical mode to
higher output powers.

In these experiments, low threshold single mode GaInNAs SQW as-cleaved
ridge-waveguide lasers were achieved by metalorganic chemical vapor deposi-
tion. The threshold current is only 15.5mA under continuous-wave operation
for as-cleaved devices with 4 µm ridge width and 1mm cavity length. For
800 µm long RWG lasers, the threshold current is only 14mA. The las-
ing wavelength is 1.292 µm with a maximum output power of 24mW at
20◦C. T0 and T1 values of 93 and 227K were obtained and show improved
high-temperature characteristics compared to conventional InP-based ridge
waveguide lasers. The lateral far field pattern indicates single mode operation
near laser threshold.
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18.10 Extension of GaInNAs Quantum Well Lasers
Beyond 1,320 nm

Recent promising results [1–19] have shown tremendous potential for GaIn-
NAs QW lasers with impressive results for devices emitting in the emission
wavelength around 1,300nm [1–19], as shown earlier in Sect. 18.3 up to
Sect. 18.8, which indicate the feasibility of this material system as a promis-
ing alternative to replace the conventional InP-technology in the wavelength
regime of 1,300nm. Few results on GaInNAs QW lasers with emission wave-
length around 1,370–1,400nm have been published with reasonable lasing
performance [5, 15, 17, 52, 53]. Threshold current densities of approximately
1.85–2.5kA cm−2 [5, 15, 17, 52, 53] have been reported for GaInNAs QW
lasers, grown MBE and MOCVD, in the wavelength regime of 1,370–1,400nm.
Several MOCVD-grown GaInNAs QW lasers have been demonstrated with
threshold current densities of 2.5 and 2.2 kA cm−2 for emission wavelengths
of 1,370nm [52] and 1,380nm [5], respectively. Recent effort, utilizing chem-
ical beam epitaxy (CBE), has also resulted in 1,400nm GaInNAs QW lasers
with threshold current density of approximately 8.9 kA cm−2 [54]. Realization
of low threshold current density and temperature-insensitive 1,400nm diode
lasers is essential for high-performance and low-cost pump lasers for Raman
amplifiers.

Here we report high performance GaInNAs QW lasers on GaAs with emis-
sion wavelength ranging from 1,360 to 1,382nm, by utilizing low-pressure
MOCVD. The design of the active region utilizes a highly compressive,
very high In-content (40%), GaInNAs QW, with a minimal N content of
approximately 1%, to achieve emission wavelengths at 1,360 and 1,382nm.
Tensile-strained barriers of GaAsP are utilized to partially strain-compensate
the QW active region.

The laser structures studied here, as shown in Fig. 18.1, consist of a 60 Å
(∆a/a = 2.7%) In0.4Ga0.6AsN single QW active layer with GaAs layers
bounding the QW. Partial strain compensation of the highly strained GaIn-
NAs QW is achieved by utilizing GaAs0.85P0.15 tensile-strained layers offset
from the QW [8, 9], and a tensile-strained buffer layer of GaAs0.67P0.33 [9]
as shown in Fig. 18.1. The benefit and purpose of the various strain com-
pensating layers have been demonstrated and elaborated on in our earlier
studies discussed in Sects. 18.2 and 18.3. The lower- and top-cladding layers
of the lasers consist of 1.1 µm thick Al0.74Ga0.26As layers with doping levels of
1× 1018 cm−3 for both the n- and p-cladding layers, respectively. The growth
temperatures of the n- and p-Al0.74Ga0.26As are 775 and 640◦C, respectively.
The annealing of the GaInNAs QW is accomplished during the growth of the
top cladding layer at a temperature of 640◦C, with duration of approximately
27min.

From our prior work described in Sect. 18.2, we found that a DMHy/V
ratio of 0.961 is required to realize 60 Å In0.4Ga0.6As0.995N0.005-GaAs QW
active regions with an emission wavelength of 1,300nm. The extension of the
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emission wavelength of the GaInNAs QW laser is achieved by increasing the
N-content in the GaInNAs QW, while maintaining the In-content and the
QW thickness constant at 40% and 60 Å, respectively. The incorporation of
N in the GaInAs material system is a very strong function of the DMHy/V
ratio. By increasing the DMHy/V ratio, larger N-content GaInNAs QW can
be realized. Utilizing DMHy/V ratios of 0.975 and 0.980, the lasing emission
wavelengths of the 60 Å In0.4Ga0.6AsN QW active regions are extended up to
1,360 and 1,382nm, respectively. The N contents in the 1,360 and 1,382nm
GaInNAs QWs are estimated as approximately 0.8 and 0.85%, respectively,
as calibrated from the growth conditions.

Broad area lasers, with a stripe-width (w) of 100 µm, were fabricated uti-
lizing the GaInNAs QW active regions for emission wavelengths at 1,360 and
1,380nm. The lasing characteristics are measured under pulsed currents with
a pulse width of 5 µs and duty cycle of 1%. The measurements are performed
on as-cleaved broad area laser devices, with an oxide-defined stripe-width
of 100 µm. The metal contacts are realized with 250 Å Ti/500 Å Pt/1,500 Å
Au and 200 Å Ge/1,000 Å GeAu/500 Å Ni/3,000 Å Au for p-contact and n-
contact, respectively. The contact annealing of the devices is accomplished
under forming gas (10% H2 +90% N2) at a temperature of 370◦C for duration
of 30 s.

The pulsed lasing characteristics of the 1,360nm GaInNAs QW lasers
with a cavity length (Lcav) of 1,000 µm are shown in Fig. 18.26. A room
temperature threshold current density (Jth) of only 520 A cm−2 is achieved
for GaInNAs QW lasers with Lcav of 1,000 µm, at an emission wavelength
of 1,357nm. An external differential quantum efficiency of approximately
43.2% is also measured. The threshold current density of longer cavity devices
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1,360 nm GaInNAs QW lasers with Lcav = 1,000 µm at a temperature of 20◦C. The
inset shows the near-threshold lasing spectrum at a heat-sink temperature of 20◦C
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(Lcav = 1,500 µm) is measured as only 450 A cm−2 at a temperature of
20◦C. Accompanying the large shift in the emission wavelength from 1,300
to 1,360nm, the threshold current density of the 1,360nm GaInNAs QW is
increased by approximately a factor of two [9].

The temperature dependence of the threshold current density of the
1,360nm GaInNAs QW lasers with a cavity length of 1,000 µm is shown in
Fig. 18.27. The characteristic temperature coefficients of the threshold current
density (T0 values, with 1/T0 = 1/Jth [dJth/dT ]) of 87 and 67K are measured
in the temperature ranges of 10–60◦C and 60–100◦C, respectively. A thresh-
old current density of 1,480 A cm−2 is measured at a heat sink temperature
of 100◦C, with an emission wavelength of approximately 1,400nm.

The dependence of the external differential quantum efficiency of the
1,360nm GaInNAs QW lasers as a function of temperature is shown in
Fig. 18.27. At elevated temperatures, the slope efficiency of this laser is
extremely temperature sensitive, reflected by the low T1 value (1/T1 =
−1/ηd [dηd/dT ]) of only 70K for the temperature range of 60–100◦C. By
comparison, optimized 1,233nm emitting Ga0.6In0.4As QW lasers typically
exhibit T1 values of 1,250K [25].

The pulsed lasing characteristics of the 1,382nm GaInNAs QW lasers are
shown in Fig. 18.28, for a device with a cavity length of 750 µm. By increas-
ing the DMHy/V ratio to 0.980, emission wavelength up to 1,382nm was
realized for laser devices with a cavity length of 750 µm at a heat sink tem-
perature of 20◦C. Threshold current densities of approximately 900, 1,010, and
1,800 A cm−2 are achieved for GaInNAs QW lasers at heat-sink temperature
of 10–20, and 60◦C, respectively.

One of the interesting characteristics of the 1,382nm GaInNAs QW lasers
is the fact that its external differential quantum efficiency exhibits a very
strong temperature sensitivity. The T1 value of the 1,382nm GaInNAs QW
lasers is only 82K in the temperature range of 10–40◦C, which is extremely



478 N. Tansu and L.J. Mawst

500

750

1000

1250

1500

1750

2000

270 280 290 300 310 320 330 340 350
Temperature (K)

Jt
h 

(A
/c

m
2 )

0

5

10

15

20

25

30

35

ηd
_t

ot
al

 (
%

)

In0.4Ga0.6AsN QW - Lcav = 750-µm

λ(20°C)=1382-nm

T0 = 73 K

T1 = 82 K

T1 = 36 K
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low in comparison to that (T1 = 360 K for temperature range of 10–60◦C,
[9]) of the 1,300nm GaInNAs QW lasers. As we increase the N content in
the GaInsNA QW to extend the emission wavelength, severe carrier leakage
may occur from the QW as a result of a significant reduction in the hole
confinement for larger N content GaInNAs QW [38].

Even though the threshold current density of the MOCVD-grown 1,360
and 1,382nm GaInNAs QW lasers reported here are higher than lower
N content 1,300nm GaInNAs QW lasers, these results still represent the
best reported threshold current densities in the wavelength regime of 1,360–
1,400nm as shown in Fig. 18.29. In Fig. 18.29, we plotted the best reported
threshold current densities of GaInNAs QW lasers for the wavelength range
from 1,360 to 1,400nm [5, 14, 15, 17, 52, 53]. Some of the best reported Jth

for MOCVD-grown GaInNAs QW lasers with emission wavelengths of 1,370
and 1,380nm were realized with threshold current densities in the range
of 2,200–2,500 A cm−2 [52, 53] by utilizing TBA as the As-precursor. The
MOCVD-grown GaInNAs QW lasers reported here exhibit record low thresh-
old current densities (at T = 20◦C) of only 450–520 and 1010 A cm−2 for
emission wavelengths at 1,360 and 1,382nm, respectively. These efforts demon-
strate that high-performance 1,360 and 1,382nm GaInNAs QW lasers can be
realized with AsH3 as the As-precursor.

In Fig. 18.30, we listed the summary of the best reported GaInAs-QW
and GaInNAs-QW lasers on GaAs from emission wavelength of 1,100 up to
1,400nm. As shown in the Fig. 18.30, we realized recently GaInNAs QW lasers
with threshold current density of only approximately 500 A cm−2 for emission
wavelength up to 1,370nm. Our reported Jth for 1,370nm GaInNAs QW
lasers is extremely low in comparison to some of the published results for
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GaInNAs QW in the wavelength of 1,370–1,400nm. The fact that low Jth

GaInNAs QW lasers have been realized with MOCVD technology indicates
the large potential to push this material system for application beyond 1,400–
1,550nm. One of the main challenges in pushing the MOCVD-grown GaInNAs
QW system is the difficulty in incorporating more N into the high In-content
GaInAs to push the emission wavelength beyond 1,400–1,550nm.
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18.11 Temperature Analysis of the GaInNAs QW Lasers

Recent temperature analyses of GaInNAs diode lasers in the 1,300nm wave-
length region indicate that Auger recombination [28] and hole leakage [29,
30, 38] may play a significant role in the observed temperature sensitivity
of the threshold current density and external differential quantum efficiency.
To achieve emission wavelengths beyond 1,300nm, higher N content GaIn-
NAs active regions have been reported by various growth techniques such as
MBE [6, 15, 17], MOCVD [6,52, and our work in Sect. 18.9], and CBE [54].
With much higher threshold current density and lower external differential
quantum efficiency than 1,300nm emitting lasers, these devices also showed
severe temperature sensitivity of the laser characteristics. However, no study
has yet focused on the strong temperature dependence of GaInNAs QW lasers
beyond 1,300nm and the underlying mechanism is still uncertain.

In this work, we present a temperature analysis of GaInAs(N) QW lasers
over a wide emission wavelength range from 1,230 to 1,360nm by simply
adjusting the nitrogen composition in the QW. It was found that incorporation
of higher nitrogen content significantly deteriorated the laser characteristics
and temperature performance. Furthermore, we conclude that this behav-
ior can be attributed to the highly temperature sensitive current injection
efficiency and material gain parameter for GaInNAs QW lasers with higher
N-content.

The GaInAs QW and GaInNAs QW laser structures were similar to the
ones studied earlier, as shown in Fig. 18.1. In this study, we focused on three
MOCVD-grown GaInAs(N) QW lasers with lasing wavelengths of 1.230 µm
(laser A) [25], 1.295 µm (laser B) [9], and 1.360 µm (laser C) [see Sect. 18.9]
for 2 mm long devices, respectively, and the schematic band diagrams are
shown in Fig. 18.31. A high In content of 40% was utilized in the QW grown
under a temperature of 530◦C for all three laser bases. The only distinction

GaAsGaAsP0.15

In0.4Ga0.6As0.992N0.008 QW

λlasing = 1.360 µm

Laser B

GaAsGaAsP0.15

λlasing=1.230 µm

Laser A

GaAsGaAsP0.15

λlasing= 1.295 µm

Laser C

In0.4Ga0.6As0.995N0.002 QWIn0.4Ga0.6As QW

Fig. 18.31. Schematic band diagram of the GaInNAs QW laser structures with
N content of 0, 0.5, and 0.8% for 1,230 nm Ga0.6In0.4As (laser A), 1,295 nm
Ga0.6In0.4N0.005As0.995 (laser B), and 1,360 nm Ga0.6In0.4N0.008As0.992 (laser C)
QW lasers, respectively
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of these laser structures was the nitrogen composition x of the 60 Å thick
Ga0.6In0.4NxAs1−x QW, which was determined to be 0% and 0.5% for laser A
and B, calibrated by SIMS measurements, and 0.8% for laser C, which was esti-
mated by extrapolating the growth parameters. The calculated strain of the
GaInAs(N) QW are −2.79, −2.69, and −2.64%, for laser A–C, respectively.
Minimum strain variation of the active regions utilized here should not result
in any significant difference in laser characteristics contributed from strain
difference. The detailed laser structure had been previously described in the
earlier sections. The optical confinement factor (Γ) of 1.7% was calculated for
all three structures by using the transmission matrix method.

As-cleaved broad-area lasers were fabricated with a stripe width of 100 µm
and lasing characterization was conducted at a heat sink temperature range
from 10 to 100◦C with a pulse width of 5 µs (1% duty cycle). No heating was
observed during the optical power vs. injection current measurement under the
experimental condition. The threshold current density (Jth) was 110, 266, and
513 A cm−2 and external differential quantum efficiency (ηd) was 48, 46, and
43% at 20◦C for 1mm cavity length devices of laser A, B, and C, respectively.
Figures 18.32 and 18.33 show the detailed temperature dependence of Jth and
ηd as well as the characteristic temperature T0 and T1(1/T0 = 1/Jth(dJth/dT )
and 1/T1 = −1/ηd(dηd/dT ) at a temperature range of 10–50◦C and 50–100◦C.
These data indicate that the 1,230nm In0.4Ga0.6As QW lasers (laser A) have
both the lowest Jth and the largest ηd as well as higher T0 and T1 values
compared with the 1,295nm Ga0.6In0.4As0.995N0.005 (laser B) and 1,360nm
Ga0.6In0.4As0.992N0.008 (laser C) QW lasers. T0 values from 20 to 60◦C were
characterized to be 120, 98, and 88K and T1 are 631, 333, and 227K for
laser A–C, respectively, indicating a trend of a reduction in T0 and T1 for
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the lasers with higher N content in QW. At 100◦C, the GaInAs QW lasers
exhibited a very low Jth of 237 A cm−2 and high ηd of 41%. It is concluded
that with an increasing N content GaInNAs QW, the lasers show degraded
lasing characteristics and, more importantly, significantly higher temperature
sensitivity, although an extension of lasing wavelength can be achieved.

The characteristic temperature T0 and T1 have been shown that they can
be expressed as (18.1) and (18.2) by assuming that Jth, transparent current
density (Jtr), and internal loss (αi) exponentially increase with temperature
while ηd, current injection efficiency (ηinj), and material gain parameter (g0J)
exponentially decrease. The relations can be written as [24, 29]

1

To(L)
=

1

Ttr
+

1

Tηinj
+

αi + αm(L)

ΓgoJ

1

TgoJ
+

αi

ΓgoJ

1

Tαi
, (18.1)

1

T1(L)
=

1

Tηinj
+

αi

αi + αm(L)

1

Tαi
, (18.2)

where Ttr, Tηinj, Tg0J, and Tαi are the characteristic temperatures of Jtr, ηinj,
g0J, and αi and αm(L) = (1/L) × ln(1/R) is the mirror loss as a function of
cavity length where R is the facet reflectivity and L is the cavity length. To
distinguish the dominant mechanism for the poor temperature performance of
the long wavelength 1,360nm GaInNAs QW lasers, temperature characteris-
tics of Jtr, ηinj, and g0J were obtained from a series of temperature-dependent
length studies. By deducing the slope and intercept of the 1/ηd vs. L data
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line, one can calculate the laser intrinsic parameters of αi and ηinj based on
the equation as follows:

ηd = ηinj ×
αm (L)

αi + αm (L)
(18.3)

Also from the logarithmic relation of the threshold gain (gth) and threshold
current density shown in (18.4), g0J and Jtr can be extracted.

gth = goJ × ln

(

ηinjJth

Jtr

)

(18.4)

The result of length studies for these three laser structures is shown in
Fig. 18.34, where ηinj is expressed as a function of heat sink temperature from
10 to 100◦C. Current injection efficiency (ηinj) values of 81, 66, and 53% at
room temperature and Tηinj of 2,000, 354, and 161K were observed for the
GaInAs(N) QW lasers with 0, 0.5, and 0.8% N content, respectively. The
strong temperature dependence of the injection efficiency indicates a much
stronger carrier leakage process for the high N content GaInNAs QW lasers.
At 100◦C, the ηinj of laser C reduces to 31% while the ηinj of laser A is still as
high as 78%. The second term in (18.2) represents the contribution from inter-
nal loss temperature sensitivity. Values of Tαi × (αi + αm)/αi were measured
and calculated to be 640, 1,153, and 2,132 for laser A–C, respectively, and Tαi

values are 260, 360, and 400K. According to (18.2), we can determine that
the factor that limits T1 for GaInAs QW laser is the internal loss (the second
term) since Tηinj hardly affects T1 due to its large value of 2,000K. On the
contrary, the dominant factor resulting in the highly temperature sensitive ηd

(a much lower T1) of the 1,295nm and 1,360nm GaInNAs QW lasers is the
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current injection efficiency ηinj(T ) (the first term). The observed poor ηinj and
Tηinj values could be presumably explained by a hole leakage mechanism in
GaInNAs QW lasers [11,29,38] with a reducing valence band offset as nitrogen
composition increases [55].

Unlike in (18.2) where Tηinj is the dominant factor, the more compli-
cated dependence of (18.1) leads to difficulty in analyzing the dominant
mechanism responsible for the degraded T0 of GaInNAs QW lasers with
increasing N content. For the analysis of T0, the first three terms in (18.1)
are considered important and need to be carefully examined. In Fig. 18.35,
the measured g0J values vs. temperature are shown over a range of 10–
100◦C. The g0J values at room temperature are measured to be 1,800,
1,432, and 1,330 cm−1 and Tg0J values are 620, 456, and 192K for laser
A–C, respectively. The 1,360nm GaInNAs QW lasers exhibit inferior gain
characteristics compared with the other two structures and with such a
low TgoJ, the g0J value drops rapidly as temperature elevates and reaches
a very low value of 800 cm−1 at 100◦C. Possible mechanisms accounting
for this behavior are possibly nonradiative Auger recombination, nitrogen-
induced change of band structure, and temperature sensitive carrier leakage
process below threshold for lasers with higher N-content. To improve under-
standing, g0J and Tg0J of Ga0.65In0.35N0.008As0.992QW lasers are compared
with Ga0.6In0.4N0.005As0.995 QW lasers for which the lasing wavelengths are
designed to be 1.3 µm for both cases. With identical band gap energy, the con-
tributions from Auger recombination are considered to be similar for these two
laser structures. However, the results of lower g0J of 1,251 cm−1 (at 20◦C) and
Tg0J of 330K (from 10–60◦C) of Ga0.65In0.35As0.992N0.008 QW lasers indicate
that mechanisms other than Auger recombination are also crucial to explain
the degradation of g0J and Tg0J. From these data, it can be concluded that
increasing N content in GaInNAs QW not only significantly reduces ηinj and
Tηinj, but also seriously deteriorates goJ and TgoJ. Based on this study, it
is believed that the observed low T0 and T1 of GaInNAs QW lasers with
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increasing N content can be explained by the combination of a more severe
carrier leakage process and stronger temperature dependence of g0J [29, 30].

In the Sect. 18.10, the studies demonstrate that the N content in the GaIn-
NAs QW dramatically affects the temperature sensitivity of ηinj and g0J.
The strong temperature dependence of ηinj and g0J leads to low values of
T0 and T1 for the GaInNAs QW lasers with higher N content. The current
injection efficiency of GaInNAs QW lasers with increasing N content exhibits
increasing temperature sensitivity, which could result from a reduction of the
heavy hole confinement. In the following sections, theoretical calculations and
careful experiments demonstrate that suppression of thermionic heavy hole
escape from the GaInNAs QW systems lead to significantly improved lasing
performances at high temperature.

18.12 Thermionic Emission Lifetime
of GaInNAs Quantum Wells Lasers

As presented in the studies in Sect. 18.11, the stronger temperature sensitivity
of the current injection efficiency of GaInNAs QW lasers with increasing N
content lead to GaInNAs QW lasers with lower T0 and T1 values. In our earlier
work [19, 30], the reduced T0 and T1 (1/T1 = −(1/ηd) dηd/dT, ηd = external
differential quantum efficiency) values of the 1,300nm GaInNAs QW lasers,
compared to 1,190nm GaInAs QW lasers, has been linked primarily to an
increase in the carrier/current leakage processes. Despite the deeper quantum
well structure in the GaInNAs QW lasers, the experimentally measured cur-
rent injection efficiency (ηinj) of 1,300nm GaInNAs QW reduces more rapidly
with temperature compared to that of the 1,200nm GaInAs QW lasers [19]. As
N is added into the QW to push the emission wavelength longer, experiments
have indicated that the ηinj of GaInNAs QW lasers decreases as a function of
increasing N content [8, 15]. The reduction in ηinj can result for active layer
carrier leakage. Here we identify a carrier leakage process in GaInNAs QW
lasers [19] as heavy-hole leakage due to poor active layer hole confinement.

The thermionic carrier lifetime (τe) in QW lasers is an important factor
in determining the current injection efficiency (ηinj) of a laser [56,57]. A large
thermionic lifetime of the carriers in the QW indicates a minimal escape rate of
the carriers from the QW to the separate confinement heterostructure (SCH)
[56,57]. Minimal thermionic carrier escape rate out of the QW will lead to an
increase in ηinj and a reduction in the temperature sensitivity of ηinj [56, 57].
The conventional method to express the thermionic lifetime is based on the
model by Schneider et al. [58], which utilizes the bulk (3D) density of states
(DOS) and a simple parabolic band model. However, this model [58] has been
shown to be insufficient to explain experiments [59], and has a tendency to
significantly over-estimate the hole-lifetime and to underestimate the electron
lifetime [59]. The thermionic lifetime model that we employ in this study is
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based on the model proposed by Irikawa et al. [59], that has been applied to
the study of 1,500nm GaIn(Al)As/InP QW lasers.

The thermionic current leakage, from the edge of the QW to one side of
the SCH, Jee i, is related to the thermionic emission carrier lifetime to one
side of the SCH τee i as follows

Jee i = NqLzNQW/τee i (18.5)

in which i, N, q, Lz, NQW, represents the type of carriers (electrons or holes),
the number of QWs, the electron charge, the QW thickness, and the carrier
density in QW, respectively. It is important to note that the thermionic leak-
age current here is not the same as the total current leakage in QW laser
devices, as the leaked carriers into the SCH region will have the probability of
being recaptured back and recombine in the QW [56,57,59]. The relationships
of the total threshold current density and the current injection efficiency with
the thermionic carrier lifetime are more complex, and are interrelated by the
total recombination lifetime in the QW and barrier regions and carrier cap-
ture time into the QW [56,57,59]. The leakage current Jee i has been described
in [58, 59] with the standard thermionic emission theory as follows

Jee i =
4πq(kBT )2

h3
m∗

i exp(−Ebi − Fi

kB · T ) (18.6)

where m∗
i , Ebi, and Fi are the effective masses of the electrons or holes in

the QW, the effective barriers and the quasi-Fermi levels for the electrons or
holes in QW, respectively. The constants kB and h represent the Boltzmann
and Planck constant, respectively. The carrier density in the QW is calculated
by taking into consideration the 2D DOS of the strained-QW, strain effects
in band gap of the QW, and the Fermi-Dirac statistics [60]. The thermionic
escape lifetime (τee i) can be extracted by relating the thermionic leakage cur-
rent (Jee i) and the carrier density in the QW (NQW), with consideration of the
structure. The total current leakage from the SQW to both sides of the SCH,
contributed by carrier i (electrons or holes), is Je i = Jee i right + Jee i left.
The total thermionic escape lifetime of carrier i (τe i) can be expressed as
1/τ e i = 1/τee i right + 1/τee i left. For the case of symmetrical barriers
(Jee i right = Jee i left), the expression 1/τe i = 2/τee i will be obtained.

In this study, the τee i values are analyzed for the case of the 1,190nm
emitting GaInAs-QW and 1,300nm emitting GaInNAs-QW lasers. These
1,190–1,300nm GaInAs(N) QW lasers, shown schematically in Fig. 18.1, are
similar with the lasers that have been published previously [8, 9], in which a
very high In-content (∼40%) and minimum N-content (∼0.5%) GaInAs(N)
QW is utilized to achieve high-performance λ = 1, 190–1,300 nm emit-
ting lasers with GaAs as the direct barrier to the QW. Large band gap
Al0.74Ga0.26As layers are utilized as the n- and p-cladding layers, to ensure
minimal carrier leakage from SCH region to cladding layers. The existence
of the small N content (∼0.5–2%) in the GaInNAs QW mainly affects the
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conduction band, which allows for the approximation of many of the mate-
rial parameters of the Ga1−xInxNyAs1−y QW with those of the Ga1−xInxAs
QW [61]. The compilation of the parameters used here follows the treatment
in [55, 61] for the effective masses of the electrons, band gap energy, and
conduction (∆Ec) and valence (∆Ev) band offsets.

We determine the appropriate band offset values by fitting the theory with
the measured values from the experiments. The conduction band offset ratio
(Qc = ∆Ec/∆Eg) for highly strained (In > 20%) GaInAs-GaAs materials
have been predicted to be in the range 60–65% [60, 62–64]. For the case of
the GaInNAs QW, experimental studies [1, 55] show that Qc is as high as
77–80% for the case of Ga0.62In0.38N0.015As0.985. Additional recent work [65]
has also demonstrated experimentally the reduction in the valence band off-
set (∆Ev) in GaInNAs QW as a result of N incorporation into GaInAs QW.
We found very good agreement in emission wavelength and QW composition
between theory and experiment with Qc values of 65%, and 82% for 63 Å
Ga0.57In0.43As QW, and 63 Å Ga0.57In0.43N0.0062As0.9938 QW, respectively.
The compositions, the QW thickness, and the emission wavelengths of both
the 60 Å Ga0.6In0.4As QW and 60 Å In0.4Ga0.6As0.995N0.005 QW are measured
experimentally [8, 24]. The me

∗ for GaInAs QW and GaInNAs QW here are
calculated as 0.047mo and 0.069mo, respectively, with mo as mass of elec-
tron. The mhh

∗ for both GaInAs and GaInNAs QW utilized in calculation
is 0.457mo. Because of the large strain of the GaInAs and GaInNAs QW,
the hole band structure consists of only heavy hole (hh) subbands in the 2D
states, with light hole (lh) states having bulk like (3D) properties.

By utilizing the parameters listed in [58–64] and Fig. 18.36, the thermionic
escape lifetime τee i can be calculated for electrons and holes for both GaInAs
and GaInNAs QW’s, as shown in Fig. 18.37. For the case of a GaInAs QW, the
τee(∼50–160 ps) of electrons is comparable to that (∼55–60 ps) of heavy-holes,
for typical threshold carrier density of interest (NQW ∼ 1.5–4×1018 cm−3). In
the case of a GaInNAs QW, the τee of the heavy-hole is significantly smaller
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hh 115 meV

63-Å In0.43Ga0.57As -GaAs
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hh 12 meV

hh 47 meV

63-Å In0.43Ga0.57As0.9938N0.0062-GaAs
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Fig. 18.36. Band line-up for conduction and valence bands of (a) 1,190 nm In0.43As-
QW and (b) 1,295 nm Ga0.57In0.43N0.0062As0.9938 QW lasers, with GaAs barriers
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Fig. 18.37. The electron and hole thermionic escape lifetimes of 1,190 nm
Ga0.57In0.43As-QW and 1,295 nm Ga0.57In0.43As0.9938N0.0062 QW lasers with GaAs
barriers, at temperature of 300 K, as functions of carrier density

than τee of the electron. The electrons are very well confined in GaInNAs QW,
as indicated by the large τee(∼40–100 ns) of the electron for typical threshold
conditions. This large τee of electrons in GaInNAs QW is expected, owing to its
large conduction band-offset (∆Ec ∼ 450 meV). On the other hand, the heavy-
hole is very poorly confined due to the large disparity of the ∆Ec and ∆Ev.
The small valence band-offset (∆Ec ∼ 99 meV) in GaInNAs QW results in
picosecond-range τee of approximately 5–6 ps, for typical threshold conditions.
Because of the significantly smaller τee of the hole in GaInNAs QW, the
heavy-hole leakage is the dominant leakage mechanism for the GaInNAs QW.
Severe thermionic carrier leakage leads to a reduction in the current injection
efficiency at threshold [56, 57], which is distinct from the above threshold
ηinj [66], and will in turn lead to an increase in the threshold current density
of the QW laser.

The thermionic carrier escape lifetimes for the GaInAs and GaInNAs QWs
are shown in Fig. 18.38a,b. At elevated temperature (T = 360K), τee of the
heavy-hole reduces to only 3 ps. In the case of the GaInAs QW, the lowest
τee is approximately 21ps at an elevated temperature of 360K. The severe
heavy-hole leakage at elevated temperature for GaInNAs QW lasers serves as
one of the contributing factors that leads to the highly temperature-sensitive
(T0 ∼ 70–90 K) threshold-current of high-performance 1,300nm GaInNAs
QW lasers. Although the hole-leakage processes may dominate the high tem-
perature sensitivity of GaInNAs QW lasers, Auger recombination, and other
processes in the GaInNAs QW cannot be ruled out as contributing factors.

To achieve suppression of hole leakage from the GaInNAs SQW, larger
band gap materials of tensile-GaAsP or GaInAsP can also be utilized as the
direct barrier or SCH regions. As shown in Fig. 18.39, the τee of holes in
a GaInNAs QW are calculated for structures with various barrier regions.
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Fig. 18.38. The electron and hole thermionic escape time of the (a) 1,190 nm
GaInAs-QW and (b) the 1,295 nm GaInNAs QW lasers with GaAs barriers, as
functions of carrier density and temperature
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NAs QW lasers with various barriers, at temperature of 300 K, as functions of carrier
density
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By utilizing the 1.77 eV GaInAsP lattice-matched barriers, with the assump-
tion of a band-offset ratio (∆Ec : ∆Ev) of 82:18, the thermionic escape
rate (1/τee holes) of the heavy hole in GaInNAs QW is reduced significantly
by approximately 10–12 times, in comparison with that of the GaInNAs-
GaAs case.

The hole leakage process is identified as the main mechanism in the
leakage process in 63 Å Ga0.57In0.43As0.9938N0.0062 SQW lasers with GaAs
barriers. At a typical room temperature threshold carrier density (NQW =
1.5–3× 1018 cm−3), the estimated τee for the heavy-hole in 1,300nm emitting
GaInNAs QW lasers is predicted to be around 5–6ps, which is approximately
10 times smaller than that of the 1,190nm emitting GaInAs QW lasers.
Reduction in the hole leakage, by utilizing large band gap barriers in a SQW,
should allow the realization of high-lasing-performance and high-temperature-
operation 1,300nm GaInNAs SQW lasers, comparable to that achieved with
1,190nm emitting GaInAs SQW lasers. Utilization of multi-QW GaInNAs
active regions will also allow reduction in the thermionic carrier escape rate,
which will be beneficial for high-temperature operation.

Because of the complexity in determining the parameters for GaInNAs
materials, the intent of this section is not to provide the most accurate values
of the thermionic carrier escape time from GaInNAs QW. Rather it is to point
out the significance of the thermionic carrier escape processes in 1,300nm
GaInNAs QW lasers, which have been neglected in previous analysis under
the assumption of strong electron confinement [28]. Further analysis utilizing
a self-consistent-computation [67], with consideration of thermionic carrier
leakage, would allow improved and more accurate understanding of the physics
of temperature sensitivity of GaInNAs QW lasers.

18.13 Experimental Evidence of the Existence
of Carrier Leakages

Our previous studies presented in Sect. 18.10 have suggested carrier leakage
and a more temperature sensitive material gain are also contributing fac-
tors that lead to a stronger temperature sensitivity of the GaInNAs QW
lasers in comparison to that of the optimized 1,200nm GaInAs QW lasers. In
Sect. 18.11, we have also calculated theoretically that the thermionic carrier
escape rate for 1,300nm GaInNAs QW lasers is larger by one or two order of
magnitude in comparison to that of 1,200nm GaInAs QW lasers, as a result
of poor heavy holes confinement in the GaInNAs QW.

In Sect. 18.12, we demonstrate experimental evidence for the existence of
temperature induced carrier leakage in GaInNAs QW lasers. This work shows
experimentally that carrier leakage in GaInNAs QW cannot be neglected,
despite its deep electron confinement. Experiments are designed, in which the
choice of the barriers surrounding an identical 60 Å Ga0.6In0.4N0.005As0.995

QW (∆a/a ∼ 2.8%, compressive) are modified from the conventional GaAs
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∆EV

60-Å In0.4Ga0.6As0.995N0.005 QW

75-Å GaAs0.85P0.15

100-Å GaAs

Fig. 18.40. Schematic band diagram of the Ga0.6In0·4N0.005As0.995 QW active
regions with direct barriers of (a) GaAs and (b) GaAs0.85P0.15

barriers to higher band gap (Eg ∼ 1.55eV) GaAs0.85P0.15 barriers (∆a/a ∼
−0.54%, tensile), as shown in Fig. 18.40. By replacing the direct barrier mate-
rial, the thermionic escape lifetime of the carriers in the QW will be altered as
a consequence of changes in the band offsets (∆Eb). By utilizing the GaAsP-
direct barriers, significant suppression of the carrier leakage phenomena at
elevated temperature is observed, resulting in the realization of GaInNAs-QW
lasers with low Jth and improved T0 values at elevated temperatures. It is also
important to note that the improvement in T0 values in the GaInNAs-GaAsP
laser structure is not a result of an increase in the Jth.

The Jth of QW lasers can be expressed as a function of device parameters,
which include transparency current density (Jtr), current injection efficiency
(ηinj), material gain parameter (goJ), and internal loss (αi), as follows [24,29]

Jth =
Jtr

ηinj
exp(

αi + (1/L) ln(1/R)

ΓgoJ
) (18.7)

The ηinj is defined as the fraction of the injected current that recombines in
the QW active region. An expression for ηinj at threshold [56, 57], with the
assumption of low photon density (S), can be expressed as follows

ηinj(S → 0) ∼= 1
[

1 + τbw

τb
(1 +

τQW total

τe
)
] (18.8)

with τbw as the total carrier transport time, τb as the total recombination
lifetime in the SCH region, τQW total as the total recombination lifetime in
the QW active region, and τe as the thermionic carrier escape lifetime. The
expression in (18.8) can be derived from the conventional rate equation for
QW lasers [56,57]. The τbw and τb are assumed as unchanged in all our exper-
iments, as the design and the choice of material systems of the SCH region are
identical for all structures investigated here. From the fact that the composi-
tions and dimensions of the GaInNAs QW active regions in both experiments
are kept identical, the total recombination lifetime in QW τQW total can also
be assumed as unchanged.
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The thermionic escape lifetime (τe e,h for electrons and holes, respectively)
of the carriers in the QW can also be expressed as follows [38, 57, 59]

1

τe e,h
∝ 1

NQWLz
T 2 exp(−∆Eb e,h

kBT
) (18.9)

with kB as the Boltzmann constant, T as the temperature, NQW as the
carrier density in QW, Lz as the thickness of QW, and ∆Eb e,h as the car-
rier confinement energy in QW (for electrons and holes, respectively). As
the dimension (Lz) and composition of the GaInNAs QW active regions
in both experiments are identical, the threshold carrier density in the QW
(NQW th) can also be assumed as identical for both lasers with similar con-
finement and cladding layer designs. The total thermionic carrier escape time
of QW (τe) can be expressed as functions of the τe electron and τe holes as
1/τe = 1/τe electron + 1/τe holes. The escape phenomenon is dominated by
the escape rate of the carriers with the fastest escape time. Once the car-
riers escape, the carriers in the QW and SCH will redistribute themselves to
maintain charge neutrality in the QW and SCH due to the high mobility of
the carriers [56]. The differences in the τe of GaInNAs-GaAs and GaInNAs-
GaAsP structures can be attributed solely to the differences in their respective
ratios of ∆Eb e,h/kBT. The ratios of the electron and hole confinement energy
(∆Ec : ∆Ev, with ∆Ec = ∆Eb e, ∆Ev = ∆Eb h) in GaInNAs-GaAs struc-
tures is approximately 80:20 [38, 55], resulting in extremely strong electron
confinement and extremely poor heavy hole confinement. The calculated
escape lifetime of the electrons and holes from GaInNAs QW is approxi-
mately 30–50ns and 5–10ps, respectively, for near-threshold conditions [38].
By utilizing the large band gap material surrounding the GaInNAs QW,
the confinement energy of both the electrons and holes in the QW will be
increased. As no studies has been reported on the GaInNAs-GaAsP struc-
tures, the ∆Ec : ∆Ev ratio is assumed as similar with that of GaInNAs-GaAs
case. The calculated increase in ∆Ev (without taking into account the ten-
sile strain of GaAsP) of approximately 22–35meV can be achieved for the
GaInNAs-GaAsP structures, which is approximately 25% larger than that
of GaInNAs-GaAs structures (∆Ev ∼ 99 meV, [38]). Slight increase in ∆Ev

leads to significant suppression of hole escape rate (1/τe) from the GaInNAs-
GaAsP QW structures due to its exponential relation (from (18.9)), which will
in turn lead to improved ηinj and Jth at elevated temperatures (from (18.7)
and (18.8)). In the absence of any carrier leakage, by contrast, an increase in
∆Ev will not lead to any reduction in Jth at elevated temperatures or any
improvement in the T0 values. The tensile strain of GaAsP barriers could
potentially lead to even further improved confinement of heavy holes in GaIn-
NAs QW, due to the strain-induced lowering of the heavy-hole band edge of
tensile strain material.

Both laser structures studied here, shown in Fig. 18.40, were grown and
fabricated with similar methods as described in Sect. 18.2 and 18.3. The detail
of the MOCVD growth of GaInNAs QW materials utilizing GaAs barriers
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and larger band gap materials of GaAsP has been discussed elsewhere in [13]
and [68].

As-cleaved broad area lasers, with oxide-defined stripe width of 100 µm
were fabricated for both active regions shown in Fig. 18.40. The lasing char-
acteristics were measured under pulsed conditions with a pulse width and
a duty cycle of 5 µs and 1%, respectively. Room temperature threshold
current densities of 320, 260, and 220 A cm−2 were measured for GaInNAs-
GaAsP QW lasers for cavity lengths of 775, 1,000, and 2,000 µm, respectively.
At room temperature (T = 20◦C), threshold characteristics of both the
GaInNAs-GaAs are measured as approximately 350–360 A cm−2, 250 A cm−2

and 210–220 A cm−2, for devices with cavity lengths of 720, 1,000, and
2000 µm, respectively. The emission wavelength of the GaInNAs-GaAsP lasers
is approximately 1,280nm (Lcav = 2,000 µm), which is approximately 150 Å
shorter than that of the GaInNAs-GaAs QW structures. Calculations con-
sidering the band gap, strain, and effective masses predict a blue-shift of the
emission wavelength of approximately 100–120 Å for GaInNAs-GaAsP QW
structures, in good agreement with experiments.

The temperature characterizations of both GaInNAs-GaAsP and
GaInNAs-GaAs QWs lasers are performed over the range of 10–100◦C. The
characteristics of Jth with temperatures for both laser structures (Lcav =
2,000 µm) are plotted in Fig. 18.41. The measurement is conducted for devices
with long cavity to minimize the effect from the temperature sensitivity of
material gain [24, 29].

Threshold current densities of both lasers are nearly identical in the
temperature regime below 20◦C. As the temperature increases, the Jth of
the GaInNAs with GaAsP barriers increases at a significantly slower rate.
The suppression of carrier leakage is also evident from the fact that the T0

and T1 (1/T1 = −(1/ηd) dηd/dT, ηd = external differential quantum effi-
ciency) values of the GaInNAs-GaAsP structures are significantly improved
for devices with various cavity lengths, as shown in Figs. 18.42 and 18.43.
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Fig. 18.41. The measured threshold current densities of GaInNAs-GaAs QW and
GaInNAs-GaAsP QW lasers as function of temperature, for as-cleaved with Lcav =
2,000 µm



494 N. Tansu and L.J. Mawst

150

200

250

300

350

400

500 1000 1500 2000

Cavity Length (µm)

T
1

(K
)

GaAs0.85P0.15 -

direct barriers

GaAs-direct barriers

60-Å In0.4Ga0.6As0.995N0.005

−(T/T
1
)ηηd (T ) = d

o⋅e

Fig. 18.42. The comparison of T1 values, measured from temperature of 10–
60◦C, for Ga0.6In0.4As0.995N0.005 QW lasers with GaAs0.85P0.15 barriers and GaAs
barriers, for various cavity lengths

80

90

100

110

120

500 1000 1500 2000

Cavity Length (µm)

T
0

(K
)

GaAs0.85P0.15 -

direct barriers

GaAs-direct barriers

60-Å In0.4Ga0.6As0.995N0.005

Jth (T )=Jtho⋅e(T/To)
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barriers, for various cavity lengths

Threshold current densities of only 390 and 440 A cm−2 were also measured
for GaInNAs-GaAsP QW lasers (Lcav = 2,000 µm) at temperatures of 80
and 90◦C, respectively. As electrons are very well confined in both GaInNAs
QW laser structures, the reduction of the Jth of the GaInNAs-GaAsP QW
structures at elevated temperatures as well as their improved T0 and T1 values
are results of suppression of heavy hole leakage from the GaInNAs QW due
to the lower hole escape rate (1/τe hole).

The existence of carrier leakage in GaInNAs QW lasers has been demon-
strated experimentally as one of the contributing factors influencing the
temperature sensitivity of GaInNAs lasers. It is important to note that while
these experiments demonstrate the existence of a carrier leakage processes in
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GaInNAs QW lasers, they do not rule out Auger recombination as an addi-
tional contributing factor for the device temperature sensitivity. Suppression
of carrier leakage in GaInNAs QW lasers with larger band gap barrier material
of GaAsP leads to a reduction in the Jth at elevated temperature, accompa-
nied by the increase in the T0 and T1 values. The Jth of the GaInNAs QW
lasers (Lcav = 2,000 µm, as-cleaved), with GaAs0.85P0.15 direct barriers, have
been measured as only 220 and 390 A cm−2, for measurements at temperature
of 20 and 80◦C, respectively.

18.14 Extending the Emission Wavelength
to 1,550 nm Regimes

The advancement of dilute nitride semiconductor materials and devices, in
particular GaInNAs quantum wells, has progressed significantly during the
last several years, leading toward realization of high performance diode lasers
on GaAs substrate emitting at 1,300–1,400nm wavelength regime [1–21, 70].
MOCVD-grown GaInNAs QW lasers have resulted in excellent lasing char-
acteristics of 1,280–1,320 and 1,365–1,370nm GaInNAs QW with threshold
current density of only 200–220 A cm−2 [9–14, 70] and 450–540 A cm−2 [70],
respectively. Although our GaInNAs QW lasers [9–14, 70, 71] have demon-
strated excellent performance at 1,300–1,410nm, extension of the emission
wavelength up to 1,550nm with only GaInNAs QW on GaAs is rather chal-
lenging [72–74]. Several promising approaches for realizing high-performance
1,550nm diode lasers on GaAs substrate include InAs quantum dots (QD)
[75–92], GaInNAsSb QW [93–105], GaAsSb-GaInAs type-II QWs [106, 107],
and GaAsSb-(In)GaAsN type-II QWs [108–112].

High performance 1,150–1,380nm InAs QD lasers had been realized by
several groups [75–80,84,89,92]. The lowest threshold current density of InAs
QD lasers emitting in the 1,460nm regime was reported as 2.3 kA cm−2 [75].
As the emission wavelength of InAs QD lasers is pushed beyond 1,460nm, its
threshold current density suffers. The existence of large strain and quantum
size-effects in the InAs QD on GaAs leads to significant challenges in pushing
its emission wavelength beyond 1,550nm.

GaInNAsSb QW had been demonstrated utilizing MBE [93–103], for emis-
sion at 1,200–1,500nm, with very good lasing performances. Recent works on
MBE-grown GaInNAsSb has resulted in Jth < 0.5–1 kA cm−2 at 1,500nm [93].
However, MOCVD-growth of GaInNAsSb QW is challenging, due to very
different optimum growth conditions that Sb- and N-containing compounds
require. To circumvent the challenges in MOCVD epitaxy condition for SbN-
based QW, recent approach utilizing interdiffused GaInAsSbN QW had been
proposed [104, 105]. The interdiffused SbN-based QW approach utilizes the
large disparity of the diffusivities of Sb- and N-species in GaAs lattice, that
allows the formation of SbN-based QW layers applicable for 1,550nm. The
details of the interdiffused GaInNAsSb QW will be discussed in Chap. 19.
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Fig. 18.44. Dilute nitride GaAsSb-GaNAs type-II QWs on GaAs for 1,550 nm
emission

Novel approach based on GaAsSb-(In)GaNAs type-II quantum well gain
media [108–112] had also been recently proposed as a method to achieve
high performance 1,550nm diode lasers on GaAs substrates, as shown in
Fig. 18.44. Figure 18.44 shows the energy band diagram for the GaAsSb-
(In)GaNAs type-II QWs [108–110]. Taking advantage of the deep electron
confinement in the GaNAs layer and the deep holes confinement in the GaAsSb
layer, type-II QW can be formed from these material systems. In this struc-
ture, the electron wells consist of (In)GaNAs layers and the hole well consist
of GaAsSb layer. Strain-compensated structures with compressively-strained
GaAsSb and tensile-strained GaNAs also allow the growth of multiple QW
stages to achieve the necessary optical gain for lasers. Material optical gain
as a function of radiative current density at 300K for optimized 1,550nm
lasers based on GaAsSb-(In)GaNAs type-II QWs has also been analyzed, and
it indicates large optical gain and low radiative threshold current density
devices can be achieved [109]. Energy dispersion, wavefunctions, and optical
matrix elements were calculated using 10-band k·p formalism, with band anti-
crossing model employed to take into account the N-like band in the dilute
nitride layers [109]. Recent experimental work on this novel dilute nitride
type-II QW gain media grown on GaAs substrate has also resulted in PL peak
luminescence emitting with low-temperature (T = 30K) photoluminescence
wavelength at 1,600-nm [112]. The envisioned GaAsSb-(In)GaNAs type-II
QW edge-emitters and VCSELs are expected to be a competitive alternative
approach to achieve a high-performance GaAs-based 1,550nm diode lasers.

18.15 Conclusions

High-performance GaInAs and GaInNAs QWs lasers, with emission wave-
lengths ranging from 1,170 to 1,320nm, have been realized by MOCVD
growth using AsH3 as the As-precursor. Low threshold current density and



18 Dilute Nitride Quantum Well Lasers 497

high temperature operation was obtained from 1,300nm GaInNAs single-
QW lasers, resulting in superior performance in comparison to conventional
1,300nm InP-based lasers. Despite the high-strain of the GaInNAs QW,
multiple-QWs lasers have been demonstrated with excellent scaling in trans-
parency current and material gain. The utilization of a higher N-content
GaInNAs QW has indicated possible increased carrier leakage, in compar-
ison to the structures with lower N content GaInNAs QW active regions.
Remaining issues concern the reliability of these active layer materials as well
as the extension to longer wavelengths. In addition to the success of 1,300nm
GaInNAs QW lasers, we have demonstrated excellent lasing characteristics
from GaInNAs QW lasers within the emission wavelength range of 1,360–
1,382nm, by utilizing MOCVD with AsH3 as the As-precursor. These results
represent among the lowest-reported threshold-current-densities of GaInNAs
QW lasers for emission wavelengths at 1,360 and 1,382nm. We observe a
strong dependence of the device temperature sensitivity (T0 and T1) on the
nitrogen content of the QW. The reasonably-low Jth of the 1,360 and 1,382nm
GaInNAs QW lasers also indicate the feasibility of pushing the GaInNAs QW
technology beyond emission wavelength of 1,400nm.

Detailed analysis of the temperature characteristics of GaInNAs QW lasers
indicated the importance of suppression of thermionic carrier leakage to realize
low threshold lasers. Here we have calculated theoretically and demonstrate
experimentally that by suppressing the carrier leakage out of the GaInNAs
QW, high performance lasers can be realized up to very high temperature.

Extension of the emission wavelength up to 1,550nm with only GaIn-
NAs QW remains challenging. Several approaches based on GaInAs QDs,
GaInNAsSb QWs, dilute nitride GaAsSb-GaNAs type-II QWs have shown
promising results for achieving 1,550nm diode lasers on GaAs. The area
of research for dilute-nitride lasers remains a very active field, in particu-
lar for achieving high-performance 1,550nm diode lasers and understanding
the physics of the QW and low-dimensional structures based on these novel
materials.
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Interdiffused GaInNAsSb Quantum Well
on GaAs for 1,300–1,550 nm Diode Lasers

R.A. Arif and N. Tansu

Current state-of-the-art GaInNAsSb quantum well lasers emitting in the
1,550nm regime can only be realized by molecular beam epitaxy due to
the ease and efficient incorporation of Sb-species into the GaInNAs mate-
rial system. The pursuit of GaInNAsSb materials systems by metalorganic
chemical vapor deposition is still immature due to the challenges in incor-
porating Sb- and dilute-N-species into GaInAs layer simultaneously under
optimum growth conditions. This chapter presents a novel approach to real-
ize GaInNAsSb quantum well, which allows one to circumvent the challenges
present in the metalorganic chemical vapor deposition epitaxy of this quinary
material system. Our approach combines the already-established metalorganic
chemical vapor deposition growth of GaInNAs and GaInAsSb quantum wells,
with a postgrowth rapid-thermal annealing that leads to interdiffusion of Sb
and N-species, resulting in high-quality interdiffused GaInNAsSb quantum
well. Our studies indicated emission wavelength up to 1,550nm is achievable
from this interdiffused GaInNAsSb quantum well, obtained by rapid thermal
annealing of the as-grown GaInAsSb sandwiched by GaInNAs layers at a tem-
perature of 600–700◦C. Strain-compensated interdiffused SbN-based quantum
well on GaAs can also be achieved by conducting rapid thermal annealing
of the GaInAsSb (compressive)-GaNAs (tensile) layers, leading to interdif-
fused GaInNAsSb quantum well with emission wavelength up to 1,500nm.
Both experimental and theoretical works are presented here, and our stud-
ies show that combination of metalorganic chemical vapor deposition and
interdiffusion approach should allow realization of GaInNAsSb quantum well
with emission wavelength up to 1,550nm regime without having to grow the
mixed SbN-based quinary compound directly by metalorganic chemical vapor
deposition.



504 R.A. Arif and N. Tansu

19.1 Introduction

Semiconductor lasers emitting in the 1,300–1,550nm regime are of great
interest for optical communications networks. Conventional InP-based lasers
still have to deal with issues such as low-characteristic temperature due to
small conduction band offset, large Auger recombination, and intervalence
band absorption. In addition, challenges in realizing high-quality distributed
Bragg reflectors (DBRs) on InP for vertical cavity surface emitting lasers
(VCSELs), and the need for expensive electronics to maintain thermal sta-
bility, further spur the interest in developing long-wavelength GaAs-based
gain media in the 1,300–1,550nm regime. Long-wavelength lasers on GaAs
may readily gain practical importance owing to the availability of high-quality
AlAs/GaAs DBRs for VCSELs and its superior high-temperature performance
to InP-based lasers.

Several promising approaches to realize 1,300–1,550nm emission on
GaAs have been attempted. These approaches include GaInNAs quantum
wells (QWs) [1–17], InAs quantum dots (QD) [18–25], GaAsSb–GaInAs type-
II QWs [26], GaAsSb–GaInNAs type-II QWs [27–29], GaAsSb–GaNAs type-II
QWs [27–30], and GaInNAsSb QW [31–34]. Excellent GaInNAs QW lasing
characteristics in the 1,300nm regime [3,4,8–12] and high-performance 1,150–
1,380nm InAs QD lasers [18–20] have been demonstrated. However, as the
emission wavelength is pushed beyond ∼1,400 nm, threshold current density –
for both GaInNAs QW and GaInAs QD lasers – suffers significantly. The exis-
tence of large strain and quantum size-effects in the InAs QD on GaAs lead
to significant challenges in pushing the emission wavelength to 1,550nm.

GaInNAsSb QWs have recently received a sizable interest as another alter-
native for 1,200–1,500nm gain media on GaAs. However – as of today –
GaInNAsSb QW lasers can only be realized by molecular beam epitaxy (MBE)
[31–35] due to the ease of incorporating Sb species into the GaInNAs materials
system. Recent works on MBE-grown GaInNAsSb has resulted in promising
devices at 1,498nm [31] and 1,466nm [33]. Shimizu and coworker [35] reported
significantly larger differential gain per well (dg/dn per well) of GaInNAsSb
QW in comparison to that of GaInAsP QW. The incorporation of Sb and N
into GaInAs QW also offers a much improved electron and hole confinement,
which leads to reduced thermionic emission and, in turn, improved carrier
injection efficiency at high temperature [36].

The pursuit of GaInNAsSb materials systems by metalorganic chemical
vapor deposition (MOCVD), however, is still immature due to the challenges
in incorporating both Sb- and N-species into GaInAs simultaneously under
optimum growth conditions. Optimum MOCVD growth of GaInNAs QW typ-
ically requires [DMHy]/[AsH3] of ∼20–25 resulting in [V]/[III] of ∼180–200 [9].
In contrast, optimum growth of Sb-containing materials (with TMSb source)
typically requires [V]/[III] in the order of ∼3 [37]. This large discrepancy
in the optimum growth requirements presents great difficulty in realizing
high-quality GaInNAsSb QW grown directly by MOCVD.
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Here, we present a novel approach to realize GaInNAsSb QW, which
allows one to circumvent the challenges present in the MOCVD growth of
this quinary compound. This novel approach combines the already-established
MOCVD growth technique of GaInNAs and GaInAsSb QWs, with a post-
growth annealing that leads to interdiffusion of Sb and N-species, resulting in
high-quality interdiffused GaInNAsSb QW. As the GaInNAs and GaInAsSb
are grown in separate layers, optimization of their individual MOCVD growth
parameters can be achieved independently. High-quality GaInNAs [3,4,8–12]
and (In)GaAsSb [37–40] QWs have also been previously realized indepen-
dently by MOCVD. This interdiffused GaInNAsSb QW approach would
allow the realization of GaInNAsSb QW emitting in the 1,300–1,550nm
regime without having to grow the SbN-based quinary compound directly
by MOCVD.

19.2 Design of the Interdiffused GaInAsNSb
Quantum Well

The novel concept is to realize interdiffused GaInNAsSb QW active region
by utilizing MOCVD growth of GaInAsSb and GaInNAs layers followed by
a postgrowth annealing, where Sb–N interdiffusion takes place, as shown in
Fig. 19.1. This idea is made possible due to the large disparity between the

Fig. 19.1. Schematics of interdiffused GaInNAsSb QW by MOCVD and inter-
diffusion process, (a) as grown: GaInAsSb QW sandwiched by GaInNAs layers,
(b) annealing: Sb–N interdiffusion, and (c) after: interdiffused GaInNAsSb QW
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diffusion coefficients of N- and Sb-species in GaAs-based crystal lattice. The
diffusion coefficient of Sb-species, DSb in GaAs lattice has been measured and
can be expressed as a function of annealing temperature as [41]

DSb = 2 × 10−14 exp

(−0.62q

kBT

)

, (19.1)

where q is electron charge, kB is Boltzmann’s constant, and T is anneal-
ing temperature in Kelvin. Utilizing (19.1), DSb is estimated to give ∼5.3 ×
10−18cm2 s

−1
at 600◦C. By extrapolating N-diffusion characteristics in GaAs

lattice [42], the diffusion coefficient (DN) of N-species can be expressed as

log(DN) = 0.0142T − 27.4036. (19.2)

Thus, the parameter DN can then be extracted to give 9.84 × 10−16cm2 s
−1

at an annealing temperature of 600◦C.
Significant nitrogen diffusion out of GaNAs barrier layer into GaInAs QW

(up to 90% of N in the barrier) had been recently reported experimentally [43].
Significant N out-diffusion of the GaInNAs QW had also been found experi-
mentally through SIMS measurement as reported by Ha and coworkers [32].
At annealing temperature of 600◦C, N-species diffuse at a rate approximately
two orders of magnitude (>∼150) faster than their Sb counterparts, which
effectively means that for certain annealing conditions, e.g., 2–5min at 600◦C,
annealing multilayered structures with varying N and Sb contents across the
layers causes significant N atoms out-diffusion from high N-content region to
low N-content region, with only minimum diffusion of Sb-species, as shown in
Fig. 19.2. The In and Ga atoms could be assumed as stationary – relative to N
and Sb atoms – during annealing, due to their low-interdiffusion coefficients in

Fig. 19.2. Time evolutions of Sb-profile and N-profile in GaAs lattices during
annealing process at temperature of 600◦C, for initial condition (t = 0 s) and
tanneal = 100 s
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GaAs matrix (estimated from measurements to give values of <10−20 cm2 s
−1

at 600◦C [44]). Recent work also showed that the In and Ga interdiffusion only
start to be significant in the GaInAs–GaNAs heterostructure at annealing
temperature around 950◦C [43].

19.3 Band Lineups of GaInNAsSb Material Systems

The band lineups of GaInNAsSb strained-layer material systems on GaAs
are shown in Fig. 19.3. Details of the calculation can be found in Sect 4.2. As
Sb-content is increased, hole confinement in GaInAsSb QW is improved with
very little penalty in the electron confinement reduction, while electron con-
finement in GaInNAs QW is improved significantly with increasing N-content.
Hence, having both N and Sb in a QW, that is GaInNAsSb QW on GaAs,
leads to a marked improvement in both electron and hole confinement, as
shown in Fig. 19.3. Improved electron and hole confinement is desirable for
high-temperature operation as it suppresses thermionic carrier leakage. The
electron (∆Ec) and holes (∆Ev) confinement potentials of Ga0.6In0.4As–GaAs
system are approximately 286meV and 177meV, respectively. By incorporat-
ing 5% Sb and 1.25% N in the Ga0.6In0.4As1−x−yNySbx–GaAs, additional
increase of 155meV and 55meV for ∆Ec and ∆Ev can be obtained, in compar-
ison to those of the Ga0.6In0.4As–GaAs structure. Figure 19.4 gives a contour
plot of constant emission wavelength for strained Ga0.6In0.4NAsSb bulk layer
(no quantum confinement) on GaAs substrate. Our studies indicate that incor-
poration of approximately 1.25% N and 5% Sb is sufficient to achieve 1.55 µm
emission from GaInNAsSb QW. The GaInNAsSb material system also has

Fig. 19.3. Energy band lineup of strained GaInNAsSb bulk layer on GaAs for
various Sb and N-content
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Fig. 19.4. Contour plot of constant emission wavelength (λ emission) of bulk
GaInNAsSb strained layer on GaAs

the potential serving as active region for 2.0 µm emitting devices on GaAs
substrates.

19.4 Computational Model
of Sb–N Quantum Well Intermixing

A theoretical model based upon fundamental semiconductor properties and
interdiffusion process is developed. We start with defining the concentration
profiles of diffusing Sb- and N-species as functions of three variables: position
along the growth axis, annealing temperature, and time. These profiles – time
and position dependent Sb- and N-contents – are then incorporated into the
energy band lineup calculation of our proposed structure. The effects of strain
are also taken into account in the form of band edge energy shifts. Following
that, quantum-confined energy levels of electron and hole are computed using
effective mass approximation with propagation matrix approach for multilayer
heterostructures. Transition energies and emission wavelengths, λ emission can
thus be obtained. Fundamental materials parameters used in our calculations
are tabulated in Table 19.1 [45–47].

19.4.1 Sb–N Interdiffusion Model

Concentration profiles of Sb- and N-diffusing species as a function of position,
annealing temperature, and time are obtained from solving Fick’s diffusion
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Table 19.1. Fundamental binary materials properties used in the calculation

Properties GaAs GaSb InAs InSb GaN InN

Eg (eV) 1.424 0.75 0.354 0.17 3.3 1.94
Ev,av (eV) −6.92 −6.25 −6.67 −6.09
∆ (eV) 0.34 0.82 0.38 0.81 0.017 0.006
a (Å) 5.6533 6.09 6.0584 6.47 4.52 4.98
C11 (dyn cm−2) 11.879 8.842 8.329 6.847 2.93 1.87
C12 (dyn cm−2) 5.376 4.026 4.526 3.735 1.59 1.25
ac (eV) −7.17 −7.5 −5.08 −6.94 −2.2 −1.85
av (eV) 1.16 0.79 1 0.36 −5.2 −1.5
b (eV) −1.7 −2 −1.8 −2 −2.2 −1.2

equation, and can be written by the following error function distribution [48]:

S(z, T, t) =
S0

2

(

erf

(

d1 − z

Ld s

)

+ erf

(

d2 + z

Ld s

))

, (19.3)

with S0 is the initial (as-grown) species content in the layer of interest, Ld s

as the diffusion length of the species, z as the position along the growth axis,
and d1 and d2 as the spatial offsets for epitaxial layer definitions. Diffusion
length Ld s is related to the diffusion coefficient (Ds) and the annealing time
(t) as follow:

Ld s = 2
√

Dst, (19.4)

where Ds is the diffusion coefficient of the diffusing species (DSb or DN as
given in (19.1) and (19.2), respectively). Figure 19.5a, b shows the Sb- and
N-content profiles functions of position along the growth axis (z) for various
annealing time (tanneal) at a fixed annealing temperature (Tanneal) with as
grown N and Sb content, No = Sbo = 3%. It is shown that at Tanneal = 600◦C,
at any calculated tanneal (0, 30, 100, and 500 s), N-species outdiffusion due to
concentration gradient is significantly larger than that of Sb-species, as shown
in Fig. 19.5a, b.

19.4.2 Ga(N)As–GaInNAs–GaIn(N)AsSb Energy Band Lineup

In developing the computational model of this Sb–N materials system, we
employ model solid theory, strain effect, and quantum confinement effect.
Materials parameters of Sb-containing compounds obtained using correlated
function expansion (CFE) method [49]. We divide the proposed structure
into five layers composed of three different compounds: GaAs, GaInNAs,
and GaInAsSb; with GaInAsSb layer sandwiched between GaInNAs layers
on GaAs substrate. The impact on the band lineup of GaInNAs layer due
to N incorporation is taken into account by using the phenomenological rela-
tion [50], as described in Sect. 4.2.3. The effect of strain on the band line up
of the material system is taken into account in the form of energy band edge
shifts.
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Fig. 19.5. (a) Sb-content and (b) N-content as a function of position along growth
axis (z) and annealing time (tanneal)

Unstrained Band Lineup

Valence band edge energy levels of unstrained epitaxial layers can be calcu-
lated as follows [51]:

Evo = Ev,av +
∆

3
, (19.5)
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Table 19.2. Expressions used for the energy gap of Ga1−xInxAs1−ySby , obtained
from extrapolation of calculated CFE points

Extrapolated expressions for Eg of Ga1−xInxAs1−ySby

x = 0.1 Eg = 0.63y2 − 1.5482y + 1.2711
x = 0.2 Eg = 0.4343y2 − 1.3405y + 1.1185
x = 0.3 Eg = 0.5843y2 − 1.2875y + 0.9794
x = 0.4 Eg = 08729y2 − 1.3213y + 0.8552
x = 0.43 Eg = 0.7821y2 − 1.2599y + 0.8203

where Ev,av is the average energy over three valence band edges (heavy hole,
light hole, and spin–orbit split-off bands), and ∆ is the spin–orbit split-off
energy. To interpolate most of the ternary and quaternary compound param-
eters used in our calculation, e.g., Ev,av and ∆, from their binary values,
Vegard’s linearity rule is used. The energy gap of GaInAs is widely available
in literature and is given by [51]:

Eg GaInAs(x) = 0.324 + 0.7(1 − x) + 0.4(1 − x). (19.6)

GaInAsSb material systems, however, is not as widely studied. As a result,
we extrapolate energy gap of GaInAsSb from points calculated using the CFE
[49] method, as a function of Sb-content for various In-content, as listed in
Table 19.2. Following that, the conduction band of unstrained layers (GaAs,
GaInAs, and GaInAsSb) can be obtained by adding each compound’s energy
gap to its respective valence band edge energy levels:

Eco = Evo + Eg (19.7)

Strained Band Lineup

In the presence of strain, the strain tensors in the plane of GaInAs and
GaInAsSb epitaxial layers can be expressed as

εxx = εyy =
ao − a

a
, (19.8)

where ao is the lattice constant of GaAs substrate and a is the lattice constants
of GaInAs or GaInAsSb epitaxial layers. The perpendicular strain tensors can
be expressed as:

εzz = −2
C12

C11
εxx, (19.9)

where C11 and C12 are the interpolated elastic stiffness constants of GaInAs
and GaInAsSb.

The calculated valence band edge energy levels of GaInAs and GaInAsSb
are then shifted to give their strained valence band edge energy levels:

Ev = Evo − Pε − Qε, (19.10)
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where Pε and Qε are expressed as follows:

Pε = −av(εxx + εyy + εzz) (19.11)

Qε = − b
2 (εxx + εyy − 2εzz). (19.12)

Similarly, the unstrained conduction band energy levels of GaInAs and
GaInAsSb are also shifted to give their strained conduction band energy levels:

Ec = Eco + Pc, (19.13)

where Pc is expressed as follows:

Pc = ac(εxx + εyy + εzz). (19.14)

The parameters av and ac are the hydrostatic deformation potentials for
the valence band and conduction band, respectively, while b is the shear
deformation potential.

N-Incorporation into Strained Band Lineup Calculation

N-incorporation into the GaInAs QW, to form the GaInNAs QW, is known
to only mainly affect conduction band lineup of the structure. In this study,
the out-diffusion of N species from the GaInNAs layer into the GaAs and
GaInAsSb layers is assumed to only affect their conduction band edges as
well. Here, we use the following phenomenological relationship to describe the
change in energy gaps (in eV) due to N-species diffusion [50]:

Eg-N-containing compound = Eg-N-free compound − 69∆ε, (19.15)

where ∆ε is the difference between the strain tensors calculated for N-free and
N-containing compounds, e.g., GaInAsSb and GaInAsNSb. Equation (19.15)
is originally extracted for GaInNAs material systems [50], and we assume the
same expression could also be used to relate the energy gap of GaInAsSb and
GaInNAsSb material systems with relatively low Sb-content (∼3–5% Sb). The
uncertainty in some of the parameters used here should only affect the details
and not the main qualitative trends/conclusions of this study.

The evolution of the conduction band and valence band profiles of the
interdiffused GaInAsSb–GaInNAs QW structures as a function of tanneal are
shown in Fig. 19.6a, b. The change in the conduction band profiles of the
interdiffused QW structure is attributed mainly to the large N-interdiffusion
process into the center QW (from the surrounding as-grown GaInNAs lay-
ers), while minimal changes is observed in the valence band profile of the
interdiffused QW structure.
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Fig. 19.6. (a) Conduction band edge and (b) valence band edge evolution due to
Sb–N interdiffusion as function of annealing time (tanneal)

Quantum-Confined Energy Levels

For the calculation of emission wavelength, quantum confined energy levels
must first be computed. We use the standard effective mass approximation
with propagation matrix approach for multilayer heterostructures to obtain
the confined energy levels of electron and hole [51].

Similar to the relation used to express energy gaps of N-containing
compound, the N-induced changes in the electron effective masses for the
N-containing compound at different regions can also be approximated using
the phenomenological relation [50] as follows:

me N-containing compound = me N-free compound + 18.1667 mo∆ε, (19.16)
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where mo is the free electron mass. To ensure sufficient computational
accuracy, the matrices were propagated for almost infinitesimal thickness ele-
ments of 2 Å each (final QW thickness after annealing ranges from 50–110 Å).
Electron and hole wavefunctions are also plotted as means to verify the type-I
transition for electron and hole ground states, i.e., Ee1 − Ehh1.

19.5 Interdiffused GaInAsSb–GaInNAs
Quantum Well Structure

In designing the GaInAsSb–GaInNAs QW emitting in the 1,500nm regime, we
utilize materials compositions that had been optimally realized by MOCVD
growth technique. Prior MOCVD works had resulted in high-performance
low-threshold GaInNAs QW lasers on GaAs with 40% In-content for emis-
sion wavelength at 1,280–1,380nm [3, 4, 8–12]. Quantum well lasers based
on GaInAsSb QW on GaAs with 40% In-content had also been realized by
MOCVD, with emission wavelength at 1,270nm [38]. In our studies, the com-
position of the In-contents is chosen as approximately 40% for both the
GaInNAs and GaInAsSb QW layers. The dilute N-and Sb-contents in the
range of 0–3% and 0–6% are utilized for the GaInNAs and GaInAsSb layers,
respectively.

Figure 19.7 shows the emission wavelength (λ emission) of the interdiffussed
Ga0.6In0.4As1−xSbx–Ga0.6In0.4Ny As1−yQW structures with various Sb and
N-contents, sandwiched by the GaAs barriers. The schema in Fig. 19.7 shows
the as-grown cross-section of the GaInAsSb–GaInNAs QW structures with
GaAs barriers. The dimensions of the as-grown GaInAsSb and GaInNAs layers

Fig. 19.7. Emission wavelength (λ emission) as function of as-grown Sb- and
N-content
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are kept at 50 Å and 25 Å, respectively. By annealing the GaInAsSb–GaInNAs
QW structures at 600◦C for 100 s, transition wavelength in the 1,300–1,500nm
regime can be achieved from the interdiffused GaInNAsSb QW structure, as
shown in Fig. 19.7. Emission wavelength increases by approximately 50 nm
and 12.5 nm are found for every percentage addition of the as-grown N- and
Sb-contents, respectively, in the QW structures above.

It is important to note that (as shown in Fig. 19.6) the as-grown conduction
and valence band profiles exhibit the type-II QW alignment. By annealing
the QW structures, type-I interdiffused GaInNAsSb QW can be realized as
shown in Fig. 19.6. The emission wavelength of the interdiffused QW structure
is the longest when the N-distribution is maximal in the center region. It is
important to note that further annealing beyond this point will lead to further
out-diffusion of N from the center region of the GaInAsNSb QW, resulting in
increase in the transition energy of the QW structure as shown in Fig. 19.8a.
From Fig. 19.8b, we found that the typical range of the annealing time for
the type-I QW formation starting with the structures above is approximately
80–120 s, at annealing temperature of 600◦C.

19.6 Optimization for Interdiffused GaInNAsSb
Quantum Well at 1,550 nm Regime

Extension of the emission wavelength of the interdiffused GaInAsSb–GaInNAs
QW structures up to 1,550nm regime can be achieved by increasing the thick-
ness the as-grown GaInNAs layer (d SW), which in turn leads to reduced
quantum confinement effect of the interdiffused QW structure. As shown
in Fig. 19.9 for the case of 50 Å Ga0.6In0.4As1−xSbx surrounded by Ga0.6In0.4

NyAs1−y layers, the emission wavelength of the interdiffused QW structures
monotonically increases as the thicknesses of the as-grown GaInNAs (d SW)
increases. However, it is important to ensure the thickness of the GaIn-
NAs layers to be kept below its critical thickness, for achieving high-quality
materials.

Reducing the quantum confinement effect can also be achieved by increas-
ing the thickness of the GaInAsSb layer (d MW). However, it is important
to note that as the thickness of the GaInAsSb is increased beyond a certain
value, the maximum N-content in the center region from the interdiffusion
is reduced resulting in increase of the transition energy level. To illustrate
this (as shown in Fig. 19.10), for as-grown QW structures consisting of
Ga0.57In0.43As0.95Sb0.05 layer surrounded by 25 Å Ga0.57In0.43N0.03As0.97 lay-
ers, one observes that the emission wavelength reduces for the interdiffused
GaInNAsSb QW with d MW > 30–40 Å, attributed to the decrease in the
N-content in the QW center. Emission wavelength at 1,530nm is achievable
for the interdiffused QW structure above with d MW at around 30 Å.
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Fig. 19.8. (a) Emission wavelength is shown to decrease with increasing annealing
time due to N-species out-diffusion of the GaInNAsSb QW center region, (b) the
effect of overannealing on emission wavelength for various annealing temperature is
also shown for a particular as-grown Sb- and N-content

19.7 Strain-Compensated Interdiffused
GaInAsSb–GaNAs Quantum Well Structure

One of the potential challenges related to interdiffused GaInAsSb–GaInNAs
QW structure is the need to realize as-grown GaInNAs layers with relatively-
high N-content (2–3%), as described in earlier sections. However, the incor-
poration of relatively high (3%) N-content in the GaInNAs QW layers by
MOCVD growth technique becomes increasingly challenging, as the In-content
in the layer increases. An alternative approach to alleviate the challenges of
N-incorporation in high In-content GaInNAs QW during the MOCVD growth,
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Fig. 19.9. Emission wavelength (λ emission) of interdiffused GaInNAsSb QW as
function of GaInNAs layer thickness (d SW)

Fig. 19.10. Emission wavelength (λ emission) of interdiffused GaInNAsSb QW as
function of GaInAsSb layer thickness (d MW)

is to replace the GaInNAs layers with the GaNAs layers to surround the
GaInAsSb center QW, as shown in Fig. 19.11.

Utilizing the GaInAsSb–GaNAs QW structures leads to several advan-
tages. The In-free GaNAs layers allow one to incorporate higher N-content in
the layer, thus enabling post-interdiffused GaInAsSb–GaNAs QW structure
with sufficiently long emission wavelength up to ∼1,500 nm even without the
presence of In in the dilute-nitride layers. In addition, the tensile-strained
GaNAs QWs and the compressively strained GaInAsSb QW allow strain
compensation, leading to reduced effective net strain of the QW structures.

Figure 19.11 shows the emission wavelength of the interdiffused GaInAsSb–
GaNAs QW structures as a function of GaInAsSb layer thickness (d MW),
with various annealing conditions (annealing temperature at 600◦C, for
annealing times of 80 and 100 s). The interdiffused GaInAsSb–GaNAs QW
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Fig. 19.11. Emission wavelength (λ emission) of strain-compensated interdiffused
GaInAsSb–GaNAs QW structures and interdiffused GaInAsSb–GaAs QW, with
annealing temperature at 600◦C

structures on GaAs, with as-grown N- and Sb-contents of 3.5% and 5%,
show the feasibility of achieving the emission wavelength in the 1,400–
1,500nm regimes. Emission wavelength of 1.483 µm is obtained for interdif-
fused Ga0.57In0.43As0.95Sb0.05-GaN0.035As0.965 QW structures after annealing
condition at 600◦C for 80 s. Thus, it is possible to achieve ∼1.5 µm emission on
GaAs with strain compensated, interdiffused GaInAsSb–GaNAs type-I QW
structure. For comparison purpose, interdiffused Ga0.57In0.43As0.95Sb0.05–
GaAs QW structures (annealing at 600◦C for 100 s) only allows emission up
to 1.266 µm for structures with thickness (d MW) of 60 Å.

19.8 Experiments on the Interdiffusion
of Sb- and N-Species in GaAs

Preliminary experiments are conducted to understand the interdiffusion pro-
cess in the Sb- and N-containing quantum well. The objective of these
preliminary studies is to verify the minimum out-diffusion of the Sb species
from Sb-containing QW, as well as to confirm the feasibility of realizing
interdiffused SbN-based QW.
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Fig. 19.12. Cross-sectional TEM images for 2.3 nm GaAs0.7Sb0.3 QW sandwiched
by 12 nm GaAs barriers

Thus, experimental works utilizing rapid thermal annealing (RTA) of
GaAsSb and GaNAs multiquantum well (MQW) samples on GaAs have been
performed as a means to understand the diffusivities of these species in GaAs
matrix. Photoluminescence (PL) measurements before and after annealing
allows one to observe shifts in peak emission wavelength of the QW samples.
By comparing the magnitude of these wavelength shifts for both types of
samples, one is able to deduce the diffusivities of N- and Sb-species in GaAs
matrix at a specific annealing temperature.

The preliminary Sb-interdiffusion experiments are conducted on MOCVD-
grown GaAs0.7Sb0.3 multiple QWs structure, surrounded by GaAs barriers,
as shown in Fig. 19.12. The dimensions of the GaAsSb QW and GaAs barri-
ers are 2.3 nm and 11.9 nm, respectively. These values are obtained by XRD
and TEM measurements. Sharp interfaces between GaAsSb QWs and GaAs
barrier layers are observed via TEM measurements, indicating high-materials
quality.

PL measurements at low temperature (T = 77 K) are conducted on the
as-grown and annealed GaAsSb QW samples. The RTAs on the GaAsSb QW
samples are conducted at annealing temperature of 700◦C for 100 s and 200 s,
using AG Associates Rapid Thermal Annealer.

In Figs. 19.13 and 19.14, low-temperature PL (T = 77 K) spectra and
shifts in peak emission wavelengths of the as-grown and annealed samples are
presented, respectively. Minimal shifts of only 6–11nm in peak emission PL
wavelength for the annealed samples (700◦C for 100 s and 200 s), in comparison
to that of the as-grown sample, are observed. The minimal peak wavelength
blueshift for as-grown and postannealed spectra in the experiments presum-
ably can be attributed to the minimal out-diffusion of Sb-species out of the
QW due to the low diffusivity of the Sb-species in GaAs matrix, as predicted
by the theory.
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Fig. 19.13. Low-temperature (77K) PL spectrum of GaAs0.7Sb0.3 QW samples.
Minimum PL shift is observed between as-grown and annealed samples

Fig. 19.14. PL shifts as a function of annealing time for as-grown and annealed
GaAs0.7Sb0.3 samples

The preliminary N-interdiffusion experiments are also conducted on
MOCVD-grown GaNAs multiple QWs structure, surrounded by GaAs barri-
ers, as shown in Fig. 19.15. Similar RTA experiments are conducted on this
MOCVD-grown GaNAs sample, consisting of four 7.3 nm GaAs0.957N0.043 QW
separated by 16.7 nm GaAs barrier layers. The N-content in the GaNAs QW is
measured at approximately 4.3% using high-resolution X-ray diffractometer.

Low-temperature (T = 77 K) PL measurements are conducted on the as-
grown and annealed GaNAs QW samples. The annealing for the dilute nitride
sample is done at a temperature of 700◦C, which is identical with that of the
Sb-interdiffusion experiment to allow direct comparison of both experiments.
As shown in Fig. 19.15, the peak PL wavelength of the annealed GaNAs sample
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Fig. 19.15. Low-temperature PL spectrum of GaNAs sample after annealing at
700◦C for 100 s. The schematic of the GaNAs–GaAs multiple quantum well structure
is shown in the inset

(annealed at 700◦C for 100 s) is measured at 1,150nm, which corresponds to a
significant blueshift of approximately 132nm in comparison to that of the as-
grown GaNAs sample. The significant blueshift in the annealed GaNAs QW
can be presumably attributed to the large out-diffusion of N-species from the
GaNAs QW, which is due to the large diffusivity of the N-species in GaAs
matrix as predicted by theory. Our experimental findings of the large out-
diffusion of N-species from the GaNAs QW structure is also in agreement
with the recent experimental findings reported by other groups [32,43], which
reports significant nitrogen out-diffusion from Ga(In)NAs layers.

Our preliminary experimental findings show a good agreement with the
theory, where the N-species diffuse at a rate approximately two orders
of magnitude (>∼150) faster than their Sb counterparts in GaAs matrix
(at 600–700◦C). By annealing GaInNAs–GaInAsSb heterostructure, signifi-
cant out-diffusion of N-species from the GaInNAs (high-N content region)
will occur, with only minimal out-diffusion of Sb-species from GaInAsSb
layer. Therefore, the Sb–N interdiffusion process is feasible for one to form
the interdiffused GaInAsSb QW from MOCVD-grown GaInNAs–GaInSbAs
heterostructures.

19.9 Summary

Here we present a novel approach to achieve interdiffused GaInAsNSb QW
capable of emission wavelength in the 1,300–1,550nm regimes on GaAs, uti-
lizing the MOCVD growth epitaxy technology. This approach allows MOCVD
growth of the Ga(In)NAs and GaInAsSb layers at their individually optimized
epitaxy conditions, followed by an interdiffusion process to achieve quinary
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GaInNAsSb QW structures. This interdiffused GaInNAsSb QW approach,
which avoids challenges in growing the mixed SbN-based quinary compound
directly by MOCVD, may provide an excellent alternative to the existing
approaches for the pursuit of 1,550nm emission on GaAs. An emission wave-
length at the 1,500nm could also be achieved from a strain-compensated
interdiffused GaInAsSb–GaNAs QW structures. The large electron and hole
confinements in the GaInNAsSb–GaAs QW systems allow suppression of
thermionic carrier leakage, which is beneficial for high-temperature opera-
tions of semiconductor laser devices. Preliminary experimental findings have
shown the feasibility of the method, indicated by a huge disparity between
N- and Sb-species diffusivity in GaAs matrix.
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Vertical Cavity Semiconductor Optical
Amplifiers Based on Dilute Nitrides

S. Calvez and N. Laurand

This chapter presents a comprehensive report on our work on dilute nitride
vertical cavity semiconductor optical amplifiers. It includes a presentation of
a theoretical analysis of the components and a summary of the experimen-
tal assessment of monolithic and fibre-based tunable devices operated in the
continuous-wave regime. In particular, it is shown how some material param-
eters can be extracted from this device continuous-wave characterization or
from gain-dynamics experiments. Current investigations on the extension of
the operation towards the 1,550nm telecommunication band conclude this
review.

20.1 Introduction

Semiconductor optical amplifiers (SOAs) are very attractive devices for a
broad range of applications in advanced telecommunications systems – such
as wavelength conversion and optical routing in passive network systems –
because of their advantageous characteristics including their fast response and
low threshold nonlinear behaviour. To meet the urgent requirement to bring
high bandwidth telecommunications closer to the home, Metropolitan Area
Networks require low-cost and high-functionality optical amplifier components
around 1.3 µm. This cannot be done solely with fibre optic-based amplifier sys-
tems. The primary objective of the activity summarized below was to develop
novel SOA components, which have two key distinguishing characteristics:
(1) a vertical-cavity geometry and (2) monolithic formats facilitated by the
advantageous GaAs-based active region material GaInNAs.

The choice of a vertical geometry in SOAs (vertical cavity SOA’s or
VCSOAs) brings advantages including: low drive powers, intrinsic polarization-
insensitivity, efficient fiber coupling, compliance with wafer scale fabrication
and testing and the potential for 2D-integration. Their in-built wavelength
selection means that they are particularly suited for single channel operations
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and can, therefore, provide different functionality within telecommunication
networks.

In addition to these applications, monolithic and/or tunable VCSOAs are
very useful devices in which to probe gain material properties by combining
experimental characterization with theoretical analysis, as shown hereafter.

20.2 Device Description and Theory

20.2.1 Device Description

Vertical cavity SOAs exploit the advantages of the vertical geometry to pro-
vide compact devices or new functionalities for optical telecommunication
networks. The choice of this geometry means that the length over which the
signal interacts with the gain elements, here quantum wells (QWs), is much
reduced (a few 10 s of nanometres instead of ∼250 µm) compared with con-
ventional SOAs. To meet telecommunication system requirements (gain values
>10 dB), it is thus natural to devise a scheme where by the signal goes through
the active region several times. A practical means to achieve such recirculation
is to exploit the resonance of a cavity built around the active region.

The typical architecture of a monolithic VCSOA operating at the wave-
length λc consists, therefore, of an active region sandwiched between two
mirrors as illustrated in Fig. 20.1. The mirrors are usually distributed Bragg
reflectors (DBRs), i.e. stacks of N periodic repeats of alternating quarter wave-
thick layers of low and high refractive index (nlow and nhigh). As for the active
region, it includes a set of NQW QWs, positioned at or close to the anti-nodes
of the electric-field established by the cavity to maximize the gain, a distri-
bution known as resonant periodic gain [1]. The length of the active region is

Fig. 20.1. Monolithic VCSOA structure, E-field pattern and simplified diagram
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chosen so that it corresponds to a resonance of the Fabry-Perot cavity, i.e. is
a multiple of half the wavelength of operation.

The reflectivity of each of the DBRs can be calculated using the transfer
matrix method as commonly employed in thin-film software [2], but can more
usefully be modelled as a fixed hard mirror positioned at a distance, Lpen, from
the boundary with the incident medium and having an effective reflectivity,
RDBR, and bandwidth, ∆λDBR [3]. The expressions for these parameters are
summarized hereafter:

RDBR =

(

1 − aqpN−1

1 + aqpN−1

)2

, (20.1)

∆λDBR

λc
=

4

π
arcsin

(

1 − q

1 + q

)

, (20.2)

Lpen =
λc

2 (nhigh + nlow)

q(1 + a2pN−1)(1 − pN )

(1 − p)(1 + q2a2p2N−2)
, (20.3)

where q = nlowI/nhighI, a = nlowE/nhighE and p = nlow/nhigh are refractive
index ratios at the three types of interfaces characterizing the mirror (namely
incident, exit and internal interfaces). For the evaluation of these expressions,
the refractive indexes for the AlxGa1−xAs compounds are generally taken
from [4].

As illustrated in Fig. 20.2 for an AlxGa1−xAs/GaAs DBR with GaAs sub-
strate and incident media, the number of repeats, N , controls the reflectivity
of the mirrors. It will play an important role in the optimization of the device
operation as we will see later. With a high-index-contrast ratio (small p fac-
tor), a smaller number of pairs is required to achieve a given reflectivity (see
Fig. 20.2b) and the mirror has a broader bandwidth.

Furthermore, for a given AlxGa1−xAs micro-cavity structure, it can be
shown that the DBR central wavelength and the cavity resonance shift towards
longer wavelengths (redshift) at a rate of 0.11 nm K−1 as the temperature
increases because of the alloy thermal expansion coefficient and refractive
index temperature dependence.

As for the quantum wells, the choice of their thickness and composition
can be based upon the simplified transition calculation formalism presented
in ref. [5]. Figure 20.3 shows the ground-state transition energy for a square
GaInNAs/GaAs QW at a set of indium (x) and nitrogen (y) contents.

The temperature-induced change in emission wavelength of a 1,300nm
GaInNAs/GaAs QW can be approximated above 0◦C by a linear redshift
at a rate of 0.33nm K−1. Because the QW emission shifts faster than the
cavity resonance with temperature, the QW peak emission wavelength at room
temperature is chosen to be shorter than the cavity resonance wavelength to
enable operation over a large temperature range.
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Fig. 20.2. Distributed Bragg reflectors: (a) Reflectivity spectra for an AlAs/GaAs
DBR with different pair numbers, (b) Influence of the index contrast ratio

20.2.2 Amplification Analysis Using Rate Equations

Amplification is obtained when the device is pumped either optically or elec-
trically and an input signal is provided. The component is said to be operated
in reflection/transmission mode depending on the side of extraction of the
output signal (same/opposite to the input), as shown in Fig. 20.1.

Following a standard Fabry-Perot analysis, it can be shown that the device
gain for a component operated in reflection (respectively transmission) mode
is given by GR(GT) [6]:
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Fig. 20.3. Room-temperature ground-state energy transition for various GaIn-
NAs/GaAs square quantum-wells at a set of indium (x) and nitrogen (y) contents

GR =
Pout,R
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∣

∣

∣

∣

∣

−
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∣
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=
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√
Rbgs
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√
RtRbgs sin2
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2π nLc

λ
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(
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√

RtRbgs
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√
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=
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(
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√

RtRbgs

) 2
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√
RtRb sin2

(

2π nL c

λ

)

, (20.5)

where n is the average refractive index, Lc = Lact+Lpen,t+Lpen,b the effective
cavity length, gs is the single-pass gain, Rt (respectively Rb) is the effective
reflectivity of the top (bottom, respectively) mirror, which can be evaluated
using (20.1). It should be noted that n depends on pump and signal through
carrier- and temperature-induced refractive index changes and that the sine
terms vanish when the operation wavelength matches the resonance.

In telecommunications, device gain values are generally expressed in deci-
bels with GdB = 10Log(G). The overall device gain is limited by either the full
inversion of the active region gain or by laser action for which the single-pass
gain, gs,th, is given by:

gs,th

√

RtRb = 1. (20.6)

One will further note that, in the reflection mode, the direct reflection from the
top mirror and the contribution from the cavity are out of phase. Therefore,
there exists a single-pass gain condition, gs,AR, called anti-resonance, for
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Fig. 20.4. On-resonance gain characteristics of a VCSOA (Rt = 98%; Rb = 99.6%;
Lc = 6λc) operated in reflection and transmission modes

which these two contributions are of identical strength and the device gain is
theoretically null. The expression for gs,AR is:

gs,AR =

√
Rt√
Rb

. (20.7)

Figure 20.4 illustrates typical gain characteristics of a VCSOA in both
reflection and transmission mode of operation, showing the anti-resonance
feature.

In the remainder of this section, experimentally measurable quantities will
be derived from the device characteristics.

The relation for gs, taking into account the different level inversion of
each QW as the injected pump is gradually absorbed in the structure, can be
written as follows:

gs = exp

⎛

⎝

NQW
∑

i=1

ξi · gQW,iLw − αcLc

⎞

⎠, (20.8)

ξi is the relative overlap between the ith QW and the signal electric field,
Lw is the QW thickness, gQW,i is the material gain of the ith QW and αc

represents the cavity losses. The relative overlap coefficient can be obtained
using the following equation:

ξi =

Lc

zi+Lw
∫

zi

|E(λ, z)|2 dz

Lw

∫

Lc

|E(λ, z)|2 dz
. (20.9)
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It should be noted that this coefficient is wavelength dependent and is
maximized when the QW is at the antinode of the field (ξi ∼ 2).

Although the QW gain characteristics can be fully simulated as an addi-
tional step in a k · p band calculation, it is also standard practice to model
the peak QW gain, gQW,i, using the following empirical expression:

gQW,i = g0 ln

(

Ni + Ns

N0 + Ns

)

, (20.10)

where Ni is the carrier density in the ith QW, N0 is the carrier density at
transparency, Ns is a carrier density fit parameter and g0 is the gain param-
eter. Furthermore, when the carrier density is higher than the transparency
carrier density, the QW gain spectral characteristic can be approximated by
a parabolic function, while the influence of the temperature can be modelled
as a linear decay [7]:

gQW,i (T )=g0 ln

(

Ni+Ns

N0+Ns

)

(

1−2

(

λ (T )−λQW,p (T )

∆λQW

)2
)

(

1−T−Tref

T0

)

,

(20.11)
where λQW,p(T ) is the QW peak emission wavelength at the temperature
T, ∆λQW the gain linewidth and T0 describes the temperature-induced shrink-
ing of the gain peak value. Finally, we can derive the carrier and photon
conservation expressions for the structure to relate pump, signal injection
and output signal power levels:

dNi

dt
=

jp,i

eLw
−
(

ANi + BN2
i + CN3

i

)

−
NQW
∑

i=1

ξigQW,ivgS, (20.12)

dS

dt
= (1 − Rt)

λ

h c

Pin

Ain
+ β

Lw

Lc
B

NQW
∑

i=1

N2
i

+

[

∑

i

ξi
Lw

Lc
gQW,i −

(

αc +
ln
(

1
/√

RtRb

)

Lc

)]

vgS, (20.13)

where e is the electron charge, c the speed of light and h Planck’s constant. Pin

is the signal input power, Ain the signal input area, S the photon density, νg

the photon group velocity and β the fraction of spontaneously emitted photons
that are coupled into the signal mode. A, B and C represents, respectively,
the monomolecular, bimolecular and Auger recombination coefficients.

For an in-well pumped device i.e. a device for which the pump wavelength
is selected in such a way that the pump is only absorbed into the QWs,
and assuming a top-hat pump profile with single-pass absorption, the current
density can be expressed as:

jp,i =
Pp λp

h c Ap
exp[−αwLw(i − 1)]Tp(1 − exp(−αwLw)), (20.14)
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where αw is the QW pump absorption coefficient, Tp the transmission of the
top mirror at the pump wavelength, λp and Ap the excitation area.

In addition to the device gain, the other key characteristics of amplifiers
are:

– The saturation input power, Pin,sat, defined as the input power necessary
to half the maximum device gain. This parameter can be obtained either
by solving (20.11 and 20.12) numerically or by using the analytical solution
as derived in ref. [6] for a device with uniformly-pumped QWs (Ni = N
for i = 1, . . . , NQW). The output power achieved when the input power
is equal to or greater than Pin,sat is called the saturation output power,
Pout,sat. It is generally expressed in dBm, with

PdBm = 10Log

(

P

1 mW

)

. (20.15)

– The gain-bandwidth, ∆fR(∆fT), is the full frequency span within which
the device gain is greater than half its maximum value. The analytical
expressions for these gain-bandwidths are:

∆fR =
c

π nLc
arcsin

[

4
√

RtRbgs

(

1
(

1−
√

RtRbgs

)2

− 2
(√

Rt−
√

Rbgs

)2

)]
-1/2

, (20.16)

∆fT =
c

π nLc
arcsin

[

(

1−
√

RbRtgs

)2

4
√

RbRtgs

]
1
2

. (20.17)

– The noise figure, NF, represents the signal-to-noise ratio degradation due
to the noise added by the amplifier. This noise is caused by the spontaneous
emission that is coupled into the cavity mode and is itself amplified, giving
rise to what is called amplified spontaneous emission (ASE). On detection,
the ASE cannot be distinguished from the signal and, therefore, two noise
terms appear: the signal-spontaneous (sig-sp) and the spontaneous (sp-sp)
beat noise. The latter depends on the ASE bandwidth and is reduced in
a VCSOA because of the device filtering effect. The VCSOA also affects
the shot noise because of the overall increase in optical power. In the gain
regime, the spontaneous–spontaneous factor is negligible and the noise
factor, F , can be written as follows [8]:

F = Fexcess + Fshot = 2nspχ
G

G − 1
+

1

G
=

2ρASE

Ghc
+

1

G
, (20.18)

NF = 10Log(F ), (20.19)
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where χ is the excess noise coefficient, nsp is the inversion factor and 2ρASE

corresponds to the ASE density as measured using an optical spectrum
analyzer. For a reflection VCSOA, the former parameter is given by:

χ =
(1 + Rbgs) (gs − 1)

(Rbg2
s − 1)

. (20.20)

The importance of having an optimum cavity reflectivity and of using
the device close to full inversion (nsp = 1) for low noise operation can,
therefore, be understood from these equations.

The gain dependence of the output saturation power and of the optical
bandwidth of a reflection-type VCSOA is represented in Figs. 20.5a and 20.5b,
respectively, for a set of top mirror reflectivities. It can clearly be observed that
there is a direct trade-off between the amplification optical bandwidth and
the device gain and that the saturation power follows an S-shape evolution.
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It should also be noticed that using low top mirror reflectivities generally
improves the gain, bandwidth and saturation characteristics of VCSOAs.

All the VCSOA characteristics described previously (gain, bandwidth, sat-
uration power and noise figure) depend on the amplifier reflectivity and active
region design. High-gain, high-saturation-power and low-noise performance
are only obtained with an optimized cavity. For VCSOAs operated in reflec-
tion, low-noise considerations suggest the use of Rb = 100% and operation of
the device close to full inversion.

The remaining optimization is a careful trade-off between two conflicting
sets of desirable features:

– High-gain, high saturation power and wide bandwidth devices, which
require high single-pass gain (high NQW) and low top mirror reflectivity
(see Fig. 20.5), and

– Low noise and low operating powers, which mean using components with
a small number of QWs and a high top mirror reflectivity (see 20.5).

An illustration of an experimental optimization procedure for a given active
region is provided in Sect. 3.4.

20.3 Continuous-Wave Experimental Demonstrations

20.3.1 Devices

Two types of devices have been studied: monolithically grown devices and
fibre-based tunable VCSOAs for which the semiconductor part only included
the gain and bottom mirror. All the semiconductor structures were grown by
molecular beam epitaxy (MBE). The mirrors were grown at ∼600◦C while
the QWs where produced using a radio-frequency nitrogen plasma source and
a growth temperature of 460◦C. All the samples were in situ annealed to
enhance their performance.

The monolithic device epilayer includes a 5/2-λ active-region containing six
nominally 6.7-nm-thick Ga0.64In0.36N0.014As0.086/GaAs quantum wells posi-
tioned on five anti-nodes of the standing optical wave pattern (two wells in the
central fringe) to facilitate resonant periodic gain. The quantum wells at the
central fringe are separated by a 13-nm thick GaAs barrier. This active region
is sandwiched between two 520nm Al0.3Ga0.7As separate confinement layers
resulting in a total cavity length of 5-λ. The top mirror is a 19-pair GaAs/AlAs
DBR and the bottom mirror a 20.5-pair GaAs/AlAs DBR, respectively.

The semiconductor part of the mirror-tunable VCSOA consists of a 25.5-
pair GaAs/AlAs DBR, on top of which were successively grown a 3.25λ-thick
GaAs section containing 513nm-separated pairs of nominally 7-nm-thick
Ga0.63In0.37N0.012As0.988/GaAs QWs, a 0.75λ-Al0.3Ga0.7As confinement win-
dow and a 10 nm GaAs cap. To complete the device, the top mirror is a
nominally 99% reflective SiO2/ZrO2 mirror deposited commercially on the
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Fig. 20.6. Scanning electron microscope images of the semiconductor epilayers of
(a) the fixed wavelength and (b) the tunable devices under investigation

fibre end, which is positioned in proximity of the semiconductor chip. The
tunability of the device comes from the fact that the cavity includes an air-gap
that can be adjusted by piezoelectric displacement of the fibre.

Scanning electron microscope (SEM) images of the semiconductor epilay-
ers were taken and are presented in Fig. 20.6. Using the fact that the lighter
alloys appear darker on these images, the DBR mirrors and cavities can clearly
be identified.

Nondestructive testing of the structures was carried out to ensure that the
grown structures match with the designs. Typically, temperature-dependent
reflectivity and photoluminescence (PL) measurements are performed to do
this assessment. The reflectivity measurement is based on the comparison with
a silver mirror. The monolithic sample has a cavity that supports two reso-
nances (longitudinal modes) within the DBR stopband as shown in Fig. 20.7a.
Amplification will only occur at the longer-wavelength mode at room temper-
ature and above because of the QW PL peak position (∼1290 nm at 300K).
The absence of a top mirror from the epilayer of the tunable device results in
a broader QW absorption feature in the reflectivity spectrum and a broader
PL emission.

No transverse carrier or optical confinement schemes were employed i.e. all
the devices were gain-guided. To allow better amplifier performance, part
of the top mirror of the monolithic device has been etched-off by standard
reactive ion etching methods utilizing end-point detection for process control.
An additional dielectric single-layer anti-reflection coating was deposited on
the tunable semiconductor chip to reduce the air-chip reflectivity to 4% and
extend tuning range of the device.

20.3.2 Amplification Characterization Setup

The characterization of the monolithic devices was conducted under
continuous-wave (CW-pumping) using the fibre-based system sketched in
Fig. 20.8. The structures were mounted on a temperature-controlled heatsink
fixed in a gimbal mirror mount. The common port (6.9 µm mode-field diameter
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Fig. 20.7. Room-temperature reflectivity and photoluminescence of (a) the mono-
lithic structure before etching and of (b) the semiconductor part of the tunable
device

Fig. 20.8. Experimental setup for VCSOA assessment in continuous-wave operation
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at 980 nm and 9 µm at 1,300nm) of the WDM coupler was butt-coupled
using a piezo-actuator to the device for signal (1,300nm) and pump (980 nm)
co-propagation.

The 1.3 µm input signal was provided, as required, either by a super-
luminescent diode (SLD) or a tunable laser. The circulator allowed separation
of the amplified signal from the input signal and pump light. Amplified signal
light was detected using either an optical spectrum analyzer or an optical
power meter, both of which were fully calibrated industry-standard instru-
ments. For the tunable device, the only modification was that the butt-coupled
fibre was replaced by the mirror-coated fibre.

To determine fibre-to-fibre gain results that are independent of our testing
arrangement, the losses incurred in going from the input port of the circula-
tor to the APC connection of the patchcord (point A in Fig. 20.8) and from
the APC connection of the patchcord to output port of the circulator were
measured to be 2.8 dB and 2.3 dB, respectively.

20.3.3 Reflective 1,300nm GaInNAs Vertical Cavity
Semiconductor Optical Amplifier in Operation

In this section we present the typical characteristics of the above-described
monolithic 1,300nm GaInNAs VCSOA with an optimal 12-pair top mirror.
The power transfer characteristic of the device in the absence of any 1,300nm
input signal was recorded to find the threshold condition, here achieved for a
pump power of 238mW. The SLD and a spectrum analyzer were used to record
the fibre-to-fibre gain spectra of the structure for different pump powers. We
can observe in Fig. 20.9 that initially the absorption shifts to shorter wave-
lengths (blueshifts from 1,287.3 to 1,286.7 nm as Pp varies from 0 to 45mW)
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Fig. 20.10. Pump-power dependence of the gain on resonance of a monolithic
1,300 nm GaInNAs VCSOA operated in reflection

and then redshifts until threshold is reached. The blueshift corresponds to
a situation where the carrier-induced refractive index change dominates over
the thermal effects. The anti-resonance is reached around 158mW of pump
power where the gain is minimized. The observed gain is not −∞dB as the-
oretically predicted because of the device noise. A maximum on-chip gain of
19 dB, or system gain of 13.9 dB, is achieved closed to threshold.

Because the major changes in the device response occur at the resonant
wavelength, Fig. 20.10 plots the gain evolution at the resonant wavelength
as the pump power is increased. It can be observed that the maximum to
minimum gain contrast reaches 36 dB, a particularly attractive feature for
application of these devices as modulators.

Since the spectrum analyzer resolution frequently limits the device char-
acterization accuracy, detailed investigations of the amplification behaviour
were conducted using the tunable laser source and a fibre-coupled, calibrated
powermetre. For an input signal power of −25dBm, the gain spectrum with
peak gain value of 10.5 dB and a full –3 dB bandwidth of 22GHz was measured
and is shown in Fig. 20.11.

The amplification bandwidth was subsequently measured for different
device gain values. The results are presented in Fig. 20.12 and experimentally
demonstrate the VCSOA’s inherent gain-bandwidth trade-off. The theoreti-
cal curve was obtained by fitting the data using the rate equations of Sect. 2
with the top mirror reflectivity value as the only fitting parameter. The value
found for Rt was 97.5%, in good agreement with the calculated value of 97.7%
using (20.1).

Investigations of the saturation characteristics were carried out by setting
the wavelength of the tunable source to the peak gain wavelength and varying
the input signal power. The results are represented in Fig. 20.13 together with
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Fig. 20.11. Gain spectrum of a monolithic 1,300 nm GaInNAs VCSOA in reflection
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Fig. 20.14. Device gain dependence of the saturation output power for a monolithic
1,300 nm GaInNAs VCSOA in reflection

the theoretical plot and the fitting curve generated by the phenomenological
equation:

G(Ps,in) = Gmax/ (1 + Ps,in/Pin,sat), (20.21)

where Ps,in is the signal input power, and Gmax the small-signal gain. The
input saturation power is −9 dBm, which corresponds to an output saturation
of −1.5 dBm.

The evolution of the saturation output power with device gain was also
recorded. The dependence is shown in Fig. 20.14.

The device performance reported above compares very well with gain-
guided InP-based VCSOAs at similar wavelengths [9]. It is interesting to note
that similar gain values were obtained with a smaller number of QWs than
for InP VCSOAs.

20.3.4 Optimization and Noise of 1,300 nm GaInNAs
Vertical Cavity Semiconductor Optical Amplifiers

In this section, we discuss the optimization process that led to the results
presented in Sect. 3.3. As we have seen in Sect. 2, good overall performance is
only achieved for an optimized VCSOA. For reflection operation, the excess
noise coefficient χ is minimized for an ideal back-reflectivity Rb = 100%. The
bottom mirror of our structure, designed to provide Rb = 99.6%, ensures
that a low noise figure is obtained for high gain amplification. The next step
to reach high amplification, and therefore even lower noise, is to tailor the
top mirror reflectivity. This is done by removing layers from the top-DBR.
The VCSOA gain transfer functions for different top mirror reflectivities are
represented in Fig. 20.15 (note that a lower number of DBR layers corresponds
to a lower reflectivity as seen in Sect. 2).

Of special interest are the maximum and minimum gain values achieved
and the power required to reach anti-resonance. Using (20.1) to evaluate the
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Fig. 20.15. Gain vs. optical pump power for a VCSOA with different top mirror
layer pairs

Fig. 20.16. Influence of the top mirror reflectivity on maximum chip gain and
anti-resonance

top mirror reflectivities, we generated Fig. 20.16 to help with the analysis.
It can clearly be seen that the optimum gain extraction is obtained for a
reflectivity of Rt,opt = 97.7% or equivalently a 12-pair top mirror device. For
reflectivities higher than the optimum value, the maximum gain is restricted
by laser action, while full-inversion of the QWs sets the limit for Rt < Rt,opt.
It is also interesting to note that anti-resonance occurs at lower pump power
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Fig. 20.17. Noise figure NF as a function of the VCSOA gain for different top
mirror reflectivity

for lower reflectivity in agreement with (20.7). The recorded gain value at
anti-resonance also decreases because of the associated reduction in ASE.

For the optimized cavity reflectivity, one would also expect to achieve
low noise operation at high inversion (see Sect. 2). Figure 20.17 validates this
statement by showing the noise figure for the different top mirror reflectivities.
These values were obtained by measuring ASE and the gain under low signal
input powers (∼−35 dBm) using an optical spectrum analyzer and applying
(20.18).

For all reflectivities, the noise figure improves for increasing gain, i.e. as
the inversion increases, in agreement with (20.18). At higher gains, we can see
that for the highest reflectivity samples, the noise figure is limited to around
7–8dB. For VCSOAs with a reflectivity close to, or below, the optimum value,
the noise figure drops below 5dB and tends towards 4 dB.

In summary, the optimum top mirror reflectivity of our structure for
reflection mode amplification is obtained for a 12 layer-pairs DBR. The cor-
responding reflectivity has been calculated to be 97.7%. The maximum gain
obtained in that configuration is 19 dB with NF∼4 dB. Taking into account
the losses of the set-up (5.6 dB) in Fig. 20.8, the total module gain and NF
are 13.4 dB and 6.8 dB respectively.

So far, we have shown the performance of VCSOAs in reflection. We
also measured the transmission characteristics of the device with a 14-pair
top mirror. Figure 20.18 shows the experimental on-resonance gain in both
transmission and reflection operation together with theoretical fits based on a
single set of parameters. The fibre-to-fibre transmission losses were evaluated
to be ∼8 dB, mainly attributed to non-optimum coupling optics and a poor
substrate polish. It is interesting to note at this stage that while the reflec-
tion mode is particularly suited for modulation purposes because of the large
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Fig. 20.18. Transmission and reflection characteristics

gain contrast, the transmission mode is favourable for loss-less highly selec-
tive filtering operations since there is no contribution outside the resonance
feature.

20.3.5 Tunability

As we have seen, VCSOAs are characterized by a narrow amplification band
resulting from the Fabry-Perot effect. The capability to dynamically change
the operation wavelength of a VCSOA might prove useful in future multi-
wavelength reconfigurable optical networks, and would make such an amplifier
very versatile. Moreover, low-cost networks operating at 1.3 µm usually use
uncooled laser sources. The wavelength of such sources varies quite consider-
ably (compared to the VCSOA bandwidth) over time. VCSOAs that can be
adjusted to match the source wavelength are, therefore, of great interest.

Two ways to tune the resonance have been investigated:

– Temperature tuning of the monolithic VCSOA
– Mirror-movable tunable devices

Temperature tuning is a simple technique to enable a single device to be
used for the amplification of a selected channel among a set of wavelength
division multiplexed (WDM) channels and to track its wavelength variations.
Indeed, a change of device temperature leads to a change of the effective opti-
cal thickness of the cavity and thus leads to the wavelength tuning. However,
as mentioned in Sect. 2, it also affects the spectral position and magnitude
of the gain, and varies the non-radiative recombination rates. Figure 20.19-
top represents, for a constant pump injection and temperature-independent
losses, the overlay of the QW gain curves (solid lines) and corresponding cav-
ity resonances (vertical lines) for six temperatures. Assuming a negative offset
between the QW gain peak and the cavity resonance at low temperatures, as
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Fig. 20.19. Effects of temperature on the performance of a monolithic VCSOA
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gain values and emission wavelength at threshold for a monolithic VCSOA

the temperature increases the device gain first improves as the QW gain curve,
which redshifts at a faster rate, aligns with the cavity resonance. Subsequent
heating leads to deterioration of the device gain because the QW gain curve
and resonance walk away from each other. The resonance wavelength being
proportional to the device temperature, a bell-shape dependence of the device
gain with temperature is thus predicted (see Fig. 20.19-bottom).

Using the monolithic device described in Sect. 3.1 with a top mirror
reflectivity of 99.1%, we investigated the influence of temperature on the
performance of that particular component. The pump-power-dependent gain
curves were recorded using a spectrum analyzer and a SLD for a set of tem-
peratures between 10 and 100◦C. Tunable operation over 9.5 nm with more
than 9 dB of device gain was achieved as shown in Fig. 20.20. There is a sharp
increase in the power required to achieve a given gain value at high tem-
peratures that we attribute to enhanced Auger recombination. The relative
temperature independence of the performance between 35 and 80◦C suggests
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Fig. 20.21. Temperature-dependence of the gain of a monolithic VCSOA under
constant pump injection (186 mW)

that the QW peak gain matches the resonance wavelength for a temperature
of 55◦C.

Keeping the injected pump power constant, the device gain is shown to
possess a bell-shaped temperature dependence (see Fig. 20.21) as explained
in Fig. 20.19. Though changes in the device temperature allow wavelength
tuning of the amplification feature, the range is limited by the cavity mode-
peak gain mismatch and the increase of losses at high temperatures. To extend
the tuning range, reduce power consumption and obtain faster tuning speed,
mechanical tuning methods are generally preferred. Since a lot of effort has
previously been devoted to the realization of MEMS-based tunable Vertical-
Cavity Surface-Emitting Lasers [10], and because of the device similarity, it
would be natural to use a similar approach. However, to allow the separate
optimization of each element of the cavity, we opted for the hybrid fibre-
tunable device presented in Sect. 3.1, which also offers the additional benefit
of providing direct fibre-coupling.

The mirror-coated fibre was brought in proximity to the chip to form a
cavity whose total length was ∼4 µm including the mirror penetration depths.
The maximum tuning range was thus limited to the 65 nm free-spectral range
of the cavity. The device was then pumped using either an 980 nm-pump,
which is only absorbed in the QWs (in-well pumping) or an 808 nm-pump
whose absorption takes place over the full GaAs-based cavity length (in-
barrier pumping). Laser action was achieved over a range of up to 23 nm (see
Fig. 20.22) limited by the device gain bandwidth and the change of overlap
between the QWs and the signal electric field as the fibre tip was displaced.

The better tuning performance under 980nm pumping is to be treated
with caution. Indeed, the use of in-barrier pumping offers reduced threshold
power requirements (see Fig. 20.23) due to improved pump absorption effi-
ciency (extended absorption length) at the expense of stronger temperature
dependence because of the higher quantum defect.
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Fig. 20.22. Temperature-dependent tuning range of the mirror-tunable VCSOA for
in-well and in-barrier pumping at threshold: experimental data and fit
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Fig. 20.23. Threshold requirements for the mirror-tunable VCSOA under in-well
and in-barrier pumping

The amplification provided by the device below the lasing threshold was
measured at room temperature using the 980nm pump. A 6dB gain was
obtained over a range of greater than 17nm (see Fig. 20.24). To keep the
gain constant over the tuning range, it is necessary to adjust the pump power
because of the change of overlap between the QWs and the signal electric field
when the fibre is translated. The observed asymmetry of the amplification
profiles is due to the close proximity of threshold.

The characteristics reported here are somewhat less impressive than the
recent results around 1,550nm with InP-based MEMS tunable VCSOAs
[11]. Further optimization of the gain structure as well as a reduction of
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Fig. 20.24. Mirror-tunable VCSOA performance at room-temperature under
980 nm pumping. (a) Tuning, (b) Pump power dependence

the fibre-mirror reflectivity (<99%) should, however, enable GaInNAs-based
devices to reach similar performance levels around 1,300nm.

20.3.6 Material Parameter Extraction

So far, we have reviewed the performance of 1,300nm GaInNAs VCSOAs
under continuous-wave operation. Though this information is of direct rel-
evance to component and network designers, the experimental data can be
further exploited using the rate equation analysis presented in Sect. 2 to
extract some material parameters. This is the object of this section.

First, we will look to find the values of g0, N0 and Ns. These param-
eters can be evaluated by fitting the on-resonance device gain of the optimum
monolithic VCSOA using (20.4, 20.8, 20.10, 20.12 and 20.14). The experi-
mental data used here were recorded with low input powers (SLD) to avoid
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Table 20.1. Parameters used for the rate-equation analysis

Parameter Meaning Values

ξ Total relative overlap factor 2
g0 Gain parameter Fitted 4,200 cm−1

N0 Transparency carrier density 1.8 × 1018 cm−3

Lw Quantum well thickness 6.7 nm
LC Cavity length 3.2 µm
AP Pumped area 154 µm2

A Monomolecular recombination coefficient 11 × 108 s−1

B Bimolecular recombination coefficient 8.2 × 10−11 cm3s
−1

C Auger recombination coefficient 3.5 × 10−29 cm6s
−1

NS Carrier density fit parameter Fitted −0.21 × 1018 cm−3

αC Internal loss coefficient 4 cm−1

αW Pump absorption per quantum well 6,000 cm−1
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Fig. 20.25. Fit of single-pass gain data using rate equations for gain parameter
extraction

gain compression and at the optimum temperature so that the gain peak
and resonance were matched. The corresponding single-pass gain values were
extracted using (20.4). Then, using the carrier density as a variable, one can
easily calculate the single-pass gain of the device using (20.8 and 20.10) and
also determine the incident pump power using (20.12) but neglecting the stim-
ulated emission (last) term. In these calculations, the remaining parameters
(listed in Table 20.1) were known from design (mirror reflectivities, cav-
ity length and confinement factor) or based upon experimentally-validated
coefficients taken from literature [12]. The result of the least-square fit to
the data is shown in Fig. 20.25. The values found for g0, N0 and Ns are
4,200 cm−1, 1.8 × 1018 cm−3 and −0.22 × 1018 cm−3, respectively, and are
consistent with the values calculated by k · p theory [13].

To further our knowledge of the GaInNAs material characteristics,
we sought to determine the gain bandwidth, ∆λQW, and temperature
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compression factor, T0. These parameters can be obtained by analyzing
the tuning performance of the mirror-tunable device at threshold (see
Fig. 20.22) using (20.6, 20.8 and 20.11) and assuming uniformly pumped
QWs and temperature-independent carrier density for a given pump power
i.e. temperature-independent recombination factors. The latter approximation
is only valid over a small range of temperatures as considered here. Transfer
matrix calculations of the total relative overlap factor, ξ, for our structure
showed that the latter parameter had a parabolic wavelength dependence:

ξ =

Nw
∑

i=1

ξi = ξmax

(

1 − 2

(

λ − λc

∆λRPG

)2
)

. (20.22)

Furthermore, the active region temperature, T , depends on the substrate
temperature, Tsub and the pump-induced heating via:

T = Tsub + ∆T = Tsub +
Pabs

Rth
, (20.23)

where Pabs is the absorbed power and Rth is the thermal resistance of the
device.

A fitting procedure was performed to analyze simultaneously the tuning
characteristics under in-well and in-barrier pumping. A single parameter was
used for T0 and ∆λQW as the experiments were done with the same device

while the peak gain coefficient gfit = g0 ln
(

N+Ns

N+Ns

)

NQWLw and the fitted

offset temperature, Tfit = Tref −∆T , were taken to be different to account for
the change in the pumping arrangements. The results of this fit are shown in
Fig. 20.22 and the parameters listed in Table 20.2.

It is interesting to note that the difference in the fitted offset temperatures,
which corresponds to the difference in pump-induced heating, is 29.4◦C. This

Table 20.2. Fitting parameters found by the analysis of the temperature dependent
tuning

Parameter Meaning Values

Lw Quantum well thickness 7 nm
NQW Number of QWs 10
Rt Top mirror reflectivity 99%
Rb Bottom mirror reflectivity 99.90%
ξmax Maximum relative overlap coefficient 1.9
∆λRPG RPG bandwidth 83.4 nm
gfit,980 Peak gain for 980 nm pumping 8.7 × 10−3

gfit,808 Peak gain for 808 nm pumping 14 × 10−3

Tfit,980 Offset temperature for 980 nm pumping 278.3 K
Tfit,808 Offset temperature for 808 nm pumping 248.9 K
T0 Gain compression factor 55.7 K
∆λQW QW gain linewidth 20.2 nm
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Fig. 20.26. Determined gain spectral characteristics for the 980 nm-pumped mirror-
tunable VCSOA

observation is consistent with the fact that the device has stronger pump
absorption and a worse quantum defect when barrier-pumped. This observa-
tion is also in agreement with the redshift of the centre of the tuning range
that can be seen in Fig. 20.23.

Finally, Fig. 20.26 shows the evolution of the device single-pass gain as
a function of temperature for the 980nm-pumped device around its peak
gain wavelength. It illustrates how the temperature dependence of the active
region controls the tuning range of the device that corresponds to the
part of the curves whose single-pass gain is greater than the mirror loss
(

= ln
(

1
/√

RtRb

))

.

20.4 Gain Dynamics

Because VCSOAs can potentially be used to provide amplification to data
stream with 10–40 Gbs−1 bit rates in telecommunication systems, it is impor-
tant to investigate the dynamic performance of these devices. Indeed, since
both the gain and the refractive index of the gain region depend on the carrier
density, pulsed signals can induce gain and phase variations. These changes
in turn affect the amplification characteristics and could deteriorate the over-
all network performance. It is, therefore, important to determine the gain
recovery and/or index response time of such components. Additionally, it will
provide some further insight into the dynamics of GaInNAs material.

The remainder of this section will describe the pump-probe experi-
ment conducted to investigate the dynamics of refractive index variation at
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anti-resonance and gain recovery in the amplification regime for the optimized
monolithic VCSOA discussed in Sect. 3.3.

20.4.1 Measurement Method
and Associated Theoretical Remarks

To study the gain recovery and/or the refractive index dynamics in a com-
ponent, it is common to use the pump-probe technique [14]. This method
consists in sending two distinct ultrashort (∼150 fs long) pulses through the
device and observing how the first pulse (the pump) modifies the device per-
formance (here gain or wavelength shift) for the second pulse (the probe) as a
function of their time separation. Generally, the pump is of greater intensity
than the probe to enhance the effects being observed, while the probe power
is kept small to avoid self-induced phenomena.

For example, when studying gain dynamics, as the pump pulse propagates
through the device, its gain extraction depletes the carrier density and hence
lowers the available gain. If the probe pulse follows immediately after, it expe-
riences a reduced gain (see probe 1 in Fig. 20.27) while, for sufficiently long
delays between the two pulses, the carrier density will have recovered to the
same equilibrium condition as prior to the pump pulse and the probe pulse
will have the same gain as the pump pulse (see probe 2 in Fig. 20.27). This
phenomenon is illustrated in Fig. 20.27.

Fig. 20.27. Principle of gain-recovery measurement
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As indicated earlier, the pump-probe method involves sending ultrashort
pulses through the device. Assuming that these pulses are Fourier-transform
limited, their spectral bandwidth is inversely proportional to their duration.
While going through the VCSOA, they will be filtered, hence their spectral
bandwidth will be narrowed and their duration increased. This means that
the pump pulse is going to create a somewhat smeared carrier density change
and that some measurable gain/refractive index variations will occur before
the peak intensity of the pump pulse. Assuming that a square input pulse
is injected into an active Fabry-Perot with constant single pass gain, we can
estimate the intensity decay inside the cavity as the pulse leaves the cavity as
follows [15]:

Im = I0

[

gs

√

RbRt

]2(m−1)

≈ I
[

gs

√

RbRt

]2m

= I
[

gs

√

RbRt

]2t/τ

= I(t),

(20.24)
where Im is the intensity m round trips after the end of the input pulse
(for which t is taken to be 0). In this formula, τ = c/2nLc is the cavity
round-trip time. By matching (20.24) with an exponential decay and approx-
imating the pulse width by this fall time, we find that the pulse duration is
given by:

τ ′ = − τ

2 ln(gs
2
√

RbRt)
(20.25)

Using Rt = 97.7%, Rb = 99.6% and gs value between 1 and 1.012, it is
evaluated that τ′ varies between 2 and 20 ps. This implies that effects induced
by a 150 fs pump pulse will be recorded with delays up to 20 ps before reaching
their maximum.

20.4.2 Experimental Setup

The setup used for the dynamic amplification characterization can be found
in Fig. 20.28. Two orthogonally polarized trains of ultrafast pulses at the
desired wavelength of around 1,290nm were obtained from a Ti-Sapphire
laser-Regenerative Amplifier system coupled to an optical parametric ampli-
fier (OPA). The pulses had a repetition rate of 100 kHz and a typical temporal
width of 150 fs for a bandwidth of 16 nm. The OPA system allowed us to tune
the centre-wavelength of pulse spectrum to the VCSOA resonance, while an
IR filter placed at the OPA output rejected the lower wavelengths generated
by the system. The two trains of pulses were created from the initial OPA
pulses using a 50/50 beam splitter (BS). The light was then reflected from
mirrors that are represented in Fig. 20.28 by M1 and M2. A half-wave-plate
was positioned along one of the optical paths with its axis at 22.5◦ to the
incident polarization to ensure that the different pulse trains were of orthog-
onal polarizations. The pulses were then recombined at the beam splitter and
coupled into a single-mode fiber connected to the VCSOA set-up described in



20 Vertical Cavity Semiconductor Optical Amplifiers 553

RegA/OPA

100KHz Rep rate

Pulsewidth<1ps

BS

M1

980nm

laser

WDM coupler

Isolator

1 2

3

Polarization

controller

Polarizer
fiber

input

lens Modulator

Function Generator
Synchronization

VCSOA

Optical

Spectrum

Analyzer

Translation

stage

wave

plate

M2

Fig. 20.28. Pump-probe experimental setup for the dynamic characterization of
monolithic VCSOAs

Sect. 3.2. The fibre injection was adjusted to maximize the available power,
whilst minimizing the self-phase modulation effects in the fiber; this was done
by finding the highest coupling, whilst keeping an unbroadened pulse spectrum
at the VCSOA input. To minimize the train of probe pulses own saturating
effect on the gain medium, one of the mirror was slightly misaligned to induce
a fiber-injection loss of 6 dB for the probe pulse beam. The averaged pump
pulse power injected was around −16 dBm, while it was −22 dBm for the
probe pulses. The mirror M2 was positioned on a motorized translation stage
to vary the path length between the two trains of pulses and thus obtain
variable delays ranging from −100 ps to +300 ps. The effect of the first pulse
(pump pulse) on the VCSOA gain medium could, therefore, be studied by
observing the evolution of the transmission of the second pulse (probe pulse)
as a function of the delay.

At the detection side, the combination of a polarization controller and a
polarizer enabled the selection of the probe pulses, while blocking the oth-
ers with an extinction ratio of more than 15dB. Furthermore, an intensity
modulator synchronized to the laser pulses was added to increase the probe
visibility by rejecting the ASE when the pulses were not present. The output
was fed to an optical spectrum analyzer (OSA) for the measurement of the
probe spectrum with a 0.02nm wavelength resolution.

20.4.3 VCSOA Dynamics Measurement

We first investigated the refractive index dynamics of the device. The VCSOA
was operated at the anti-resonance as this situation corresponds to the
maximum visibility of the resonance shift.

By observing the output spectra, a shift of the VCSOA resonance could
be observed for certain values of the pulse delay. The inset of Fig. 20.29 shows
the recorded spectra for the two extreme situations. The maximum resonance
shift was measured to be 0.3 nm and occurred for a delay of 13 ps. As explained
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Fig. 20.29. Refractive index dynamics of a GaInNAs monolithic VCSOA oper-
ated at anti-resonance. Inset : Probe spectral characteristics at maximum (solid)
and minimum (dashed) carrier depletion showing the maximal anti-resonance shift
recorded

in the previous section, this wavelength shift is the greatest at the maximum
carrier depletion and is equivalent to a refractive index variation of 9.3×10−4.
We then measured the spectra for different value of the delay from −20 ps up
to 250ps. The data was processed automatically, and the resonance peak shift
plotted as a function of the delay in Fig. 20.29. A single exponential decay fit
to the data gave an index recovery time τn at 1/e of τn ∼ 50 ps+/− 5 ps. For
higher delays, the anti-resonance returned to its original position. For small
carrier density variations, which is the case here, the carrier recovery time τN

can be approximated by the index recovery time τn, i.e., τN ∼ 50 ps.
We then studied the VCSOA gain recovery when the device was biased

to provide a small-signal gain of 15 dB. Measurement of the gain variations
induced by the pump pulse was possible because the gain peak for the probe
pulse was redshifted by approximately 0.3 nm with respect to the ASE peak,
as can be seen in the dotted inset of Fig. 20.30. Saturation effects limited
the gain of the probe pulses to 5 dB. In the presence of the pump pulse, the
gain of the probe pulses was further reduced reaching a minimum value of
−3 dB for a delay of about 10 ps. The spectrum of the probe corresponding
to this maximum carrier depletion is shown in the solid line in the inset
of Fig. 20.30. Recording the evolution of the probe pulse gain as a function
of delay enabled the characterization of the gain recovery. However, cavity
length instabilities with a magnitude of around 0.1 nm were present under
these bias conditions and prevented us from measuring simultaneously the
index recovery time. Figure 20.30 shows the evolution of the probe pulse gain
as a function of the delay along with a τG ∼ 55ps+/− 15 ps recovery fit. The
τG is roughly equal to τN, which means that the carrier recovery time does not
vary dramatically with the bias condition in our experiments. The measured



20 Vertical Cavity Semiconductor Optical Amplifiers 555

0 50 100 150 200 250 300
−4

−2

2

4

6

0
A

m
p

lit
u

d
e 

C
h

an
g

e 
(d

B
)

Time (ps)

1290 1291

0

5

10

15

1289

R
el

at
iv

e
am

pl
itu

de
(d

B
)

nm

Fig. 20.30. Gain dynamics of a GaInNAs monolithic VCSOA biased to provide
15 dB of small-signal gain. Inset : Probe spectra at maximum (solid) and minimum
(dashed) carrier depletion. The arrow indicates the wavelength at which the gain
change occurs

value is also consistent with time-resolved photoluminescence measurements
performed on other GaInNAs structures [16].

20.5 Extension to the 1,550 nm Band

Potential cost reduction and simpler manufacturing of telecommunication
devices have been the major incentives to extend GaAs-based technology to
the 1,300 and 1,550nm wavelength bands. Up to this point, we have demon-
strated that monolithically-grown VCSOAs based on GaInNAs compounds
can deliver high performance single channel amplification at 1,300nm. This
section deals with current progress to push the operation wavelength of dilute
nitride VCSOAs into the 1,550nm window.

The main difficulty in achieving 1,550nm operation is that the addition of
nitrogen to InGaAs/GaAs QWs, which has constituted the main thrust of the
extension to 1,300nm, is associated with a dramatic reduction of PL efficiency.
This degradation is believed to be due to phase separation during growth
and/or an increased defect density. To date, the dilute nitride community has
thus devised four strategies to overcome this issue:

– Finding particular growth conditions to avoid phase separation. This usu-
ally involves performing the growth at very low temperatures (<400◦C)
[17, 18], which generally leads to fairly high defect concentration.

– Reduction of the barrier band gap by using GaNAs or lattice-matched
GaInNAs barriers [19]. The reduction in carrier confinement will, however,
increase the temperature sensitivity of the devices.

– The use of InAs insertion layers inside GaNAs/GaInNAs superlattices [20].
Though this is effective in shifting the luminescence to 1550nm, the growth
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is very demanding as large composition changes every nanometre are
required.

– The addition of antimony to the GaInNAs alloy forming the QWs [21–23].
Though the complexity associated with the growth of a quinary compound
may seem off-putting, this technique is actually the most promising since
the antimony acts as a surfactant for the dilute nitride growth, favouring
2D growth and high nitrogen content.

In the first instance, a temperature-dependent photoluminescence study of
GaInNAsSb/GaNAs multi-quantum well (MQW) structures was carried out.
A set of three double QW samples emitting at 1,550nm, but having dif-
ferent conduction band profiles, were grown using MBE. All the structures
consisted of a n+-doped GaAs substrate, a 100 nm GaAs layer, a 20 period
AlAs(2 nm)/GaAs(2 nm) superlattice, a 250 nm GaAs layer followed by two
7 nm-thick Ga0.6In0.4NAs(Sb) QWs embedded in 20 nm Ga(N)As barriers and
further capped by 100 nm GaAs, followed by 50 nm Al0.33Ga0.67As and 50 nm
GaAs. The nitrogen concentrations were 4.5% (sample v0259), 2.9% (sample
v0397), and 0 (sample v0398) in the barriers and 2.7%, 2.9% and 3.3% in the
wells. Fig. 20.31a demonstrates that room-temperature photoluminescence at
1.5–1.55 µm was successfully achieved for all the samples, while Fig. 20.31b
provides some insight into the influence of temperature on the emission proper-
ties of such QWs (sample V0397). The evolution of the ground state transition
energy is fitted using the Varshni formula:

Eg(T ) = E0 −
αT 2

β + T
. (20.26)

From the energy difference at low temperature between the measured value
and the value given by (20.26), one can infer the localization depth Eloc.
The QW peak wavelength redshifts at a rate of ∼0.564 nm/K around room
temperature. This figure is comparable to the 0.54 nm/K obtained for conven-
tional 1,550nm InGaAsP/InP material [24]. The temperature dependence of
the integrated intensity was further analyzed using a dual-activation energy
Arrhenius plot:

I(T ) =
I(0)

[1 + c1 exp(−E1/kT ) + c2 exp(−E2/kT )]
, (20.27)

where, E1 and E2 represent the activation energies of two different thermal
activation processes, and the pre-factors c1 and c2 represent the relative ratios
of non-radiative recombination. The E1 and E2 were found to correspond
respectively to the localization energy and energy difference in the valence
band between the QWs and the barriers (∼83 meV). The latter observa-
tion suggests that hole leakage might be a limiting factor in GaInNAs(Sb)
QWs [25].

The work was extended to look at VCSOAs. The structure used in this
instance included an epitaxially-grown semiconductor part completed by
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Fig. 20.31. Photoluminescence study of 1,550 nm emitting GaInNAsSb MQW
structure. (a) Room-temperature photoluminescence spectrum; (b) Temperature-
dependence of the photoluminescence characteristics

the subsequent deposition of a 1,550nm dielectric (SiO2/TiO2) DBR with
nominal reflectivity greater than 99.5%. The semiconductor epilayer design
consists of a 25.5-pair AlAs/GaAs DBR, a GaAs active region and a 1λ-thick
Al0.3Ga0.7As confinement window capped with 10-nm of GaAs to prevent
oxidation. The active region includes four sets of three nominally 7-nm-thick
Ga0.61In0.39N0.027As0.962Sb0.011/GaAs0.956N0.044 QWs with 20 nm between
the wells. The target room-temperature photoluminescence of these quan-
tum wells, 1,530nm, is set to accommodate for pump-induced heating effects.
The active region length and distribution of the groups of QWs is selected to
achieve efficient and nearly uniform pumping using an 808nm pump.

The sample was also grown using MBE with conventional thermal effusion
cells for Ga, Al and In and radio frequency (rf) plasma sources with valved
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Fig. 20.33. Setup for pulsed laser assessment of the 1,550 nm VCSOA

cracker cells for As2 and Sb2. The growth was performed at 600◦C apart from
the groups of QWs for which the temperature was ramped down to 420◦C.
Details of the growth precision and monitoring techniques can be found in
ref. [26, 27].

Static characterization of the wafer prior to and after dielectric mirror
deposition was performed. Figure 20.32 shows typical results. It should be
noted that there are two cavity modes, but that the short wavelength mode
is very close to the edge of the semiconductor DBR stopband and thus the
associated high loss level is likely to prevent amplification/laser action. Vari-
ation of the resonant wavelength from 1560nm at the centre of the wafer to
1,540nm at the edge was also recorded.

The laser characteristics of the sample were tested under pulsed condi-
tion using the setup of Fig. 20.33. The pump laser was a Q-switched Nd:YAG
(1,064nm) laser delivering 7.7 ns pulses with a 2 kHz repetition rate and up
to 17.2 µJ per pulse. The pump beam propagated through an attenuating
arrangement and was then focused on to the sample at ∼45 degrees inci-
dence by a microscope objective, yielding a spot diameter of around 25 µm.
The device output at 1.55 µm was collected, filtered (to eliminate any pump
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contribution) and focused onto a high-speed detector with a 5 ns rise time
for measurement of the peak power or fibre-coupled to an optical spectrum
analyser for spectral analysis.

The pulsed threshold was measured as a function of temperature at four
different points on the wafer. The results are presented in Fig. 20.34 and show
that both the cavity resonance and the minimum threshold shift at a rate
of ∼0.15 nm/K. The latter observation suggests that the QW gain is broad
and that the resonant periodic gain defines the maximum gain of the device.
The recorded strong temperature dependence suggests that a high Auger
recombination rate and/or carrier leakage impedes the device performance.
A modification of the QW structure will be required to reduce these thermal
limitations and demonstrate continuous-wave operation.

20.6 Conclusion

We have reviewed the performance of 1,300nm GaInNAs-based VCSOAs
under both continuous-wave and dynamic excitation. It has been demon-
strated that monolithically grown GaInNAs-based devices can reach up to
19 dB of on-chip gain with noise figures as low as 4 dB and that these
devices are suitable for single channel amplification of 10 Gb s−1 data streams.
The suitability of these devices for metropolitan access networks has been
enhanced by the demonstration of tunable operation using temperature
changes or a fibre-based mirror-tunable embodiment achieving respectively
9.5 nm (23 nm) tuning with 10 dB (6 dB) of on-chip gain. It has also been
shown that the experimental data can be further exploited, using a rate
equation analysis, to provide information on the material gain character-
istics. Finally, current material and device progress towards operation at
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1,550nm has been summarized. This is the next challenge for the dilute nitride
compounds.
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Dilute Nitride Photodetector
and Modulator Devices

J.B. Héroux and W.I. Wang

The application of the GaInNAsSb compound to the design and fabrication
of photodetector and modulator devices for telecommunications is reviewed.
An advantage of the material is that even though it is GaAs-based, oper-
ating wavelengths as long as 1.3 and 1.55 µm corresponding, respectively, to
the minimum dispersion and attenuation in fiber optics can be reached. It
is especially well suited for the growth of resonant cavity-enhanced devices
because an active region can be incorporated between GaAs/AlAs distributed
Bragg reflectors, with which a high reflectivity can be easily reached due to a
large refractive index step. We present an overview of experimental results
on: p–i–n resonant cavity-enhanced photodetectors; heterojunction photo-
transistors; avalanche photodiodes (APDs); quantum-confined stark effect
modulators.

21.1 Introduction

High speed photodetectors and modulators are crucial components of optical
telecommunication systems operating in the near infrared. As transmission
rates become higher and the 1.3–1.55 µm wavelength range is increasingly
used, the development of novel detectors with a high-quantum efficiency and
of modulators with a high-absorption contrast is important.

The use of distributed Bragg reflectors (DBRs) to form a resonant cavity-
enhanced (RCE) structure is a possible solution to address these issues. The
optical and electrical path lengths can be decoupled to break the trade-off
between bandwidth and quantum efficiency of standard p–i–n photodiodes,
and the increased absorption allows to decrease the number of quantum
wells and the operating voltage of modulators based on the quantum-confined
stark effect (QCSE). The inherent wavelength selectivity of a resonant cav-
ity is advantageous for demultiplexing receiver systems. Moreover, optical
coupling normal to the surface makes RCE structures physically compatible
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with vertical cavity surface emitting lasers. Various RCE devices have been
demonstrated over the past 20 years [1].

Dilute nitride materials are well suited for the growth of GaAs-based
heterostructures for devices operating in the 1.3–1.55 µm telecommunication
window. With the GaInNAs compound, the replacement of a small fraction
of arsenic by nitrogen atoms leads to a redshift of the bandgap and a decrease
of the free lattice parameter, so that epitaxial layers can be grown on GaAs
with a tolerable lattice mismatch and a narrow bandgap. Recent developments
have shown that to obtain a good material quality, a fraction of Sb should
also be incorporated to form the GaInNAsSb quinternary compound.

For photodetector and modulator applications, devices that are GaAs-
based are advantageous not only due to a better-developed processing tech-
nology and lower overall fabrication costs, but also because the relatively
high GaAs/AlAs refractive index step is benefic for the fabrication of RCE
structures. Figure 21.1 shows a calculation of the peak quantum efficiency
of a resonant cavity as a function of the normalized absorption coefficient.
For high speed photodetectors, αd∼ 0.1 is typically required so that a bottom
DBR with a reflectivity close to 99% is essential for a near-unity quantum effi-
ciency. GaAs/AlAs layers have a real refractive index step near 0.5 in the near
infrared, so that the growth of only 20 periods is sufficient to obtain a DBR
that fulfils this requirement. In contrast, on InP, the growth of DBRs is chal-
lenging due to the poor refractive index contrast between the In0.53Ga0.47As
and In0.52Al0.48As alloys lattice matched to this substrate, and around 35 peri-
ods are needed to obtain a near-unity reflectance. Below 1.55 µm, absorption
by the In0.53Ga0.47As layers is also problematic.

In this chapter, an overview of the developments related to the use of
dilute nitride materials for the fabrication of GaAs-based photodetector and
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Table 21.1. Articles published on photodetector and modulator devices with dilute
nitrides

Article title λ (µm) Structure Function Active region

GaInNAs resonant cavity-enhanced
photodetector operating at
1.3 µm [4]

1.3 Bulk RCE D GaInNAs:Sb

GaNAs avalanche photodetector
operating at 0.94 µm [5]

0.94 MQW DG GaNAs

GaNAs resonant cavity-enhanced
avalanche photodetector operating
at 1.064 µm [6]

1.06 MQW RCE DG GaNAs

MBE growth of Ga(In)NAs/GaAs
heterostructures for photodiodes [7]

1.06 Bulk DG GaNAs

Optical investigation of InGaNAs
structures for photodetector
applications [8]

1.16 MQW DG GaInNAs:Sb

Electroabsorption and
electrorefraction in InGaAsN
quantum well heterostructures [9]

0.9 MQW M GaInNAs

GaAsSb resonant cavity-enhanced
photodetector operating at
1.3 µm [10]

1.3 MQW D GaAsSb

Quantum confined stark effect in
GaInNAs/GaAs MQWs [11]

1.3 MQW M GaInNAs:Sb

1.31 µm GaAsSb resonant
cavity-enhanced separate
absorption, charge, and
multiplication avalanche
photodiodes with low noise [12]

1.31 MQW RCE DG GaAsSb

Quantum-confined stark effect of
GaInNAs(Sb) quantum wells at
1300–1600 nm [13]

1.3–1.6 MQW M GaInNAs:Sb

1.55 µm GaNAsSb photodetector
on GaAs [14]

1.55 2 QW D GaNAsSb

1.55 µm GaInNAs RCE
photodetector grown on GaAs [15]

1.55 6 QW RCE D GaInNAs

QW quantum well, MQW multiple quantum well, D detector, DG dectector with
gain, M modulator, RCE resonant cavity-enhanced structure

modulator devices for long wavelength telecommunication applications is
presented. Table 21.1 shows a list of the relevant articles published so far
with the reference number, publication year, operating wavelength of the
device, structure type, function of the device and material used for the active
region. Closely related work on the GaAsSb compound has been included
for completeness. In this chapter, experimental results obtained at Columbia
University will be described in details, while those of other groups will be
summarized. Dilute nitrides have also been studied for solar cell applications,
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which present a completely different set of challenges and issues that are
presented in [1–3] and Chapter 15 and will not be discussed further in this
chapter.

A brief summary of the GaInNAsSb material properties will be given in
Sect. 21.2 followed by results on p–i–n photodetectors in Sect. 21.3, where
alternatives for high speed 1.3–1.55 µm detectors will also be shortly dis-
cussed. Devices with internal gain will be described in Sect. 21.4, and QCSE
modulators in Sect. 21.5.

21.2 GaInNAsSb Material Properties for Detector
and Modulator Devices

21.2.1 Material Growth

The incorporation of nitrogen into III–V compounds leads to a degraded
material quality so that material growth is challenging and requires lengthy
optimization. A high-purity radio frequency N source is typically used in a
molecular beam epitaxy (MBE) system, with a growth temperature around
460◦C.

The interface quality can be significantly improved by adding a slight
antimony pressure background during growth to obtain a surfactant-like
effect. Figure 21.2 shows photoluminescence spectra of Ga0.7In0.3N0.008

As0.992 :Sb/GaAs multiple quantum wells (MQWs) [16]. Clearly, the emis-
sion intensity as well as the FWHM are improved with Sb, demonstrating
that a higher quality dilute nitride compound is obtained.

The Sb flux can be further increased to form the quinternary compound
GaInNAsSb to obtain a good material quality and emission wavelength near
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Fig. 21.2. Room temperature photoluminescence spectra of Ga0.7In0.3N0.008

As0.992:Sb/GaAs multiple quantum well structures. The nominal well width is 64 Å,
and 10 periods are grown
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1.55 µm. Figure 21.3 shows X-ray diffraction spectra of 10-period MQW
structures with 65 Å well and 180 Å barrier widths [17]. The N and Sb frac-
tions were estimated to be around 3.5 and 1.5%, respectively. The addition
of Sb prevents three-dimensional growth and phase separation, as seen from
the presence of clear satellite peaks in curve (d) above. Progress for long
wavelength devices with this novel compound is ongoing.

21.2.2 Band Structure

The virtual crystal approximation is not applicable to dilute nitride com-
pounds due to the fact that nitrogen, although it is a column-V element, has
a high electronegativity and a small atomic size. But even though the physical
properties of dilute nitride heterostructures depend on the detailed arrange-
ment of atom clusters, simple rules for device design can still be established.
It has been known since the 1970s that nitrogen, an isoelectronic trap, leads
to the formation of a deep level EN in GaAs located approximately 200meV
above the bottom of the conduction band [18, 19], and other localized energy
levels within and above the gap are also present due to the formation of
different nitrogen pair complexes [20, 21].

Figure 21.4 summarizes the results obtained with the band anticrossing
(BAC) model [[22], see also Chap3]. The absolute position of EN is fixed and
independent of the surrounding crystal, while the extended energy level EM

is the bottom of the crystal conduction band in a nitrogen free compound.
In GaInAs, the repulsion between EN and EM leads to the formation of two
energy levels E+ and E− described by the equation

E±(InxGa1−xAs1−yNy) =
1

2

(

[EM(x) + EN] ±
√

[EM(x) − EN]
2

+ 4V 2
NM

)

,

(21.1)
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with VNM = CNMy1/2 [23]. Assuming that the top of the valence band is used
as reference energy and has a negligible variation, the position of the E− level
corresponds to the gap of the GaInNAs alloy. The conduction band effective
mass is given by

1

m∗
±

=
1

2mM

⎡

⎣1 ± EM − EN
√

(EM − EN)
2

+ 4V 2
NM

⎤

⎦, (21.2)

with mM the effective mass of the extended EM level [24].
As an illustrative example of the effect nitrogen incorporation on the band

structure of III–V heterostructures, Fig. 21.5 shows low temperature transmit-
tance spectra of GaInAsN:Sb/GaAs multiple quantum well structures. The
different nitrogen fractions were determined by X-ray diffraction assuming a
linear interpolation of the free lattice parameters [25]. The observed quantum
confined optical transitions are noted as vertical arrows.

From the observation of three optical transitions for each sample, the
properties of the heterostructures can be determined using an envelope func-
tion formalism and the BAC model. It has been postulated theoretically [26]
and observed experimentally [1] that the gap of GaInNAs can vary by sev-
eral tens of meV depending the detailed growth and annealing conditions of
the samples. The variation of the gap with N can be usually well described
with (21.1) using a value CNM in the range 1.2–2 eV, and a good fit was
obtained with CNM = 1.45 eV in the present case as shown in Fig. 21.6a.
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Fig. 21.5. Optical transmittance spectra of Ga0.86In0.14NxAs1−x:Sb/GaAs multiple
quantum well samples with different nitrogen concentrations obtained at 4K. Solid
lines are the raw experimental curves. Dashed lines are an aid to the eye and show
an expanded view along the vertical axis obtained after background subtraction.
Arrows show the best estimate of the positions of the optical transitions found
experimentally. hh, lh, and e indicate heavy hole, light hole, and conduction band
quantum confined energies. Curves are vertically shifted for clarity

From photoreflectance spectroscopy measurements [27], the bandgap redshift
due to N was found to decrease as the In fraction increases, and the conduc-
tion band effective mass increases to a value in the range 0.8–1.2 me. These
trends are both also in accordance with the BAC model.

The incorporation of N into a III–V compound affects mostly the conduc-
tion band and has a negligible intrinsic effect on the valence band structure.
However a decrease of the difference between the 1hh-1e and 1lh-1e optical
transitions as the nitrogen fraction increases was observed experimentally.
Figure 21.6(b) shows the strained and unstrained valence band offsets calcu-
lated for each sample based on the optical transitions shown in Fig. 21.5 (data
points) using an envelope function formalism. Since the same conduction band
energy level is involved in both transitions, the energy difference between the
hh and lh valence band energy levels can be directly observed from this mea-
surement and indicates a decrease of the valence band offset due the strain
variation in the wells [25, 27]. Similar findings were also reported recently by
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another group [28, 29]. The unstrained band offset remains roughly constant
as the nitrogen fraction varies, as shown in the bottom of Fig. 21.6b.

The effect of antimony on the band structure is neglected when a very
small fraction is incorporated to improve material quality by a surfactant-
like effect (Ga1−xInxNyAs1−y:Sb). In the case of a quinternary compound
(Ga1−xInxNyAs1−y−zSbz), antimony can be taken into account using the
virtual crystal approximation [30, 31].

21.3 p–i–n Photodetectors

21.3.1 GaInNAs:Sb Resonant Cavity-Enhanced Photodetector
Operating at 1.3 µm

The interaction of light with an absorbing structure can be described with the
simple equation R+T +A = 1, where the symbols R, T, and A are the power
ratios of the reflected, transmitted, and absorbed light, respectively. With a
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Fig. 21.7. Details of the p–i–n structure used for the design of a resonant cavity-
enhanced detector. Two samples were grown with x = 0.20 and 0.25, respectively.
The doping concentrations in the p+ and n+ regions is 2 × 1018 cm−3

resonant cavity, the balance between these three variables can be altered so
that the quantum efficiency η can be high even if a thin absorbing layer is
used. In this section we describe the fabrication and characterization of the
first RCE photodetector realized with a dilute nitride active region [4].

Bare p–i–n detector devices with a structure as shown in Fig. 21.7 were first
grown and processed for characterization. The splitting of the bulk absorb-
ing region into three parts allows to improve the material quality, and the
GaInNAs:Sb layers can be positioned at the antinodes of a cavity to use to
advantage the standing wave effect in an RCE structure. Two samples with
indium concentrations of 20 and 25%, respectively were grown and processed
using standard photolithography techniques, in which gold layers were evap-
orated on top of the mesas and onto the buffer layer to form ohmic contacts
in a single liftoff step. The nitrogen fraction was estimated to be around 1%
in both cases.

Figure 21.8 shows the reflectance, normalized absorption and quantum effi-
ciency spectra of 1 mm diameter mesas obtained with a 2V reverse bias. The
responsivity of the devices was obtained using a Fourier transform spectrome-
ter and a halogen light source with a calibrated Ge photodiode. By assuming a
unity collection efficiency, a lower boundary value for the normalized absorp-
tion can be obtained [32]. Clearly, a 5% increase of the indium concentration
decreases the bandgap and significantly increases the normalized absorption
at 1.3 µm. The leakage current of 300 µm-diameter mesas was found to be
comparable for the two samples, as shown in Fig. 21.9.

From the results shown above, the complex part of the GaInNAs:Sb refrac-
tive index could be estimated and the peak quantum efficiency of RCE
structures can be simulated using the method of resultant waves [33, 34].
Figure 21.10 shows how the peak quantum efficiency of a complete RCE struc-
ture, calculated using the experimental results of Fig. 21.8, varies as a function
of the reflectance of the bottom DBR. The number of periods of the top DBR
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is chosen to provide a nearly optimal top reflectance. Even though the two
samples should in theory have a peak quantum efficiency above 90% in ideal
conditions, the sample with 20% In is much more sensitive to a slight drop in
bottom reflectance. Therefore we adopted a structure with 25% In.

The growth of the complete resonant structure by MBE takes around 14 h.
To calibrate a priori the optical thickness of the cavity, considering that the
real part of the refractive index of the GaInNAs:Sb layers was not precisely
known and that the growth rates can vary over time, p–i–n structures were
grown on top of 5-period DBRs and a curve fitting procedure of the measured
reflectance was performed using the method of resultant waves to estimate
the required correction of the growth times. An example of this procedure is
shown in Fig. 21.11.
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The quantum efficiency, reflectance and dark current of the complete RCE
detector, with bottom and top DBRs having 20 and 8 periods, respectively,
are shown in Figs. 21.12 and 21.13. A 72% quantum efficiency was obtained
at a wavelength of 1.292 µm with a reverse bias of 7V and a 1 mm diameter
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mesa. This peak quantum efficiency is slightly lower than the one predicted
theoretically, but the reflectance drop to 5% at the resonant wavelength shows
that the lower quantum efficiency is not due to a flaw in the design of the
cavity but to an incomplete carrier collection. It is not uncommon, as we
observe here, to obtain a lower than expected quantum efficiency even for
structures grown using conventional, lattice-matched III–V materials [35].

21.3.2 Subsequent Results

The growth of GaAs-based RCE photodetectors using two multiple quantum
well GaAsSb absorbing regions and a ZnSe/MgFe dielectric top DBR was
subsequently reported [10]. An important difference with this compound is the
nearly flat GaAs/GaAsSb conduction band offset, a situation that is nearly
opposite to the GaInNAs:Sb/GaAs case and is favorable for the collection
of the photogenerated electrons. A 54% quantum efficiency was obtained at
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1.3 µm with an estimated leakage current at operating bias of the order of
10 µA cm−2, which compares advantageously to the GaInNAs:Sb structure
discussed in the previous section.

More recently, a monolithically grown GaInNAs/GaAs RCE photodetector
operating at 1.55 µm with two multiple quantum well absorption regions was
also demonstrated, and a 33% quantum efficiency was obtained [15]. A leak-
age current at operating bias below 40 µA cm−2 was measured, which is only
slightly higher than maximum values reported for commercial, nitrogen-free
high speed InGaAs photodiodes [36]. Speed measurements were performed,
and an 800ps risetime was reported. The low dark current obtained is
especially promising for device applications.

A GaNAsSb p–i–n photodetector operating at 1.55 µm and grown on GaAs
was also reported [14] with an absorption coefficient close to 104 cm−1, which
is suitable to obtain a high quantum efficiency with an RCE structure. The
leakage current at operating bias was higher than for the case described in the
previous paragraph, and may be improved with further growth optimization.
Clearly, however, the replacement of a small fraction of As atoms with N
atoms in GaAsSb is beneficial to decrease the lattice mismatch with GaAs
and obtain a compound that is absorbing at 1.55 µm.

Further growth optimization using a quinternary InGaAsNSb compound
for absorption could lead to better results and greater design flexibility.
Another possibility for the growth of relatively thick active regions needed for
a detector device would be a strain-compensated structure such as GaNAs/
GaAsSb. An experimental and theoretical study on the absorption coefficient
of GaInNAs quantum wires was also published recently [37] and may lead to
novel detector devices.

21.3.3 Alternatives Devices

In this section we briefly mention other high quantum efficiency detector
devices proposed for optical fiber applications. Wafer fusing was used in the
mid-1990s to combine the advantages of an InP-grown active region with a
high reflectivity GaAs/AlAs bottom DBR [38]. A 94% quantum efficiency was
obtained at 1.3 µm using mesas with a 50 × 50 µm2 optical window. However
the fabrication process, involving for example etching of the InP substrate, is
relatively complex and dark current could be an issue.

InGaAs quantum dot RCE photodiodes have been grown on GaAs with an
operating wavelength up to 1.27 µm [39–41]. Due the combined effect of the
density of states with a resonant cavity, a spectral width as narrow as 3.3 nm
near 1.3 µm can be obtained. With further growth optimization and better
reproducibility, quantum dots could be a promising technology for detector
applications.

A back-incidence, Si-based SiGe/Si multiple quantum well RCE detec-
tor with a SiO2–Si top DBR has also been fabricated for operation at
1.3 µm [42]. Moreover, several solutions have been proposed to obtain on
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InP substrates a high reflectivity, nonabsorbing bottom DBR to fabricate
high quantum efficiency RCE devices operating near 1.55 µm. Those include
Burnstein-shifted InGaAs/InP reflectors [43], the use of InP/air DBRs [44,45],
or InAlAs/InAlGaAs DBRs [46, 47].

Planar devices such as RCE InGaAs metal-semiconductor-metal (MSM)
detectors grown on InP have also been fabricated with operating wavelengths
near 1.3 µm [48] and 1.55 µm [49] with 10 and 70GHz bandwidth operations,
respectively. Finally, InP-based edge-coupled waveguide photodiodes operat-
ing at 1.55 µm have been demonstrated [50,51] and were shown to have a high
operating bandwidth.

21.4 Photodetectors with Gain

21.4.1 Heterojuntion Phototransistors

Even though a nonconstant gain factor is a drawback of heterojunction pho-
totransistors (HPTs), these devices are attractive to combine amplification
and detection in a single structure with extremely low noise and a high sen-
sitivity. Two- or three-terminal [52,53] configurations can be designed, and a
wide range of applications is possible [54]. Moreover integration into a reso-
nant cavity to boost responsivity is straightforward, and a GaAs-based HPT
with an InGaAs active region was one of the first RCE devices demonstrated.
To obtain on GaAs an operating wavelength longer than 900 nm, HPTs with
strain-relaxed InGaAs active layers have been experimentally investigated and
at a wavelength up to 1 µm, a gain as high as 3,000 was obtained [55, 56].

The GaInNAs compound offers a straightforward solution to extend the
operating wavelength of HPTs beyond 1 µm on GaAs, and in this section we
present the growth and characterization of p–i–n MQW structures followed
by a MQW HPT device with a 1.1 µm cutoff wavelength [8].

Figure 21.14 shows the structure of the complete HPT device. The nor-
mally incident light is transmitted through the emitter and base and is
absorbed in the collector region. The photogenerated holes are swept through
the base and accumulate at the emitter/base interface because of the large
barrier height of the valence band. Hole accumulation in turn modifies the
potential of the forward-biased emitter/base junction so that a large electron
current flows from the emitter to the collector. The base and collector thick-
nesses and doping concentrations are chosen to avoid a punch-through effect
and to ensure that the diffusion length of the minority carriers is larger than
the width of the base to create a transistor action.

Figure 21.15 shows the normalized absorption coefficient of 10-period,
80/200 Å Ga0.85In0.15NyAs1−y:Sb/GaAs bare MQW structures obtained with
an FTIR spectrometer. In all cases, the well width and period were estimated
from X-ray diffraction measurements and found to be within two monolayers of
their nominal value. A normalized absorption coefficient near 0.1 was obtained
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Fig. 21.14. Structure of a heterojunction phototransistor

Fig. 21.15. Normalized absorption spectra of Ga0.85In0.15NyAs1−y :Sb/GaAs MQW
samples with varying nitrogen concentrations

at the excitonic feature positions, so that the structures are suitable for high
quantum efficiency RCE devices.

Partially strain-relaxed p–i–n structures as described in Fig. 21.14 but
with the emitter part replaced by a 1,000 Å, 2× 1018 cm−3 p+ cap layer were
grown for systematic studies. The growth of a 12-period, nitrogen-free sample
as well as 12- and 20-period nitrogen-containing samples allowed a comparison
with data previously published in the literature [57]. In all cases, the spacer
thickness was adjusted so that the total thickness of the i region, and hence
the built-in electric field, was constant but the degree of dislocations varied.
Mesas with a 1mm diameter were processed in a single lift-off step using gold
ohmic contacts, and quantum efficiency spectra were obtained with an FTIR
spectrometer and a calibrated Ge photodiode.

Figures 21.16 and 21.17 show, respectively, the quantum efficiency with a
10V reverse bias and the dark current of the three samples. A comparison
of the results for the two 12-period samples clearly shows that the addition
of 1% nitrogen shifts the absorption threshold but has a small effect on the
leakage current. The dark current is comparable to results presented by other
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groups using nitrogen-free materials [57]. The material quality is degraded
by nitrogen incorporation, but since the density of dislocations to which the
dark current is highly sensitive does not vary significantly, the electrical prop-
erties are not greatly affected. In contrast, the 20-period sample has an almost
threefold higher dark current, a fact that we can explain by the higher density
of dislocations.

The dark current varies more or less exponentially with the reverse bias,
a behavior different from what is observed experimentally for lattice-matched
structures [58, 59] and not currently well understood [60]. It cannot be easily
explained by the usual mechanisms of diffusion, generation–recombination and
tunneling [61].
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Fig. 21.19. Responsivity of a HPT with a 20-period MQW absorbing region under
varying collector–emitter biases

Figure 21.18 shows the responsivity as a function of the applied reverse
bias for the 20-period sample. A 10V reverse bias is required to collect all
the photogenerated carriers, which corresponds to a relatively high electric
field around 100kV cm−1. This high value can be explained by the relatively
large conduction band offset. It has been reported for InGaAsP/InP p–i–n
structures, where the band offset is also large, that a reverse bias as high
as 30V could be required for a complete carrier collection if the structure is
optimized for a high quantum efficiency and a low dark current [62].

Figure 21.19 shows responsivity spectra of a complete HPT structure with
processed 300 µm diameter mesas. The responsivity obtained under a 10V
emitter–collector bias is above 1.5 A W−1 so that the device exhibits gain in
a wavelength range above 1 µm.

Figure 21.20 shows how the collector current, IC, varies as a function of
the applied collector–emitter bias VCE under different incident light powers.
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A clear saturation level is reached under all illumination conditions, and
results compare advantageously with those of Ghisoni et al. [55, 56], who
reported a current IE continuously increasing with VCE for strain-relaxed
InGaAs/GaAs phototransistors and a nonconstant dark current. The opti-
cal gain of the device, however, is shown in Fig. 21.21 and is lower than
the values between 20 and 200 reported by these authors. Better-optimized
processing and characterization techniques should lead to InGaAsNSb HPTs
with a higher gain. The growth of the MQW region could also be improved
to obtain a lower degree of relaxation and the realization of high performance
1.3–1.55 RCE-HPT devices.

21.4.2 Avalanche Photodiodes

III–V compound APDs are being developed for telecommunication applica-
tions and are advantageous due to their very high sensitivity. Recently, new
applications have also emerged [63].
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A low dark current p–i–n GaNAs APD operating at 0.94 µm was first
demonstrated in 2000 [5, 7], followed by a GaNAs APD RCE structure oper-
ating at 1.064 µm and exhibiting a gain up to 100 [6]. The growth of GaAsSb
on GaAs is challenging [64], but a RCE APD with a peak external efficiency
of 36% at 1.31 µm and a gain up to 40 [12] was fabricated with this compound.
At a 1.06 µm wavelength, a 93% peak quantum efficiency was obtained [65].

21.5 Modulators

The quantum-confined stark effect (QCSE) in III–V heterostructures is used
for the realization of standalone modulator devices [66], tunable photodetec-
tors [67,68] or for light output modulation in laser structures [69]. While it is
well known that the high GaInNAs/GaAs conduction band offset is advanta-
geous to improve the temperature characteristics of laser diodes by reducing
electron overflow, this feature is also benefic in reverse-biased p–i–n structures
to fabricate a modulator where the hole and electron wavefunction leakages are
balanced. An ideal configuration for an efficient modulator has a band offset
ratio given by meVe ≈ mhVh, where me (mh) and Ve (Vh) are the conduction
(valence) band effective mass and band offset, respectively. Moreover, a rela-
tively low valence barrier height, typically around 50–70meV, is desirable to
improve the absorption contrast as a function of the applied bias [70, 71].

The effect of nitrogen incorporation on the band structure can be esti-
mated with the formalism and experimental results described in Sect. 21.2.
The increased conduction band offset and effective mass are advantageous
for a reduced electron wavefunction leakage, while the slight decrease of the
heavy hole band offset due to the reduced strain is also benefic for efficient
modulation.

Figure 21.22 shows a calculation of the electron to hole tunneling probabil-
ity ratio based on a transfer matrix method, taking into account the different
effective masses in the GaInNAs wells and GaAs barriers. The well and bar-
rier are assumed to have a 100 Å width, and 15 and 20% In compounds are
shown. A nitrogen fraction in the 0.5–1% range allows to obtain a balanced
structure corresponding to the ideal case where the tunneling probabilities are
equal [11].

Electroabsorption with the GaInNAs/GaAs material system was first
demonstrated experimentally by Jalili et al. [9]. A single quantum well struc-
ture was used, and a 4,000 cm−1 maximum absorption change was observed
at 1.155 and 1.22 µm.

We investigated the effect of an applied reverse bias on MBE-grown p–i–n
MQW structures by electroreflectance spectroscopy. A 5,000 Å n+ doped (2×
1018 cm−3) GaAs buffer layer was grown on an n+ GaAs substrate, followed by
an intrinsic region composed of ten 89 Å GaInNAs:Sb quantum wells separated
by 150 Å GaAs barriers positioned between two 3,500 Å GaAs layers. A 5,000
Å GaAs p-doped layer (5× 1017 cm−3) followed by a 1,000 Å GaAs p+ doped
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(2×1018 cm−3) layer were deposited on top of the i region. The quantum well
layers were grown under a slight background pressure of antimony to improve
material quality. One millimetre diameter mesas were etched, and gold ohmic
contacts were formed.
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Figure 21.23 shows electroreflectance spectra obtained under different
biases. The solid vertical lines show the position of the energy transitions
found using a third derivative functional form curve fitting procedure (dashed
lines superposed on top of the experimental curves). The energy transitions,
noted at the top of the graph, were identified from an envelope function cal-
culation. The forbidden 1e–2h transition can be seen, which is not surprising
since the translation symmetry is broken by the applied electric field [72].

Figure 21.24 shows the stark shift obtained for the 1e–1h and 1e–2h tran-
sitions as a function of the reverse bias. If a low background doping in the
intrinsic region and a uniform electric field are assumed, a 5V reverse bias
corresponds to a field around 60 kV cm−1, a typical operating value for a
modulator device. The solid line in the Fig. 21.24 shows a calculation of the
stark shift using the effective well width method [73, 74], which reproduces
relatively well the values obtained experimentally for the 1e–1h transition
and only slightly underestimates the shift, as reported for other material sys-
tems [71]. The shift observed for the 1e-2h transition can also be observed but
is somewhat lower, as expected theoretically.

More recently, the observation of QCSE in quantum wells made with the
GaInNAsSb quinternary compound was reported in the 1.3–1.6 µm range with
an absorption coefficient variation up to 10,000 cm−1 [13]. The high mate-
rial quality along with the favorable band offset of the structure allowed the
observation of exciton features and efficient modulation. Reported results are
comparable to those obtained on InP with the added advantage of being
compatible with a GaAs-based RCE structure.
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second-order perturbation theory, 92
Seebeck coefficient, 386, 387
Semiconductor optical amplifier, 525
separate confinement heterostructure,

456, 485
Seraphin coefficients, 166
shear deformation potential, 168, 169,

512
single-mode GaInNAs ridge waveguide

(RWG) laser, 472
six-level k ·p model, 146, 149, 151
solar cell, 26, 328, 369, 400
space solar AM0-spectrum, 369
specific heat capacity, 211
spin dependent capture, 290, 296
Spin Dependent Recombination (SDR),

290
spinodal decomposition, 200, 210
Stranski–Krastanov growth mode, 37,

56, 208, 209, 324, 325
super-cell approach, 234, 235
super-shell tight-binding calculations,

420
Supercell method, 97, 101, 390

thermionic effect, 40
Thermionic Emission Lifetime, 485
Thermopower, 386
tight-binding calculation, 111, 137, 257,

353, 358, 420
Time-resolved photoluminescence

(TR-PL), 188
transfer matrix method, 581
transparency current density, 457, 491
tunable Vertical-Cavity

Surface-Emitting Lasers,
545

two-level band-anticrossing (BAC)
model, 346, 358

valence band anticrossing (VBAC)
model, 82

Valence Force Field, 321, 388
Varshni formula, 556
Varshni law, 184
Varshni model, 58
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VCA approach, 66
Vegard’s law, 168, 204, 373
Vegard’s linearity rule, 511
vertical cavity SOA’s or VCSOAs, 525
vibrational modes, 226, 230

virtual crystal approximation, 65, 92,
123, 145, 158, 275, 567

wavelength division multiplexed,
543
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