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Preface

While the idea of combining the semiconductor silicon and the semiconductor ger-
manium for use in transistor engineering is an old one, only in the past decade has
this concept been reduced to practical reality. The fruit of that effort is the silicon-
germanium heterojunction bipolar transistor (SiGe HBT). The implications of the
SiGe success story contained in this book are far-ranging and likely to be quite last-
ing and influential in determining the future course of the electronics infrastructure
fueling the miraculous communications explosion of the twenty-first century.

This book is intended for a number of different audiences and venues. It should
prove to be a useful resource as: 1) a hands-on reference for practicing engineers
and scientists working on various aspects of SiGe technology, including: charac-
terization, device design, fabrication, modeling, and circuit design; 2) a textbook
for graduate or advanced undergraduate students in electrical and computer engi-
neering (ECE), physics, or materials science who are interested in cutting-edge
integrated circuit (IC) device and circuit technologies; or 3) a reference for tech-
nical managers and even technical support / technical sales personnel in the semi-
conductor industry. It is assumed that the reader has some modest background
in semiconductors and bipolar devices (say, at the advanced undergraduate ECE
level), but we have been careful to build "from-the-ground-up" in our treatment.

The spirit and vision for this book from day one was that it be "SiGe HBT from
A to Z." That is, the book is intentionally very broad as well as very deep, and pro-
ceeds from a basic motivation and history of the subject, to materials, to technol-
ogy and fabrication issues, to a detailed discourse on a wide range of fundamental
aspects of SiGe HBT operation and design, spanning dc and ac characteristics, in-
cluding noise and linearity. These fundamental topics are then supplemented by
an even closer look at some of the "fine points" which might be confronted by ex-
perts in the field, including second-order phenomena, temperature effects, radiation
tolerance, and numerical simulation. We conclude with a brief glimpse at likely fu-
ture directions for SiGe technology. While we recognize that not all readers have
need for exposure to all of these subjects, we like the notion of having a complete
reference on the subject contained under one cover.

XV



xvi Silicon-Germanium Heterojunction Bipolar Transistors

We have written this book in a manner consistent with our own preferences.
Hence, it contains detailed, careful expositions of theory, a discussion of key de-
vice design trade-offs and constraints, "bottom-line" arguments on how important
this or that phenomenon may be in the overall scheme of things, supporting data
to bear out the various claims and theoretical arguments presented, and sufficient
breadth and depth to be useful to both the novice and the expert. We also prefer
a fairly informal writing style to ensure reader friendliness, and believe it is im-
portant to grasp the historical background, trends, and evolution of any subject.
We have gone to considerable length to carefully reexamine and explicitly state as-
sumptions in our theoretical treatments, and we have also intentionally not skipped
the intermediate steps in some of the more important derivations — they are not of-
ten seen and deserve to be appreciated. We have highlighted what we feel to be the
"open issues" associated with SiGe research that are in need of increased attention
by the academic and industrial communities. This book contains a fairly substan-
tial body of previously unpublished data and theory, as well as many careful and
critical reinterpretations of the various nuances of the theory of SiGe HBTs. We
have found again and again that while some particular theoretical discourse may
previously reside in the literature (and even be widely cited), the existing presen-
tation is often either confusing, is not correctly applied, does not fit the facts, or in
some way is in need of a closer look. We have done that here. As with any in-depth
work of this sort, there will be some among you who may disagree with our theory
or interpretations. That’s what science is all about! Feel free to contact us with any
questions (or gripes!).

As any honest professor will readily concede, our graduate students play an
absolutely essential role in our research. We professors may supply ideas, give en-
couragement, and guide interpretations (okay, and chip in some dollars as well!),
but in the end, the really hard work belongs to our students. No exception here.
Perhaps the greatest pleasure for us as professors is to behold the blooming of our
students and the career successes they enjoy once they "leave the nest." We would
like to take this opportunity to thank our graduate students, past and present, in-
cluding (J.D.C.) — David Richey, Alvin Joseph, Bill Ansley, Juan Roldan, Stacey
Salmon, Lakshmi Vempati, Jeff Babcock, Suraj Mathew, Mike Hamilton, Kartik
Jayanaraynan, Greg Bradford, Usha Gogineni, Gaurab Banerjee, Shiming Zhang,
Krish Shivaram, Dave Sheridan, Gang Zhang, Ying Li, Zhenrong Jin, QingQing
Liang, Ramkumar Krithivasan, Zhiyun Luo, Tianbing Chen, Yuan Lu, and Chen-
dong Zhu; and (G.N.) — Jin Tang, Jun Pan, Yan Cui, Yun Shi, Muthu Varadhara-
japerumal, and Seema Hegde. A special debt is owed to some of our students, since
we have borrowed (unpublished) passages from several of their dissertations and
theses (thanks especially to Alvin, David, and Stacey).

Much of the work presented in this book would not have occurred if our funding



Preface xvii

sponsors had not embraced our vision of what is important in SiGe research. Spe-
cial thanks are due to (industry sponsors) — IBM (Alvin Joseph, Dave Harame,
Jim Dunn, Seshu Subbanna, Dave Ahlgren, Greg Freeman, Dean Herman, and
Bernie Meyerson), Texas Instruments (John Erdeljac, Lou Hutter, Badih El-Kareh,
and Dennis Buss), On Semiconductor (Joe Neel and Julio Costa), Maxim Semicon-
ductor (Stewart Taylor), Analog Devices (John Yasaitis and Brad Scharf), Northrop
Grumman (Harvey Nathanson, Bill Hall, and Rowan Messham) Hughes Electron-
ics, now Boeing (Kay Jobe and Dave Sunderland), and the Semiconductor Re-
search Corporation (Justin Harlow, Dale Edwards, and Jim Hutchby); and (gov-
ernment sponsors) — NASA Goddard Space Flight Center (Robert Reed, Cheryl
Marshall, Paul Marshall, Hak Kim, Ken LaBel), the Defense and Threat Reduction
Agency (Lew Cohn), DARPA, the U.S. Army Space and Missile Defense Com-
mand (Charlie Harper and Aaron Corder), NAVSEA Crane (Steve Clark and Dave
Emily), Mission Research Corporation (Dave Alexander and Mary Dyson), the
Office of Naval Research (Al Goodman), the NASA Center for Space Power and
Advanced Electronics (Henry Brandhorst), the Naval Research Laboratory (Fritz
Kub), the National Science Foundation, EPSCOR, and the Jet Propulsion Labora-
tory (Jagdish Patel).

It is also true that much of the work presented in this book would have been
impossible without the generous support of the SiGe team at IBM, which provided
our research group with ready access to their state-of-the-art hardware. In fact,
the lion’s share of the data presented in this book was measured on IBM devices,
and we are especially grateful to Bernie Meyerson, Dean Herman, David Harame,
Alvin Joseph, and Seshu Subbana, in particular, for making that happen. Many cur-
rent members of the IBM SiGe team contributed directly to various aspects of our
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Chapter 1

Introduction

Simply stated, silicon-germanium is "an idea whose time has come." ! While the
concept of combining silicon (Si) and germanium (Ge) into an alloy for use in
transistor engineering is an old one, only in the past decade has this concept been
reduced to practical reality. The implications of this success story are far ranging
and likely to be quite lasting and influential in determining the future course of
the communications explosion during the twenty-first century. This introductory
chapter sets the stage for the detailed look at the silicon-germanium heterojunc-
tion bipolar transistor (SiGe HBT) presented in this book. We first examine the
compelling features of the semiconductor Si, look at integrated circuit (IC) needs
to support the emerging Information Age, and then examine application-induced
design constraints. Armed with this background, the notion of using bandgap-
engineering in Si to create the SiGe HBT is introduced, and we address why SiGe
HBT BiCMOS technology has emerged as an important enabler for twenty-first
century communications systems. We conclude with an historical perspective of
this fascinating field, some performance trends, and a view of the looming technol-
ogy battleground between Si, SiGe, and III-V technologies.

1.1 The Magic of Silicon

We live in a silicon world. This statement is literally as well as figuratively true.
Silicates, the large family of silicon-oxygen bearing compounds such as feldspar
(NaAlSi30g), beryl (BeAl(Sis013)), and olivine ((MgFe),Si0O4), make up 74%
of the earth’s crust. Si is the third most abundant element on planet Earth (15%
by weight), after iron (35%) and oxygen (30%). One need go no further than the

"There is one thing stronger than all the armies of the world, and that is an idea whose time has
come." Victor Hugo
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beach and scoop up some sand to hold Si in your hand. More important, however,
Si, with its many compelling characteristics, has almost single-handedly fueled the
emergence of the Information Age. Global semiconductor sales, of which Si cap-
tured well over 90%, totaled $204,400,000,000 in 2000 [1]. We humans owe a
significant debt to this unique element. Indeed, it is the very existence of Si micro-
electronics that has enabled emergence of the Information Age, which is so pro-
foundly reshaping the way we live and work and play and communicate. Why Si?
This profound market dominance of Si rests on a number of surprisingly practical
advantages Si has over other competing semiconductors, including the following.

e Si is wonderfully abundant (there are a lot of beaches in the world), and
can be easily purified to profoundly low background impurity concentrations
(below 10'* impurities / cm?). Given that the atomic density of Si is 5x10%2
atoms / cm?, this means that in a production-grade Si wafer, the impurities
are smaller than 1 part in 10'? (0.000001 ppm), making them some of the
purest materials on Earth.

e Si crystals can be grown in amazingly large, virtually defect-free single crys-
tals (200 mm diameter wafers are in production today worldwide, and are
rapidly evolving to 300 mm). The resultant large Si wafer size translates
directly into more ICs per wafer, effectively lowering the cost per IC. Given
that a 200 mm Si boule is roughly 6 feet long, Si crystals are literally the
largest and most perfect on the face of planet Earth.

e Si has excellent thermal properties, allowing for the efficient removal of dis-
sipated heat. The thermal conductivity of Si at 77 K is actually larger than
that of copper.

e Si can be controllably doped with both n-type and p-type impurities to ex-
tremely high dynamic range (less than 10'* to greater than 10?! cm™?), at
moderate incorporation temperatures (e.g., < 1000 °C). In addition, the ion-
ization energies of the three principal dopants for Si (boron, phosphorus, and
arsenic) are all at shallow levels in the bandgap (< 50 meV), making them
essentially 100% ionized (electrically active) at room temperature.

e Si can be very easily grown or deposited in three different material forms:
crystalline Si, polycrystalline Si ("poly" Si), or amorphous Si, each of which
finds different uses in IC technologies.

e Si can be etched relatively easily, using either "wet" chemistries (e.g., KOH)
or with "dry" chemistries (e.g., with reactive ion etching using CFg).
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Figure 1.1 End-on view of the Si lattice along the axis (after [2]).

e Like most of the technologically important semiconductors, Si crystallizes
in the diamond lattice structure (Figure 1.1 and Figure 2.1). The crystal
structure of Si is a direct consequence of its electron orbital configuration
(1522522p%3523p?), and is thus the underlying reason why Si has so many
desirable mechanical and thermal properties. (It’s a shame that crystallized
Si, despite the fact that it shares an identical lattice structure with that of
crystallized C (our beautiful diamonds), ends up with an opaque, fairly unin-
spiring, greyish-silver appearance.)

e The energy bandgap of Si is of moderate magnitude (1.12 eV at 300 K). If
the bandgap were too small (< 0.5 eV), the intrinsic carrier density would be
too large at 300 K, making parasitic off-state leakage currents too large. If,
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instead, the bandgap were too large (> 2.0 eV), then typically it becomes dif-
ficult to etch and diffuse dopant impurities (bandgap is a reflection of atomic
bonding strength).

Si is nontoxic and highly stable, making it in many ways the ultimate green
material (although its common dopant sources of di-borane, phosphine, and
arsine fall decidedly into the "nasty" category).

Si has excellent mechanical properties, facilitating ease of mechanical han-
dling during the fabrication process. For a 200-mm diameter crystal, for
instance, this allows the Si wafers to be cut to roughly 600-um thickness,
maximizing the number of wafers per Si boule. This mechanical stability
also minimizes wafer warpage with fabrication, and in addition allows pro-
cessing to occur under very large thermal gradients without serious conse-
quences (e.g., under rapid-thermal annealing conditions, ramping from 25°C
to 1,000°C in 10 seconds).

It is remarkably easy to form very low resistance ohmic contacts to Si, us-
ing a wide variety of metals and doping conditions. Specific contact re-
sistances below 10-20 Q,um2 can be achieved, for instance, with a heavily
doped polysilicon emitter contact, minimizing parasitic device resistances.

The damage and resultant interface states associated with cleaving or truncat-
ing a Si crystal to produce a crystalline surface are not excessively numer-
ous and, importantly, can be easily passivated to manageable levels (e.g.,
with hydrogen). In device terms, this results in a low surface recombina-
tion velocity for Si, and a reduction in parasitic leakage currents and noise
associated with surface leakage phenomena.

The diffusion coefficients of the common Si dopants are "reasonable,” mean-
ing that these dopants can be ion-implanted, and then effectively moved to
active substitutional sites using comparatively small thermal cycles (temper-
ature and time). This modest annealing cycle also very efficiently restores
the crystalline integrity of the Si lattice. This fact is crucial for allowing
the formation of shallow junctions, and the maintenance of the thin doping
profiles needed for making high-speed transistors.

Perhaps most importantly, an extremely high-quality dielectric can be triv-
ially grown on Si, simply by flowing oxygen across the wafer surface at an
elevated temperature (or even sitting it on the shelf for a few short minutes).
This dielectric, silicon-dioxide (SiO,, "quartz" to geologists) is one of na-
ture’s most perfect insulators (it possesses a breakdown strength greater than
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10 MV/cm) and can be used for electrical isolation, surface passivation, a
planarization layer, an etch stop, or as an active layer (e.g., gate oxide) in the
device. SiO; also acts as a wonderful diffusion and ion-implantation barrier
to dopants, and thus functions as an ideal masking material for layer-by-layer
stenciling of the features of our integrated circuits.
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Optical Fiber

0C-768
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'\Cable modem

''''''''' Mobile

foou | eoh)
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Figure 1.2 The global communications landscape in 2002, broken down by the
various communications standards, and spanning the range of: wireless
to wireline; fixed to mobile; copper to fiber; low data rate to broadband;
and local area to wide area networks. WAN is wide area network, MAN
is metropolitan area network, the so-called "last mile" access network,
LAN is local area network, and PAN is personal area network, the
emerging in-home network. (Used with the permission of Kyutae Lim,
Georgia Tech.)

Simply put, it is a remarkable fact that nature blessed us with a single material
embodying the features one might naively wish for when building low-cost tran-
sistors and ICs. From a semiconductor manufacturing standpoint, Si is literally a
dream come true. Why is Si the driver of the Information Age? There is literally no
other semiconductor that so nicely "fits the bill" as a material from which to con-
struct the roughly 2x10%° transistors that currently reside today on planet Earth.
Interestingly, the wonderful selling points of Si as a fundamental enabler of the



6 Silicon-Germanium Heterojunction Bipolar Transistors

Information Age have little to do with the device or circuit designer’s desires, or
needs, and in fact are largely driven by manufacturing, yield, and ultimately cost
issues. That is, mundane, but nonetheless compelling, economic issues command
the driver’s seat. They still do, and clearly will far into the future.
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Figure 1.3 Projected global growth in information flow for wired voice, wireless
voice, and Internet services (after [3]).

1.2 IC Needs for the Twenty-First Century

Despite the relative infancy of the Information Age, the requirement for integrated
circuits and systems is undergoing explosive growth in the global marketplace, a
growth that is unlikely to abate in the foreseeable future (Figure 1.2). Indeed,
there are few people today who would project any kind of saturation, at least un-
til the physical limits of our conventional semiconductor devices are reached in
the 2010-2015 time frame. Even as those horizons inexorably come into view,
the frantic search for faster and more complex circuits will only shift directions;
it will not cease. Clear evidence for these trends can be found in the growth in
average global information flow for wired voice, wireless voice, and Internet ap-
plications (Figure 1.3). As can be seen in the evolutionary path of Internet-based
services, the Information Age is rapidly evolving into what might be appropriately
termed the Internet Age, since the Internet appears to be the predominant enabling
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Figure 1.4 Trends in data transmission rates for optical fiber backbone networks.
TDM is time division multiplexing, and WDM is wavelength division
multiplexing (after [3]).

medium. The wireline data transmission rates along the global fiber backbone net-
work required to support this projected growth in Internet services are increasing
exponentially, fueling what can be termed the Communications Revolution (Fig-
ure 1.4).

Because of this relentless pace in global information generation, manipulation,
storage, and transmission, an insatiable appetite for exponentially greater system-
level computational complexity and performance has resulted, translating at the
IC level into a demand for increasingly faster logic, increasingly higher memory
density, and increasingly higher carrier frequencies for communications channels,
as embodied in the well-known Moore’s Law growth patterns in the various IC
metrics. All at a lower price! Faster, denser, cheaper, the motto of the IC marketer
in the twenty-first century. Often a disturbing oxymoron to us IC designers.

1.3 Application-Induced Design Constraints

Where does this evolutionary juggernaut of faster, denser, cheaper ICs leave us
poor device and circuit designers? Ask anyone working in the IC trenches, and
they will tell you that as IC operational throughput rises, life as a device and circuit
designer gets exponentially more difficult! To appreciate why this is so, one simply
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needs to consider the design constraints imposed by the various types of IC venues
that are required to support emerging Information Age applications. By way of
illustration, consider simultaneously a classical digital IC (e.g., a microprocessor),
a classical analog IC (e.g., a data converter), and a classical RF or microwave IC
(e.g., a low noise amplifier). If we deconvolve the various constraints a device
and circuit designer necessarily confronts when designing, modeling, laying out,
fabricating, testing, packaging, and selling such ICs, some fundamental observa-
tions can be made. (Cost is clearly a primary constraint for all application sectors.)
These application-induced IC design constraints include:

e Digital circuits (e.g., a microprocessor):

— switching speed;

— power consumption;
e Analog circuits (e.g., a data converter):

— frequency response;

— output conductance;

— current gain;

— 1/f noise;

— power consumption;

— temperature coefficient;

— device-to-device matching;

— resistor tolerance;
o RF and microwave circuits (e.g., a low-noise amplifier):

broadband noise;

1/f noise;

linearity;

power gain;

power consumption;

Q of inductors and capacitors;

impedance matching;

transmission lines;

modulation scheme (e.g., GSM versus CDMA, etc.).
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A cursory glance at these three disparate application arenas paints a very clear pic-
ture. The performance requirements at the device and circuit level vary radically
depending on the intended application. For instance, the key driving force in low-
noise amplifier (LNA) design might be transistor noise figure, but a logic designer
on a microprocessor design team most likely could care less about noise figure.
This design constraint disparity translates to the system level as well. If we con-
sider a generic radio frequency (RF) transceiver, which might, for instance, make
up a cell phone, we see that multiple device technologies are required, ranging
from: an RF power amplifier capable of large voltage swings, an RF LNA with very
low noise capability, RF mixers and oscillators, memory, passives for matching and
filtering, data converters, and digital complementary-metal-oxide-semiconductor
(CMOS) for baseband processing (Figure 1.5). In today’s cell phones, these in-
dividual functional blocks are typically packaged as separate ICs using distinct IC
technologies in order to achieve acceptable system performance at the lowest possi-
ble cost (e.g., GaAs metal-semiconductor field effect transistor (MESFET) or HBT
technology for the low-noise amplifier (LNA) and power amplifier (PA), Si BJT
technology for the mixer and oscillator and converters, and Si CMOS technology
for baseband processing and digital signal processing (DSP)).

Transmitter
Coding Pulse
ADC —> Interleaving Shaping | Modulator
Voice Pow_e_r
Amplifier
Carrier

Down - -
Converter [P| APC [ Demodulation [y Equalizer

Low-Noise ¢
Amplifier

’ De-interleaving
Carrier Decoding
Voice
D]:' < ¢ DAC |4 Decompression <
Audio
Amplifier

Receiver

Figure 1.5 A generic RF transceiver architecture.

Given the over-arching theme of cost constraints at the IC level, however, we
are led to a logical conclusion. It would be nice if a single IC device technol-
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ogy was capable of simultaneously supporting all of the types of self-conflicting
circuit design needs: digital, analog, and RF. That is, a "one-technology-fits-all"
approach would seem to offer compelling advantages from a cost standpoint, po-
tentially enabling "system-on-a-chip" (SoC) integration (Figure 1.6). While the
extent to which SoC will dominate the global communications market over the
long haul remains a contentious issue, clearly the trend in most foreseeable com-
munications applications favors an increased level of functional integration in or-
der to achieve reduced form factor, lower chip count, longer battery life, reduced
packaging complexity, and ultimately lower total system cost.

RF
PA ™
IF Analog Digital ?
RF Baseband Baseband single
LNA RX Chip
Passives Power Memor
Management Y

Figure 1.6 Block diagram of a generic cell phone, suggesting a path to single chip
integration.

The system-level SoC dream can quickly translate, however, into a device de-
signer’s nightmare. Any practicing device engineer will tell you that a single tran-
sistor technology simultaneously capable of delivering low-power, high-linearity,
low-noise, and high-speed operation for RF, analog, memory, and digital circuits
all at a low cost just doesn’t exist. Or does it? If we scan the entire field of available
IC technologies, we are led inexorably to a logical conclusion. As SoC IC design-
ers we would ideally like to combine the superior RF and analog performance
properties of III-V technologies with Si CMOS for digital and memory functions,
all married together with the economy of scale and low cost associated with Si IC
manufacturing. A Si-compatible, III-V device technology? You bet!

1.4 The Dream: Bandgap Engineering in Silicon

As wonderful as Si is from a fabrication viewpoint, from a device designer’s per-
spective, Si is hardly the ideal semiconductor. The carrier mobility for both elec-
trons and holes in Si is comparatively small, and the maximum velocity that these
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carriers can attain under high electric fields is limited to about 1x107 cm/sec under
normal conditions. Since the speed of a device ultimately depends on how fast
the carriers can be transported through the device under sustainable operating volt-
ages, Si can thus be regarded as a somewhat "slow" semiconductor. In addition,
because Si is an indirect gap semiconductor, light emission is painfully inefficient,
making active optical devices such as diode lasers impractical. Many of the III-V
compound semiconductors (e.g., GaAs or InP), on the other hand, enjoy far higher
mobilities and saturation velocities, and because of their direct gap nature, gen-
erally make efficient optical devices. In addition, III-V devices, by virtue of the
way they are grown, can be compositionally altered for a specific need or applica-
tion (e.g., to tune the light output of a diode laser to a specific wavelength). This
atomic-level custom tailoring of a semiconductor is called bandgap engineering,
and yields a large performance advantage for III-V technologies over Si [4]. Un-
fortunately, these benefits commonly associated with III-V semiconductors pale in
comparison to the practical deficiencies associated with making highly integrated,
low-cost ICs from these materials. There is no robust thermally grown oxide for
GaAs or InP, for instance, and wafers are smaller with much higher defect den-
sities, more prone to breakage, poorer heat conductors, etc. These deficiencies
translate into generally lower levels of integration, more difficult fabrication, lower
yield, and ultimately higher cost. In truth, of course, III-V materials such as GaAs
and InP fill important niche markets today (e.g., GaAs MESFETs for cell phones,
AlGaAs or InP-based lasers), but III-V semiconductor technologies will never be-
come mainstream if Si-based technologies can do the job.

While Si ICs are well suited to high-transistor-count, high-volume micropro-
cessors and memory applications, RF and microwave circuit applications, which by
definition operate at significantly higher frequencies, generally place much more
restrictive performance demands on the transistor building blocks. In this regime,
the poorer intrinsic speed of Si devices becomes problematic. That is, even if Si
ICs are cheap, they must deliver the required device and circuit performance to
produce a competitive system at a given frequency. If not, the higher-priced but
faster III-V technologies will dominate (as they indeed have until very recently in
the RF and microwave markets).

The fundamental question then becomes simple and eminently practical: is it
possible to improve the performance of Si transistors enough to be competitive
with III-V devices for RF and microwave applications, while preserving the enor-
mous yield, cost, and manufacturing advantages associated with conventional Si
fabrication? The answer is clearly yes, and this book addresses the many nuances
associated with using strained SiGe alloys to practice bandgap engineering in the
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Si material system, a process culminating in the SiGe HBT. 2

While the basic idea of using SiGe alloys to bandgap-engineer Si devices dates
to the 1950s (Shockley considered it early in the transistor game), the synthesis of
defect-free SiGe films proved surprisingly difficult, and device-quality SiGe films
were not successfully produced until the mid-1980s. This difficulty has a very
obvious physical underpinning. While Si and Ge can be combined to produce a
chemically stable alloy, their lattice constants differ by roughly 4.2% and thus SiGe
alloys grown on Si substrates are compressively strained. This process is referred
to as pseudomorphic growth of strained SiGe on Si, with the SiGe film adopting
the underlying Si lattice constant. These SiGe strained layers are subject to a fun-
damental stability criterion limiting their thickness for a given Ge concentration
[5, 6]. Deposited SiGe films that lie below the stability curve are thermodynam-
ically stable, and can be processed using conventional furnace or rapid-thermal
annealing, or ion-implantation without generating defects. Deposited SiGe films
that lie above the stability curve, however, are "metastable" and will relax to their
natural lattice constant (> Si) if exposed to temperatures above the original growth
temperature, generating device-killing defects in the process. For a manufacturable
SiGe technology, it is obviously key that the SiGe films remain stable after process-
ing. Stability of SiGe strained layers will be discussed at length in Chapter 2.

1.5 The SiGe HBT

Introducing Ge into Si has a number of consequences. First and most important,
because Ge has a larger lattice constant than Si, the energy bandgap of Ge is smaller
than that of Si (0.66 eV vs 1.12 eV), and thus SiGe will have a bandgap smaller
than that of Si, making it a suitable candidate for bandgap engineering in Si. The
compressive strain associated with SiGe alloys produces an additional bandgap
shrinkage, and the net result is a bandgap reduction of approximately 75 meV for
each 10% of Ge introduced. This Ge-induced "band offset" occurs predominantly
in the valence band, making it conducive for use in tailoring npn bipolar transistors.
In addition, the compressive strain lifts the conduction and valence band degenera-
cies at the band extremes, effectively reducing the density-of-states and improving

21t is technically correct to refer to silicon-germanium alloys according to their chemical compo-
sition, Si;_,Ge,, where x is the Ge mole fraction. Following standard usage, such alloys are usually
referred to as "SiGe" alloys. Note, however, that it is common in the material science community to
also refer to such materials as "Ge:Si" alloys. In this book we will follow standard usage and denote
these materials as SiGe alloys. Believe it or not, this field also has its own set of slang pronunciations.
The colloquial usage of \’sig-ee™\ to refer to "SiGe" (begun at IBM in the late 1990s) has come
into vogue recently, although we remain purists in this regard, sticking with the more traditional
"silicon-germanium."
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the carrier mobilities with respect to pure Si (the latter due to a reduction in carrier
scattering). Because a practical SiGe film must be very thin if it is to remain stable
and hence defect free, it is a natural candidate for use in the base region of a bipolar
transistor (which by definition must be thin to achieve high-frequency operation).
The resultant device contains an n-Si / p-SiGe emitter-base heterojunction and a p-
SiGe / n-Si base-collector heterojunction, and thus this device is properly called an
"SiGe double-heterojunction bipolar transistor," although for clarity we will con-
tinue the standard usage of "SiGe heterojunction bipolar transistor" (SiGe HBT).3
The SiGe HBT represents the first practical bandgap-engineered transistor in the
Si material system.

Perhaps most importantly, SiGe HBTs can be quite easily teamed with best-
of-breed Si CMOS to form a monolithic SiGe HBT BiCMOS technology. While
this might seem at first glance to be a mundane advantage, it is in fact a funda-
mental enabler for SiGe’s long-term success, provided SiGe HBTs can be realized
without an excessive cost penalty compared to standard Si ICs. The integration of
SiGe HBTs with Si CMOS is also the fundamental departure point between SiGe
technology and III-V technologies. If SiGe technology is to be successful in the
long haul, it must bring to the table the RF and analog performance advantages of
the SiGe HBT, and the low-power logic, integration level, and memory density of
Si CMOS, into a single cost-effective IC that enables SoC integration (i.e., SiGe
HBT BiCMOS). This merger appears to be the path favored by most companies
today. Typically, SiGe HBTs (often with multiple breakdown voltages) exist as an
"adder" to a basic CMOS IC building-block core, to be swapped in or out as the
application demands, without excessive cost burden. Typical state-of-the-art SiGe
HBT BiCMOS technologies generally have a roughly 20% adder in mask count
compared to "vanilla" digital CMOS, and are viewed by many as an acceptable
compromise between performance benefit and cost, depending on the application.
In truth, SiGe HBT BiCMOS technologies are the future of the SiGe HBT, since it
enables system-on-a-chip solutions across a very broad market base for both wired
and wireless applications, all at an acceptable cost. This is clearly the evolutionary
path being traveled today by almost all companies with commercially viable SiGe

3A common misconception persists in the literature that the SiGe HBT is not a "true" HBT, but
rather some sort of "mutant" bipolar junction transistor (BJT). While it is true that the fundamental
doping profile design of most SiGe HBTs in production today does not follow the lines of their III-V
HBT brethren, the SiGe HBT is still an HBT. Traditional III-V HBTs exploit a wide bandgap emit-
ter to reduce the back-injected base current (i.e., improve the emitter injection efficiency), thereby
allowing an acceptable current gain while using a lightly doped emitter and a very heavily doped
base. SiGe HBTs, on the other hand, typically employ a graded-Ge-base design with a heavily doped
emitter and moderately doped base, similar to what might be found in a conventional Si BJT. Never-
theless, SiGe HBTs do in fact still contain dual SiGe/Si heterojunctions and thus should be properly
referred to as HBTs.
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technologies.

1.6 A Brief History of SiGe Technology

The concept of the HBT is an old one, dating to the fundamental BJT patent issued
to Shockley in 1951 [7]. Given that the first bipolar transistor was built from Ge,
it seems quite likely that Shockley even envisioned the combination of Si and Ge
to form a SiGe HBT (he was a bright guy!). The basic formulation and opera-
tional theory of the HBT was pioneered by Kroemer, and was in place by 1957
[8, 9]. * Reducing the SiGe HBT to practical reality, however, took 30 years due to
material growth limitations. Once device-quality SiGe films were achieved in the
mid-1980s, progress was quite rapid from that point forward. An interesting his-
torical discussion of early SiGe HBT development is contained in [10]. Table 1.1
summarizes the key steps in the evolution of SiGe HBT technology.

The first functional SiGe HBT was demonstrated in December of 1987 [16], >
but worldwide attention became squarely focused on SiGe technology in June of
1990 with the demonstration of a non-self-aligned SiGe HBT grown by ultra-high
vacuum/chemical vapor deposition (UHV/CVD), with a peak cutoff frequency of
75 GHz [18, 19]. At the time, this SiGe result was roughly twice the performance
of state-of-the-art Si BJTs (Figure 1.7), and clearly demonstrated the future per-
formance potential of the technology. Eyebrows were lifted, and work to develop
SiGe as a practical circuit technology began in earnest in a large number of labora-
tories around the world.

In December of 1990, the first emitter-coupled-logic (ECL) ring oscillators us-
ing self-aligned, fully integrated SiGe HBTs were produced [20]. The first SiGe
BiCMOS technology was reported in December of 1992 [22], and the first LSI
SiGe HBT circuit (a 1.2 GSample/s 12-bit digital-to-analog converter) was demon-
strated in December of 1993 [23]. The first SiGe HBTs with frequency response
greater than 100 GHz were described in December of 1993 [24, 25], and the first

4Kroemer was awarded the Nobel Prize in 2000 for his work in bandgap engineering.

3Tt is an interesting and often overlooked historical point that at least three independent groups
were simultaneously racing to demonstrate the first functional SiGe HBT, all using the molecular
beam epitaxy (MBE) growth technique: an IBM team [33], a Bell Labs team [34], and a Linkoping
University team [35]. The IBM team is fairly credited with the victory, since it presented (and
published) its results in early December 1987 at the IEDM (it would have been submitted to the
conference for review in the summer of 1987) [16]. Even for the published journal articles, the IBM
team was the first to submit their paper for review (on November 17, 1987), followed by the Bell
Labs team (on November 23, 1987), and the Linkoping University team (on February 22, 1988). All
three papers appeared in print in the spring of 1988. The first SiGe HBT demonstrated using (the
more manufacturable) CVD growth technique followed shortly thereafter [17].
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Table 1.1 Key Steps in the Evolution of SiGe HBT Technology

Historical Event | Year | Reference |
Fundamental HBT patent 1951 [7]
Drift-base HBT concept 1954 [8]
Basic HBT theory 1957 | 9, 12, 13]
First growth of SiGe strained layers 1975 [11]
First growth of SiGe epitaxy by MBE 1985 [14]
First growth of SiGe epitaxy by UHV/CVD 1986 [15]
First SiGe HBT 1987 [16]
First ideal SiGe HBT grown by CVD 1989 [17]
First high-performance SiGe HBT 1990 | [18,19]
First self-aligned SiGe HBT 1990 [20]
First SiGe HBT ECL ring oscillator 1990 [20]
First pnp SiGe HBT 1990 [21]
First SiGe HBT BiCMOS technology 1992 [22]
First LSI SiGe HBT Integrated Circuit 1993 [23]
First SiGe HBT with peak fr above 100 GHz 1993 | [24, 25]
First SiGe HBT technology in 200-mm manufacturing | 1994 [26]
First SiGe HBT technology optimized for 77 K 1994 [27]
First SiGeC HBT 1996 [28]
First high power SiGe HBTs 1996 | [29, 30]
First sub-10 psec SiGe HBT ECL circuits 1997 [31]
First SiGe HBT with peak fr above 200 GHz 2001 [32]

SiGe HBT technology entered commercial production on 200-mm wafers in De-
cember of 1994 [26]. The 200-GHz peak fr barrier was broken in November of
2001 for a non-self-aligned device [32], and for a self-aligned device in February
of 2002 [36]. SiGe HBT technologies with fr above 300 GHz are clearly a real-
istic goal at this point, making SiGe HBTs quite competitive in performance with
competing III-V HBT technologies.

To date, the IC with the highest SiGe HBT device count on a single chip is
a 69 x 69 cross-point switch containing greater than 100,000 0.5-um SiGe HBTs
[37]. The highest demonstrated level of SiGe HBT BiCMOS integration to date is a
10.8 x 10.8 mm? mixed-signal, single-chip OC-192 10 Gb/s SONET/SDH mapper
with integrated serializer/deserializer, clock and data recovery circuits, and syn-
thesis unit, containing 6,000 0.5-ym SiGe HBTs and 1,200,000 CMOS transistors
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Figure 1.7 Historical trends in published peak cutoff frequency values for various
Si BJT technologies compared with the first high-performance SiGe
HBT result.

[36, 38].

Not surprisingly, research and development activity in SiGe devices, circuits,
and technologies in both industry and at universities worldwide has grown rapidly
since the first demonstration of a functional SiGe HBT in 1987. This global inter-
est is nicely reflected in the number of SiGe HBT technical publications in IEEE
journals and conferences from 1987 until present, as shown in Figure 1.8.

During the evolutionary path of SiGe HBTs, a large number of SiGe HBT de-
vice technologies have been demonstrated at laboratories throughout the world, us-
ing a variety of different SiGe epitaxial growth techniques. Commercial SiGe HBT
technologies now exist in companies around the world, including: IBM [36], ¢ Hi-
tachi [39], Conexant (Jazz) [40], Infineon [41], NEC [42], IHP [43], IMEC [44], TI
[45], Philips [46], Lucent [47], ST Microelectronics [48], TEMIC [49], and CNET
[50].7 In recent years, these various SiGe HBT technologies have been leveraged
to demonstrate a large number of impressive digital, analog, RF, and microwave
circuit results for wireless and wireline communications applications [51]-[100].

®For fascinating historical insight into the development of SiGe technology at IBM, see [10].

"Only the most recently published version of the SiGe technology from each respective company
is given. For the interested reader, each paper contains relevant references to earlier versions of that
respective company’s SiGe technologies.
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Figure 1.8 Historical trends in the yearly number of SiGe HBT papers published
in IEEE journals and conferences (source: IEEE Xplore).

A large number of commercial products using SiGe HBTs are currently on the
market, and a foundry service through MOSIS for SiGe HBT BiCMOS technol-
ogy is available [101], all healthy signs for a new device technology. A variety of
review papers on SiGe materials, devices, circuits, and technologies can be found
in the literature [102]-[119], and four books (excluding the one you are reading)
dealing in one way or another with SiGe materials and devices have been published
[120]-[123].

1.7 SiGe HBT Performance Trends

While performance trend charts should always be taken with a grain of salt as
to their predictive power, it is nonetheless instructive to examine how SiGe HBT
performance has progressed from 1987 until present. For reasons that may or may
not meet with approval from all quarters, we have chosen to limit these SiGe HBT
trend data in the following manner:

e Consider only results published in the peer-reviewed technical literature.

e Consider either SiGe HBTs or SiGeC HBTs.?
8A SiGe HBT that has carbon-doping (e.g., less than 0.20% C) in the base to suppress boron
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Figure 1.9 Historical trends in peak cutoff frequency for integrated, self-aligned
SiGe HBT and SiGeC HBT technologies.

e Consider only self-aligned, fully integrated, Si-processing-compatible SiGe
HBT technologies. This eliminates, for instance, non-self-aligned device re-
sults that were primarily intended as profile demonstrations. It also elim-
inates III-V-like mesa-isolated technologies, which cannot be easily inte-
grated with high-transistor-count IC processes, although such device tech-
nologies clearly have merit for certain microwave and millimeter wave ap-
plications.

e Consider either SiGe HBT or SiGe HBT BiCMOS technologies.
e Consider only room-temperature (300 K) results.

This definition captures greater than 95% of published SiGe HBT results, and lim-
its the trend data to SiGe device technologies that are at least potentially manufac-
turable and hence in principle commercially viable.

We note that while peak cutoff frequency (f7) is reasonably straightforward to
measure using standard S-parameter techniques (assuming proper calibration and

out-diffusion is properly referred to as a SiGe:C HBT, or simply SiGeC HBT (pronounced "silicon
germanium carbon," not "silicon germanium carbide"). This class of devices should be viewed as
optimized SiGe HBTs, and is distinct from HBTs fabricated using SiGeC alloys with a much higher
C content (e.g., 2-3% C) needed to lattice-match SiGeC alloys to Si.
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Figure 1.10 Historical trends in peak cutoft frequency as a function of collector-
to-emitter breakdown voltage for integrated, self-aligned SiGe HBT
and SiGeC HBT technologies.

parasitic de-embedding is performed), the same cannot be said for fy,,. It has
become common practice in the literature to cite f,,, numbers using unilateral
gain (U) extrapolations, which often gives more optimistic numbers than those
determined from extrapolations of the maximum available gain (MAG). The fax
data presented does not distinguish between the two techniques, and thus adds a
level of uncertainty to the f,,,, data presented.

Figure 1.9 shows the historical trends in peak fr from the first self-aligned
device demonstration in December of 1990 [20] until present. It is interesting to
note that until about 1998, peak fr remained in the 50-75 GHz range, suggest-
ing that most research groups were on a profile design and fabrication learning
curve, or else attempting to migrate their technologies from research-level demon-
strations into commercial IC technologies, and thus worrying less about transistor
performance than manufacturability, qualification, and yield. It is interesting to
note that both the 100-GHz and 200-GHz fr barriers were broken within 6 months
of each other, 100 GHz being reached in September 2001 by four separate groups
[48, 124, 125, 126], and 200 GHz being reached in February of 2002 [36]! o Ttis

Note that non-self-aligned SiGe HBTs with fr > 100 GHz were demonstrated as early as 1993
[24, 25], and a 210-GHz non-self-aligned SiGe HBT was demonstrated in November of 2001 [32].
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also clear from Figure 1.9 that after 2001, many groups began migrating towards
C-doping of their SiGe HBTs to reduce boron out-diffusion in the base profile, and
thereby improve fr.
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Figure 1.11 Historical trends in peak maximum oscillation frequency for inte-
grated, self-aligned SiGe HBT and SiGeC HBT technologies.

It has been appreciated since 1965 that a fundamental reciprocal relationship
exists between transistor peak fr and BVcgo [127], and the SiGe HBT data qual-
itatively bear out this trend (Figure 1.10). Most published SiGe HBT results are
centered upon an fr x BVcge product of about 200 GHz-V, slightly higher than
original "Johnson limit" for Si of 170 GHz-V. More recent results suggest that
higher values of the f1 x BV o product are attainable as SiGe device technologies
evolve, and have been clustered in the 250-300-GHz-V range over the 1999-2001
time frame. The present record for the f1 x BV o product for a SiGe HBT is 420
GHz-V [36], substantially higher than one might naively expect given past trend
data. 1°

Whether this is indirect evidence of an alternative transport mechanism (i.e.,
ballistic transport) at this level of vertical scaling remains to be seen. It is also
worth noting that the current density at which peak fr is reached has also been
steadily rising over time, from about 1.5 mA/um? in 1990 (50 GHz at BVcgo =

"Note added in press: the demonstration of a SiGe HBT with 350-GHz peak fr (BVcgo = 1.4
V), to be presented at the IEDM in December of 2002, increases this number to 490 GHz-V [128]!
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Figure 1.12 Historical trends in peak maximum oscillation frequency as a function
of peak cutoff frequency for integrated, self-aligned SiGe HBT and
SiGeC HBT technologies.

3.2 V) to about 10.0 mA/um? in 2002 (210 GHz at BV o = 2.0 V). This J¢ rise
over time clearly presents a host of challenges in terms of device reliability and
technology metalization needs, not to mention system-level, voltage-compression
design constraints induced by the ever-shrinking BVcgo.

While peak fr is very useful as a technology figure-of-merit, f,, is a more
relevant circuit-level performance metric. Figure 1.11 shows that the SiGe HBT
peak fnqx data has risen over time is a similar manner to that of peak fr, as might
be naively expected. In 2002, best-of-breed SiGe HBTs have attained peak fi,qx
in the 200-GHz range (the present record being 285 GHz [129]), quite impressive
even by III-V HBT standards. Figure 1.12 shows that for most SiGe technolo-
gies, peak finqx is generally comparable to or even exceeds peak f7.!! Achieving
comparable fr and f, is highly desirable for many types of high-speed circuit
applications, and this trend for SiGe is different from that seen in most traditional
III-V HBT designs, where f,,, greatly exceeds fr. This ability of SiGe HBTs to
simultaneously maintain both high fr and high f,, is a direct result of the inher-
ently low-parasitic nature of highly-scaled, self-aligned Si device structures, and is
a decided advantage from an application standpoint.

Please see the above cautionary note concerning the interpretation of f,,,, data extrapolations.
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Figure 1.13 Historical trends in unloaded ECL gate delay for integrated, self-
aligned SiGe HBT and SiGeC HBT technologies.

Unloaded ECL ring oscillator gate delay has historically been used as a "one-
step-better” technology performance metric, since it is easy to implement and is the
simplest "real" circuit demonstration vehicle, with a delay that depends strongly on
both fr as well as the resistive and capacitive device parasitics. Figure 1.13 shows
the SiGe HBT ECL gate delay trend data. The fact that this data is roughly fol-
lowing a linear decrease on log-linear scales indicates that this performance data is
following a classical Moore’s Law exponential growth pattern. The long-standing
10 psec ECL delay barrier was broken in December of 1997 [31], and has since
marched steadily downward to the present record of 4.3 psec [36].

1.8 The IC Technology Battleground: Si Versus SiGe Ver-
sus III-V

And the winner is? From the very beginning it has been, and remains to this day, a
highly contentious issue as to whether SiGe technology will be able to successfully
position itself to dominate existing and future IC market sectors across a broad ar-
ray of application fronts. Even broad-brushed comparisons of the relative merits of
the competing IC device technologies can be perilous, given that there is no such
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Figure 1.14 Headline News: "SiGe ‘Pac-Man’ gobbles up GaAs competition!"
(Used with the permission of Michael W. Davidson, Florida State Uni-
versity.) This SiGe Pac-Man was found on a SiGe RFIC designed by
TEMIC Semiconductors. Pac-Man was originally designed by Toru
Iwantani and programmed by Hideyuki Mokajima and his associates.
The name Pac-Man is derived from the Japanese slang "Paku-paku,"
which means "to eat."” Originally, the Japanese named the game "Puck-
man," but it was changed to "Pac-Man" upon launching in the United
States. Pac-Man is the best-selling video game in history.

thing as a true "apples-to-apples” comparison, and one will inevitably be accused
of a personal bias of this or that sort, or be charged with comparing one inferior
example of a given technology with a superior example of a competing technology,
thus artificially skewing the result. In addition, the potential circuit applications of
any given technology are so diverse, some favoring one performance metric, oth-
ers favoring another performance metric, that sweeping generalizations are simply
impossible, and the reader should be wary when they are attempted. Given this dis-
claimer, however, it is nonetheless instructive in this context to make some general
comparisons of the performance metrics that might be encountered, for instance,
while designing an radio-frequency integrated circuit (RFIC) using each of the
various device topologies (Table 1.2).

From an RF viewpoint, state of the art SiGe HBTs offer frequency response,
noise figure, and linearity comparable to current-generation III-V devices, and bet-
ter than both Si BJTs and Si CMOS (even highly scaled CMOS). SiGe HBTs offer
better low-frequency (1/f) and phase noise than all of the competition, with the
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Table 1.2 Relative Performance Comparisons of Various Device Technologies for
RFICs (Excellent: ++; Very good: +; Good: 0; Fair: —; Poor: ——)

Performance SiGe | Si Si III-v II-v | 1I-Vv
Metric HBT | BJT | CMOS | MESFET | HBT | HEMT
Frequency response + 0 0 + ++ ++
1/f and phase noise ++ + - —_ 0 —
Broadband Noise + 0 0 + + ++
Linearity + + + ++ + ++
Output conductance ++ + - - ++ -
Tranconductance/area | ++ | ++ - - ++ -
Power dissipation ++ + - - + 0
CMOS integration ++ ++ N/A — _ __
IC cost 0 0 + - — _

possible exception of Si BJTs. Being a bipolar transistor, the transconductance per
unit area of a SiGe HBT is much higher than for either Si or III-V FETs, and for
profile designs with a graded Ge base, the output conductance of a SiGe HBT is
also superior to either Si or III-V FETs. SiGe HBTs also have the beneficial feature
that their broadband noise is minimized at very low current densities (typically 10x
lower than peak f7), in direct contrast to FETs (Si or III-V), making them very at-
tractive from a power dissipation point of view for portable applications.!? III-V
devices, especially high-electron-mobility transistors (HEMTs), will continue to
provide the very best noise performance, albeit at a higher cost, and given their
larger bandgaps and hence breakdown voltages, III-V devices will make the best
power devices. The long-term advantage of SiGe HBTs over the competition is a
strong function of system-level integration and cost. That is, the ability of SiGe
HBTs to integrate easily with conventional CMOS distinguishes them fundamen-
tally from all III-V technologies. SiGe technology is essentially equivalent to Si
technology in that sense, and enjoys all of the advantages associated with the econ-
omy of scale of Si IC manufacturing, including yield and die cost.

Which device technology is likely to walk away from the IC technology battle-
ground? The SiGe advocates obviously embrace the notion depicted in Figure 1.14,
in which SiGe swallows the GaAs competition. Wishful thinking? The III-V ad-

12That the SiGe HBT exhibits far lower power dissipation than CMOS at fixed RF noise figure
is wonderfully ironic, given that the large power dissipation associated with ECL is ultimately what
doomed Si BJT technology to CMOS domination in the digital world. Sweet revenge!
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vocates clearly see no need for a SiGe upstart! As a interested spectator on the
device technology battleground, however, it has been mildly amusing to witness
the III-V camp at technical conferences slowly but surely change from a "SiGe is
no threat at all, please go away" mentality in the early to mid-1990s, to a grudg-
ing but gradual acceptance of SiGe as a serious contender in the late 1990s, to a
recent near-paranoia of being supplanted and marginalized by SiGe technology.
SiGe technology is indeed evolving rapidly, and given its happy marriage to con-
ventional high-volume, low-cost Si fabrication (and CMOS), it does embody the
best of both the III-V and Si worlds, a decided advantage. The CMOS advocates,
of course, confidently and zealously maintain that it is simply inevitable that scaled
CMOS will "conquer the world," leading to little or no need for either SiGe or I11I-
V devices. Perhaps. While the CMOS tsunami did in fact effectively gobble up Si
BJT-based ECL in the high-end server market in the early 1990s, and now dom-
inates the digital microprocessor world, the wireless and high-data-rate wireline
domains are another matter entirely, and place far more stringent demands on the
devices than simple digital logic.

To this question of long-term market dominance, there is simply no easy an-
swer: only time will tell. In the end, the outcome is likely to be the obvious one:
SiGe, III-V, and CMOS will all be around 10 years from now, and each will con-
tinue to hold important market share for the foreseeable future, in sectors that value
their respective strengths. Clearly CMOS will continue to dominate the digital
world, and will grow in importance in the low-end wireless sector. SiGe will make
steady inroads into a broad array of both wireless and wireline markets, particularly
as frequency bands and data rates continue to rise. III-V technologies will continue
to dominate the small but important microwave market and the RF power ampli-
fier market. Given the fact that the global electronics market is already enormous
($1,128,000,000,000 in 2000 [1]), and growing rapidly with no real end in sight,
holding even a small niche market is likely to be sufficient to provide long-term
sustenance for a variety of device technologies.

The worldwide interest in SiGe as a commercial IC technology is growing
rapidly. Very rapidly. For those with lingering doubts as to the beautiful efficacy
of the SiGe solution for a wide variety of twenty-first IC needs, it should be noted
that there are virtually no companies in the world with a vested interest in commu-
nications ICs that do not at present have SiGe technology either in production or
under development, or at least in use via foundry services. That message in itself
is instructive, and should be considered carefully by SiGe pundits. With this requi-
site background, we now dive into the deep, rich, and fascinating subject of SiGe
HBTs. Enjoy!
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Chapter 2

SiGe Strained-Layer Epitaxy

It is ironic, in the present context, that the first functional transistors were in fact
fabricated from Ge. Little time elapsed until the recognition that Si would prove
to be a much better commercial platform for the emerging transistor field than Ge,
and except for a few niche applications, Ge dropped out of vogue and was soon for-
gotten as a viable device material. Interestingly, however, it was appreciated very
early in the game that the appropriate combination of Si and Ge, being chemically
compatible semiconductors with differing bandgaps, would present interesting de-
vice engineering opportunities. Unfortunately, it took nearly 30 years to reduce
that idea to the practical reality of device-quality SiGe strained-layer epitaxy. In
this chapter we examine the creation of strained-layer epitaxy from Si and Ge, and
explore the stability constraints that the SiGe world is governed by. We then ad-
dress the resultant band structure and transport parameters of SiGe alloys, followed
by a brief discourse on remaining open issues that merit further attention.

2.1 SiGe Alloys

Si and Ge are both Group IV elemental semiconductors, and crystallize in the di-
amond lattice structure, as depicted in Figure 2.1. For a comprehensive table of
the bulk structural, mechanical, and electrical properties of both Si and Ge, refer to
the Appendix. Si and Ge are completely miscible over their entire compositional
range, giving rise to chemically stable SiGe alloys that preserve their parent dia-
mond crystal structure and that have a linearly interpolated lattice constant given
to first order by Vegard’s rule,

a(Sii_xGey) = as; + x (ag. — asi), (2.1)

where a is the lattice constant, and x is the Ge fraction. Diffraction measurements

35
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Figure 2.1 Unit cell of the diamond lattice (after [1]).

of actual SiGe films show minor departures of this linear dependence and can be
fit by a parabolic relationship of the form

a(Siy_xGey) = 0.002733 x> + 0.01992 x + 0.5431 (nm), 2.2)

as depicted in Figure 2.2 [2].

2.1.1 Pseudomorphic Growth and Film Relaxation

The lattice mismatch between pure Si (a = 5.431 A) and pure Ge (a = 5.658 A)
is 4.17% at 300 K, and increases only slightly with increasing temperature. When
SiGe epitaxy ! is grown (actually it is more properly said to be deposited) onto a
thick Si substrate host, this inherent lattice mismatch between the SiGe film and
the underlying Si substrate can be accommodated in only one of two ways.

First, the lattice of the deposited SiGe alloy distorts in such a way that it
adopts the underlying Si lattice constant, resulting in perfect crystallinity across
the growth interface. In essence, the SiGe film is forced to adopt its host’s smaller

'The word "epitaxy" is derived from the Greek word epi, meaning "upon" or "over."
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Figure 2.2 Theoretical and experimental lattice constant of a Si;_,Ge, alloy as a
function of Ge fraction.

lattice constant. This scenario is known as "pseudomorphic" % growth, and is the
desired result for most device applications. Under processing conditions that favor
pseudomorphic growth, the SiGe film is forced into biaxial (in-plane) compression.
In this case, the SiGe lattice constant in the growth plane is determined by the Si
substrate, and the result is a tetragonal distortion (extension) of the normally cubic
SiGe crystal in the orthogonal direction, in accordance with the Poisson ratio. The
SiGe alloy is now under strain, and "SiGe strained-layer epitaxy" results. Because
of the additional strain energy contained in the SiGe film during pseudomorphic
growth, it embodies a higher energy state than for an unstrained film, and hence
nature does not favor this growth condition except under a very narrow range of
conditions, as discussed below.

Second and alternatively, the SiGe film can "relax" during growth to the natural
lattice constant determined by its Si and Ge fraction, as given by (2.2). The SiGe
film relaxes via misfit dislocation formation, resulting in a break in crystallinity
across the growth interface, and a defected film unsuitable for high-yielding de-
vice applications. Relaxation during SiGe growth occurs when the pent-up strain
energy is sufficiently large that misfit dislocations nucleate and then glide (move).

>The word "pseudo" is derived from the Greek word pseudés, meaning "false," and the word
"morphic" is derived from the Greek word mor phe, meaning "form." Hence, pseudomorphic literally
means false-form.
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Figure 2.3 Schematic 2-D representation of both strained and relaxed SiGe on a Si
substrate.

In essence, when the strain energy in the film exceeds the activation energy re-
quired for misfit formation and movement, the film will relax, releasing the stored
strain energy. Not surprisingly, this relaxation mechanism is complex, and vary-
ing degrees of residual (post-growth) strain can reside in relaxed SiGe films. The
misfit dislocations formed during the relaxation process may be either confined
to the original growth interface plane, or "thread" their way up through the over-
laying SiGe epitaxy, or both, and in either case represent a bad situation from a
device design perspective, since such defects can act as generation/recombination
(G/R) trapping centers, and high-diffusivity pipes for dopants, which are well-
known yield "killers" in bipolar technologies. * These two growth scenarios are
depicted schematically in Figure 2.3 and Figure 2.4.

Practically speaking, if we imagine an unrestricted SiGe growth process for
some arbitrary Ge fraction, it would proceed as follows. Since the Si substrate is
very thick (about 600 um for a 200-mm wafer), and very stiff, it remains essentially
unchanged during the epitaxial growth process. Assuming a pristine initial growth
interface, the growth of the SiGe film will begin pseudomorphically, adopting the

3Tt is worth pointing out that SiGe-based FET device technologies are inherently less sensitive to
such strain relaxation induced defects, simply because the FET is a majority carrier device. Minority
carrier devices such as the pn junction and bipolar transistor will always be less tolerant of growth
induced defects.
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Figure 2.4 Schematic representation of misfit dislocation formed at the Si/SiGe
growth interface.

underlying Si lattice constant, but when a given "critical thickness" is reached, the
strain energy becomes too large to maintain local equilibrium and the SiGe film will
relax to its natural lattice constant, with the excess strain energy being released via
misfit formation. In practice, it is also common for the film to remain pseudomor-
phic until the end of the growth cycle, even though it may have exceeded the critical
thickness. Such a SiGe layer is said to be "metastable." Metastable films will relax
during subsequent thermal processing steps that add energy to the system, and thus
are not suitable for use in Si-fabrication-compatible SiGe technologies. During the
relaxation process, whenever it occurs, chaos results, as can be clearly seen in the
plan-view TEM micrograph of a relaxed and heavily defected SiGe film shown in
Figure 2.5.
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Figure 2.5 Plan-view TEM (top down image) of an unstable SiGe film that has
been annealed and undergone relaxation. The visible linear structures
are misfit dislocations.

2.1.2 Putting Strained SiGe into SiGe HBTs

Regardless of the growth technique used, or the structure and self-alignment schemes
employed in the transistor, strained SiGe films found in today’s commercially vi-
able SiGe HBTs all have a similar form. As depicted in Figure 2.6, the deposited
SiGe film actually consists of a three-layer composite structure:

o A thin, undoped Si buffer layer;
o The actual boron-doped SiGe active layer;
e A thin, undoped Si cap layer.

The Si buffer layer is used to start the growth process off on the right foot, and
serves two purposes. First, the Si buffer layer helps ensure that a pristine SiGe epi-
taxial growth interface is preserved between the original Si substrate, which was
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Figure 2.6 Schematic epitaxial SiGe film for use in a SiGe HBT. The film consists
of a thin Si buffer layer, the compositionally graded SiGe layer of thick-
ness (h), and a Si cap layer of thickness (H). The boron base doping is
contained within the SiGe layer.

grown by a high-temperature Si epitaxy process, and the coming SiGe strained
layer that will be grown by a more difficult low-temperature epitaxy process. Main-
taining a contaminant-free growth interface with perfect crystallinity is essential for
obtaining device-quality SiGe films. Second, this Si buffer layer also frequently
plays a role in device design, since it allows the incorporation of intrinsic layers
(i-layers) to be easily embedded in the collector-base junction, and can be used to
decrease the junction field and aid in breakdown voltage tailoring [3].

The active SiGe layer, of thickness 4, has a position-varying Ge composition,
and an embedded boron doping spike, typically deposited as a boron box profile of
say 10 nm by 2—4x10'® ¢cm™3, for an integrated base charge of roughly 2-4x10"3
cm~2. The SiGe layer forms the active region of the bandgap-engineered device,
and the specific shape, thickness, and placement of the Ge profile with respect to
the boron base profile will in large measure determine the resultant performance of
the transistor. The dc and ac trade-offs and implications of Ge and doping profile
design in SiGe HBTs are discussed at length in subsequent chapters.

Finally, the Si cap layer, of thickness H, serves four purposes. First, it provides
a Si termination to the SiGe composite. This is particularly important since most
SiGe HBT fabrication approaches involve some form of oxidation step to form
the emitter-base spacer used in self-alignment, and SiGe does not oxidize well.
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Figure 2.7 Cross sectional TEM showing the active device region of a fabricated
SiGe HBT. The (stable) strained SiGe base layer has a peak Ge content
of 10% and is defect free, and cannot be delineated from the Si matrix.

Second, the Si cap provides additional space to allow the modest out-diffusion of
the boron base profile during processing, while at the same time providing room
for the emitter out-diffusion. Third, as with the Si buffer layer, a Si cap layer
can be used to introduce an active i-layer into the emitter-base junction to lower
the junction electric field and thereby reduce the parasitic EB tunneling current,
which typically limits the base current ideality at low-injection, and hence degrades
device reliability. Finally, an unintentional but nonetheless important consequence
of having this Si cap layer is that it helps improve the overall stability of the film
(discussed at length below), increasing the thickness and Ge fraction of the layer
to levels higher than might otherwise be expected.

Proper surface cleaning and careful growth of such a three-layer SiGe film
can result in beautiful device-quality films, as can be seen in the cross-sectional
TEM of a commercial SiGe HBT technology shown in Figure 2.7. In this case,
perfect crystalline structure is obtained and the original growth interface cannot
even be determined by casual viewing. For all intents and purposes the SiGe film
has become part of the Si host crystal, resulting in a perfect crystal.

2.1.3 The Challenge of SiGe Epitaxy

In the earliest use of Si epitaxy, films were grown to provide well-controlled re-
gions of uniformly doped material upon the less-uniform bulk-grown silicon wafer,
which served only as a growth template. All subsequent definition and fabrication



SiGe Strained-Layer Epitaxy 43

of active device regions was based upon lithographic patterning and ion implan-
tation. The use of epitaxy to form active layers in silicon-based devices (e.g., the
base region of a SiGe HBT) is a relatively recent development.

Employing Si epitaxy in device fabrication enables one to overcome the fun-
damental limitations faced by ion implantation, which include: the implantation
energy-dependent Gaussian distribution of dopants as a function of depth, ion chan-
neling of the implanted dopant species, and the need for high temperature annealing
to remove implant damage and activate the dopants. Although progress has been
made in reducing ion-implanted base-widths in Si BJTs, base widths in the sub-
100-nm regime are difficult to control in practice, limiting Si BJT performance to
below about 50-GHz peak fr. In principle, however, using Si epitaxy, the dopant
profiles can be grown into the epitaxial layer at a precise location, tailored in shape
within the vertical section of the device, be made atomically abrupt, be electrically
active as grown, and may be combined within an alloy such as SiGe. In theory.
Reality dictates that the thermal budget of conventional Si epitaxy, combined with
that of subsequent routine device processing (e.g., additional implant activation
steps or oxidation), makes attaining these theoretical ideals difficult.

The high thermal budget associated with conventional Si epitaxy may be under-
stood as follows. The successful realization of device-quality Si epitaxy requires
that we first prepare an atomically "clean" Si surface that will serve as the epi-
taxial growth template. The historical approach taken in growing Si epitaxy has
been to bake the Si wafer in a hydrogen atmosphere at temperatures high enough
(generally in excess of 1,000°C) to evaporate surface oxides, as well as remove
(or dissolve) surface carbon and dopant contamination. Film growth is then com-
menced at high temperatures, assuring that residual growth system contaminants
such as oxygen or carbon do not incorporate into the growing epitaxial layers. Be-
cause both the cleaning and growth temperatures for conventional Si epitaxy are in
the range of 1,000°C, they are incompatible with the requirements of epitaxy for
the purposes of advanced device applications. At such temperatures, any advantage
obtained from precise device layer formation by epitaxy is lost in the subsequent
diffusion of dopants away from their intended locations. In the more extreme case
of working with a strained material set such as SiGe alloys, a further risk is the
potential for high-temperature relaxation of such layers by defect formation. The
key to the successful use of Si (or SiGe) epitaxy to make advanced devices is thus
to affect high-quality film growth at very low temperatures (< 600°C). It is the in-
herent difficulty of this feat that delayed progress in SiGe HBT development until
the mid-1980s.
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2.2

A number of growth techniques have been developed over the past 25 years with
a demonstrated capability to produce device-quality SiGe films. In this context,
by "device-quality" we mean visibly defect-free SiGe films that have been used to
produce ideal or near-ideal individual SiGe HBTs. We do not imply that all such
tools are commercially viable when considered for entering high-volume, large-

SiGe Growth

scale production of a SiGe HBT technology.

While we will intentionally avoid an exhaustive discussion of the contentious
issues surrounding which SiGe growth technique is best for producing SiGe HBTs,
it is nonetheless instructive to consider the various metrics that delineate the various
growth techniques, and which should be considered when selecting a growth tool

for commercial production of SiGe HBTs. These factors include:

Cross-wafer profile and doping control;

Wafer-to-wafer, and run-to-run profile and doping control;
Wafer throughput;

Background contaminant levels;

Ease of changing Ge profiles;

Ease of growth surface preparation and cleaning;

Ease of wafer size scale-up;

Required vacuum level;

Film growth temperature and time;

Patterned wafer versus blanket wafer deposition;

Batch versus single wafer processing;

Tool operating and maintenance costs;

Selective versus nonselective epi deposition;

Loading effects associated with isolation pattern fill;
Compatibility with CMOS toolsets and fabrication facilities;

Ability to incorporate C doping;
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e Capability of both n-type and p-type doping polarities.

Each available SiGe growth tool has pluses and minuses when measured against
such a list. Perhaps the ultimate measure, however, of which tools are best suited
for building SiGe HBTs is to see which tools are actually being used in the field
to produce commercial SiGe HBT products, and have thus stood the test of time.
Of these, the ultra-high vacuum/chemical vapor deposition (UHV/CVD) technique
[4] and the atmospheric pressure chemical vapor deposition (APCVD) technique
[5]-[7] are clearly at the forefront today. * Both tools are commercially avail-
able as "turn-key" SiGe growth systems, and are in use around the world. Due to
space constraints, only UHV/CVD and APCVD will be described in detail. The
interested reader is referred to [10] for more detail on other growth techniques.

2.2.1 Surface Preparation

In any form of Si-based epitaxy, we can consider the film growth process as two
distinct phases, the first being preparation of the initial growth interface, the second
being film growth itself. Both are equally important in obtaining device-quality
SiGe films. Successful growth of SiGe films clearly begins with a obtaining a
pristine growth interface [11]. When considering the means of growth surface
preparation, one must first identify the nature of the surface to be prepared. In
classical high temperature Si epitaxy, the surface being prepared was that of an
unpatterned, bulk-grown Si wafer. This is the most straightforward growth inter-
face to prepare, since the absence of any subsurface patterning allows exposure
to a high thermal budget without detrimental effects. If patterned and implanted
regions were present during the thermal cycles employed in classical Si epitaxy,
where temperatures in excess of 1,000°C for 10 minutes are typical, dopant redis-
tribution and reincorporation during subsequent film growth would both occur at
high levels. Limiting oneself to nonpatterned substrate materials forces the prepa-
ration of a class of devices known as "mesa" transistors, where blanket Si layers are
deposited, and subsequently etched back to isolate the varied regions required for
device fabrication. Such mesa-isolated device structures are generally inconsistent
with highly integrated, CMOS-compatible IC fabrication. This fact drove the de-
velopment of growth techniques and cleaning procedures that are compatible with
the use of prepatterned substrates, as dictated by the needs of subsequent device
integration.

4We note, however, that the earliest device-quality SiGe films [8], and in fact the first SiGe HBT
demonstration [9], were actually grown by MBE, a technique pioneered (and still in heavy use today)
for producing bandgap engineered III-V materials of various types.
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2.2.2 Growth Techniques

The UHV/CVD technique eliminates the high thermal budget of conventional epi-
taxy by chemical means. It was discovered [4] that one could passivate a Si surface
with hydrogen by employing a simple wet chemical procedure: a 10-15 second
etch in a dilute 10:1 H,O/HF solution. The hydrogen adlayer created during this
wet etch reduces the reactivity of the growth interface approximately 13 orders of
magnitude from that of a bare Si surface with respect to its oxidation rate in ambi-
ent air. This passive behavior extends to the adsorption of dopant species as well.
It was further found that such hydrogen passivated Si surfaces de-wet completely
when extracted from the HF bath, so that the handling of blanket film growth wafer
preparation is particularly straightforward. Wafers are dry as pulled from the etch,
and may thus be loaded directly into the growth chamber. Patterned wafers hav-
ing a variety of exposed surface materials, both semiconductor and dielectric, may
also be prepared in this manner. A liability of working with patterned wafers is
that they may not de-wet completely when materials other than Si are present, re-
quiring a blow-dry of these surfaces prior to their insertion into the film growth
chamber. However, in most SiGe HBT processes, simple structures have been em-
ployed in which the top-most exposed surface is everywhere silicon, rendering the
wafer fully hydrophobic, and thus allowing patterned wafers to de-wet completely.
The resultant hydrogen terminated Si surface, as employed in UHV/CVD, is robust
from a number of viewpoints.

A long-standing difficulty in the deposition of active device regions, such as
in epitaxial base technology, stems from the presence of electrically active impu-
rities at the initial growth interface. It is common to find a boron dose in excess
of 10'? cm™? at the initial growth interface, even in the UHV conditions employed
in MBE. A variety of methods are employed to reduce the magnitude and impact
of this contamination, a common method being the deposition of a buffer layer of
material to bury the contamination well below the active device region. However,
if one is depositing layers on patterned substrates, this is not a viable approach. In
particular, when the epitaxial base is being deposited upon a wafer containing pat-
terned collector regions, one is in effect growing the base-collector junction, and
little unintended dopant is tolerable. In the instance of UHV/CVD, the residual
boron dose at the growth interface is in the range of 10°-10'% cm~2, and is thus of
no consequence in the resultant device. It is important to note that the boron con-
tamination under consideration is sourced from the ambient. In the instance where
boron doped regions are existent upon the wafer itself prior to film growth, care
must be taken in preceding processing to avoid the accidental cross contamination
of wafer regions. Having addressed the means employed to prepare the initial Si
surface for device-quality epitaxy, one must consider the epitaxial growth itself.
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The utilization of high temperatures for conventional Si epitaxy has frequently
been ascribed to the need to provide for adatom mobility, such that a high-quality
epitaxial layer would result. Furthermore, high temperature growth was known to
suppress the inclusion of undesirable dopant species in the films being deposited.
A subtlety of chemical vapor deposition is that one in fact may grow epitaxial
Si at room temperature if one considers the trivial case, where a monolayer of
the Si source gas adsorbs on a Si lattice site. This is in fact the case for growth
by UHV/CVD, where the gaseous species silane (SiH,) is employed as the Si
source. For an additional layer to deposit, thermal energy is required to drive off
residual surface hydrogen, enabling the adsorption of an additional monolayer of
film. As such, adatom mobility is not a key issue in setting the lower bound on the
temperature at which Si may be deposited epitaxially by UHV/CVD. In the limit
of CVD techniques employing film growth at higher temperatures and pressures, it
is possible to grow films at rates exceeding the rate of adatom ordering, such that a
transition from epitaxial to either polycrystalline or amorphous film growth takes
place. Regardless, for films ranging from pure Ge to pure Si, temperatures in the
range 400-500°C, respectively, have been shown adequate for the deposition of
high-quality epitaxial layers by UHV/CVD. Therefore, the thermal budget of the
UHV/CVD process does not contribute measurably to that of the overall transistor
fabrication process, a key advantage.

To achieve adequate film purity during low temperature epitaxy, several di-
vergent approaches have been employed. Best known are the UHV techniques
associated with MBE, where excellent ultimate vacuum in the range 107! torr is
commonly achieved. This vacuum level degrades significantly during film growth,
but films of high purity and perfection are achieved after many hours of film
growth. To reduce the complexity and expense of such an apparatus, UHV/CVD
utilizes a chemically selective form of the UHV technique. Recognizing the need
to eliminate only those species that are chemically active with Si, a simplified UHV
methodology employing O-ring seals and quartz reaction tubes is employed. Al-
though relatively "soft" levels of UHV are achieved, typically in the range of 10~
torr, the preponderance of the residual gas is hydrogen, which is unimportant in
such trace quantities. Oxygen and water levels are reduced to the range of 107!!
torr partial pressure. Carbon-bearing species are not detectable owing to the use
of turbo-molecular pumping. This selective chemical approach to purity has sub-
sequently become the rule, where systems with base pressures from that found in
UHV/CVD to those operating in the absence of vacuum pumps (e.g., APCVD)
commonly utilize load-locks, gas scrubbers, and other methods to selectively elim-
inate potentially problematic impurities from the growth environment.

Films are deposited by UHV/CVD at temperatures in the range of 400-500°C,
those temperatures corresponding to the growth of pure Ge, and pure Si, respec-



48 Silicon-Germanium Heterojunction Bipolar Transistors

tively. Wafers are HF-passivated as described above, and then loaded into the load-
lock of the UHV/CVD apparatus. Note that the UHV/CVD system is a batch tool,
and SiGe films can be deposited on multiple device wafers at the same time, greatly
enhancing throughput. After pump-down below 107 torr, wafers are transferred
under flowing hydrogen into the UHV section of the apparatus, and growth is com-
menced immediately. The gaseous sources employed are silane (SiH,4), germane
(GeHy), diborane (B, Hg), and phosphine (P H3). Film growth rates may be var-
ied from 0.1-100 A/minute as a function of temperature and film Ge content, with
typical rates of 4-40 A/minute. These growth rate limits are used to ensure a pre-
cise a cross-wafer dimensional control on the order of 1-2 atomic layers in this
instance. This level of precision is required if one is to compete effectively with
the control of ion implantation, the benchmark for doping control in Si processing.
The deposition of compositionally graded Ge profiles with peak Ge content of 10—
30% over dimensions of 50-150 nm can be routinely practiced with UHV/CVD
with excellent cross-wafer, wafer-to-wafer, and run-to-run control.

The APCVD SiGe deposition tools [5]-[7] have recently emerged as an im-
portant commercially viable technique for the growth of SiGe films. The APCVD
technique deposits Si and SiGe at atmospheric pressure using SiH,Cl, and GeHy4
gas sources. The SiGe film deposition is typically carried out in a conventional
induction-heated, air-cooled Si epi reactor. Unlike for UHV/CVD, an in-sitru RCA
preclean is used on the starting wafers, followed by a short prebake (e.g., 1,070°C
for 10 minutes), followed by a gaseous H C/ etch for a short additional time. Gas
purifiers and a loadlock system are used in the place of UHV to control oxygen
and carbon contamination. APCVD systems are single wafer tools, with the wafers
placed horizontally on a quartz holder. While little wafer-to-wafer and run-to-run
tracking data are available in the literature, the fact that such APCVD reactors are
being used to produce commercial SiGe HBT technologies (e.g., [12]) bodes well
for its capabilities.

2.3 Stability Constraints

The thickness of the SiGe-bearing layer is clearly a key variable in SiGe HBT
device design. The maximum thickness for obtaining pseudomorphic growth post-
fabrication (i.e., after any thermal anneals or ion-implantation steps which might
relax an overstable film) is known as the "critical thickness" (4.;). The origi-
nal concept of critical thickness in strained-layer epitaxy was introduced in [13]
based on equilibrium theory, and defined to be the film thickness below which
it is energetically favorable to contain ("freeze in") a given misfit by storing the
elastic energy in the distorted (strained) crystal, and above which it is favorable
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to release (part of) that elastic energy by generating misfit dislocations at the het-
eroepitaxial growth interface. This theoretical approach to stability calculations in
SiGe strained layers can be termed "energy minimization" [13, 14]. Alternatively,
the much-cited work of Matthews and Blakeslee [15, 16] defined critical thickness
in terms of the mechanical equilibrium of a preexisting threading dislocation. In
this case, the force of the dislocation segment residing at the hetero-interface is
balanced with the component of the force per unit length acting on the threading
component of the dislocation in growth plane. The thickness at which these two
forces are equal is defined to be the critical thickness. This theoretical approach to
stability calculations in SiGe strained layers can be termed "force balance" [15]—
[18]. The interested reader is referred to a review article on stability calculations
in SiGe strained layers [19].
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Figure 2.8 SiGe strained-layer thermodynamic stability diagram comparing
UHV/CVD experimental data to Matthews and Blakeslee’s theoretical
result (after [21]).
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Figure 2.9 Schematic epitaxial SiGe film for use in a SiGe HBT. The film consists
of a thin Si buffer layer, the active SiGe layer, and a Si cap layer.

2.3.1 Theory

Despite the large body of literature that exists on critical thickness calculations
and measurements in the SiGe system, there is significant disagreement between
those basic theories and experimental results on actual device-quality SiGe films
(Figure 2.8 [20, 21]). The origin of this discrepancy apparently lies in the use of
a Si cap layer on top of the SiGe strained layer in practical SiGe films used in
SiGe HBTs, as shown schematically in Figure 2.9. The difficulties encountered
in modeling such a Si/SiGe/Si multilayer arise because the theoretical approaches
[13]-[18] do not properly account for the stored elastic energy in the top Si cap
layer (which helps improve overall film stability). Recent work [22], however, has
recently expanded existing force-balance theory to properly account for the effects
of the Si cap layer, and shows excellent agreement between theory and experiment,
for both CVD and MBE grown films. That theoretical approach to stability calcu-
lations in device-compatible SiGe films will be outlined below, following [22]. For
simplicity, only the calculation of the equilibrium critical thickness is attempted,
since partially relaxed films (i.e., films with residual strain) are significantly more
complex to model. The primary physical assumptions include: a force balance so-
lution for the in-plane stress, isotropic behavior, and equal elastic moduli. Under
these conditions, far from any lateral free surface, the state of stress is uniformly
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biaxial of magnitude o, and is related to the film strain (¢) by
_2G(+v)e
(-

along the in-plane axes, with G the shear modulus of the SiGe layer, and v its

Poisson ratio. Referenced to the {111} slip plane surfaces and the < 110 > slip
directions, the shear stress component (z) of ¢ is given by

2.3)

T = cosA cos o, 2.4)

where 4 is the angle between the Burger’s vector (the magnitude and direction of
the slip from the motion of a single dislocation) and the direction of the interface,
normal to the dislocation line, and ¢ is the angle between the slip plane and the
normal vectors to the strained interface.

The in-plane strain e arising from the lattice mismatch between Si and Ge is
0.042x, where x is the Ge fraction. In a Si/SiGe/Si heterostructure, the strain that
acts to generate a misfit dislocation is

bcosi
€=0.042x — ShtH) 2.5)
where b is the magnitude of the Burger’s vector, and 4 and H are the thicknesses
of the buried SiGe layer and the Si cap layer, respectively (refer to Figure 2.6).

Dislocation self-stress terms associated with the strain energy required to cre-
ate straight misfit dislocation segments in both the interface planes, and with the
dislocation-dislocation interaction energy between the two parallel segments, act
to counteract (balance) this shear stress component. The self-stress of a strain-
relaxing 60° misfit dislocation on the slip plane of the lower Si buffer/SiGe inter-
face is given by

Gb(1-%) h+H

Ge = I . 26
SiGe = r = b (26)

Similarly, the self-stress associated with the upper SiGe/Si cap interface can be
written as

Gb(1-%) H
A S P i 2.7
ST ama-wn s 27

and the self-stress term connecting the bottom and top interfaces (i.e., Si buffer/SiGe
and SiGe/Si cap) is

Gb(1-%) h+H
azd-wh " h

TSi—SiGe = (2.8)
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Note that in the latter term, the negative interaction energy represents a decrease in
free-energy of the film.

The ratio of the stored misfit strain in the Si cap layer to that in the buried SiGe
layer of the Si/SiGe/Si multilayer enables a determination of the respective amount
of stored elastic strain energy in both the SiGe and Si cap layers. The total misfit
strain (€;) in the SiGe/Si cap composite is

h
=0.042 _— 7, 2.9

“ ¥ { h+H } 29)
where x h/(h+ H) is the average fractional Ge content. Note that by letting H = 0,
we are considering only the misfit strain of the SiGe layer (€p), and obtain the well-
known expression

ep = 0.042 x. (2.10)

The misfit strain in the Si cap layer (e.) is then given by the difference between the
€ and ¢p, as

H
= —0042x 4 — L 2.11
€ X {h+H} (21D

Intuitively, (2.11) indicates that if the SiGe buried layer incorporates the nucle-
ation energy of a single misfit dislocation, the Si cap layer holds energy only for
H/(h + H) misfit dislocations. This energy density factor (6) can vary from zero
for a SiGe layer with no Si cap, to unity, for an infinitely thick Si cap. Hence, the
presence of a Si cap layer, and its associated stored energy, is expected to improve
film stability.

Finally, the excess resolved shear stress (z.y.) driving the bending of thread-
ing dislocations to form single and/or double misfit dislocation segments will then
be given by the difference between the external stress (7) and the internal stress
components (Ts;ge, Tsi, and Ts;—g.) according to

Texe = T — TSiGe — 0TSi — OTSi—SiGe: (2.12)

where 6 is the energy density factor. Substituting (2.3)—(2.11) into (2.12) under
equilibrium conditions (i.e., 7ex. = 0), this force balance solution yields an implicit
expression of the critical strained layer thickness (4.,;;) as a function of Ge fraction
(x) of

bcosA -7 heris + H
X = Y + In
0.084h,.,i; 4rcos? Acosp(1 + V) b

H 1
+ 8ln— — 5ln—] ](2.13)
b Y
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Figure 2.10 SiGe strained-layer thermodynamic stability diagram comparing Fis-
cher’s theory and experimental data (after [22]). The dashed line rep-
resents the Matthews and Blakeslee theoretical result. Open symbols
represent stable (defect-free) films, and closed symbols represent re-

laxed films.
where
H
6= ——— (2.14)
hcrit + H
and
hcrit
y = — (2.15)
hcrit + H

This theoretical result gives a generalized statement of the balance between
external and internal forces acting in a realistic Si/SiGe/Si multilayer of arbitrary
geometry, and is a measure of the transition between a thermodynamically stable
state and a metastable state that will relax upon heat treatment or any other common
fabrication step that adds energy to the system.
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Figure 2.11 Hypothetical SiGe profiles for stability analysis.

2.3.2 Experimental Results

Inserting appropriate values for the various material parameters into (2.13), one
can now calculate stability curves for various Si cap layer thicknesses. Generally
accepted values for growth on the (001) Si surface are: cos A = 0.50, cos ¢ = 0.82,
b =3.84 A, and v = 0.36. Figure 2.10 shows a comparison between (2.13) and a
variety of CVD and MBE grown SiGe samples. The results are also qualitatively
consistent with the earlier UHV/CVD results shown in Figure 2.8, which include a
wide variety of Ge profile shapes and doping profiles. Agreement between theory
and experiment is excellent and serves to confirm the approach. These results are
particularly nice in that they confirm what has been long suspected by practitioners
of SiGe technology: namely, that the original Matthews and Blakeslee stability
result is quite conservative for practical (Si-capped) SiGe films. That is, thicker
SiGe layers with more Ge content than might otherwise be expected can be used
without violating film stability constraints.
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Figure 2.12 SiGe strained-layer thermodynamic stability diagram comparing the-
oretical stability calculations with example SiGe profiles.

2.3.3 Stability Calculations

As a practical issue, one often needs to determine if a given SiGe profile design is
expected to be thermodynamically stable or not. That is, one needs to place a given
SiGe profile data point on a stability diagram, and compare it to the calculated
stability curve. This experimental stability point can be placed on the stability
diagram according to the following prescription. Let & be the thickness of the
Ge layer (not including the Si buffer or Si cap layer), as measured by secondary
ion mass spectroscopy (SIMS) or other techniques. For a position-dependent Ge
profile, the stability point must be calculated as an average value of Ge fraction
across h according to 3

X =

h
JX(Z) dz. (2.16)
0

The ordered-pair (x, #) can then be placed on the stability diagram and com-

SThere are clearly untested assumptions associated with taking an average value of the Ge frac-
tion, since the theoretical analysis above only explicitly holds for constant Ge content over 4 (i.e., a
Ge box profile).
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pared to theoretical calculations of #.,.;; versus x, for variable values of Si cap layer
thicknesses H.

As an example, consider the three hypothetical Ge profiles shown in Figure
2.11. Following the determination of (x, k) for each Ge profile, each point can
be placed on the stability diagram (Figure 2.12). For each profile, one then com-
pares the calculated stability point with the critical thickness curve calculated using
(2.13) with the appropriate Si cap thickness (H) for the profile in question. In this
case, we see that profile 1 is clearly thermodynamically stable, profile 2 is close
to the stability boundary, and profile 3 is metastable, and can thus be expected to
relax during fabrication.
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Figure 2.13 Schematic deformation of the SiGe conduction band constant energy
ellipsoids with compressive strain.

2.4 Band Structure

The resultant energy band structure obtained in a strained SiGe alloy with respect
to its original Si constituent is clearly key to its usefulness in transistor engineering.
For the purposes of designing a SiGe HBT, we desire a SiGe alloy which:

e Has a smaller bandgap than that of Si;
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Figure 2.14 Schematic deformation of the SiGe valence bands with compressive
strain.

e Has a band offset that is predominantly in the valence band;

e Either improves or at least does not substantially degrade the carrier transport
parameters (mobilities or lifetime) with respect to Si.

As will be seen below, strained SiGe fulfills all of these requisite conditions.

Both Si and Ge are indirect energy gap semiconductors (see the Appendix for a
list of material parameters, energy band structure, and effective mass parameters for
bulk Si and Ge). Si has a principal bandgap of 1.12 eV at 300 K, located in the '— X
( ) equivalent k-space directions, and thus there are six equivalent principal
conduction bands in Si (one each for [100], [010], [001], [100], [010], and [001]).
Ge, on the other hand, has a principal bandgap of 0.66 eV at 300 K, located in the
I' — L () equivalent k-space directions, and thus there are eight equivalent
principal conduction bands in Ge (one each for [111], [Tll], [lTl], [llT], [lﬁ],
[m], [ﬁl], and TlT]). There are three principal valence bands in Si and Ge: the
heavy-hole (hh), light-hole (/4), and split-off (so) bands. The #h and [h bands are
degenerate at the I" point (7c) = 0) in both Si and Ge.

Since Ge has a significantly smaller bandgap than Si (primarily due to its larger
lattice constant), it is not surprising that the bandgap of SiGe will be smaller than
that of Si. The strain in a pseudomorphic SiGe alloy, however, also plays an im-
portant role in shaping the final band structure and carrier mobilities.

As predicted by early theoretical calculations [23]—[25], in a Si-rich (low Ge
fraction) pseudomorphic (strained) SiGe alloy, there are a number of consequences
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to the band structure of Si that result from the addition of a small amount of Ge,
including:

e The 6-fold conduction band degeneracy of Si is lifted, resulting in a 2-fold
(out-of-plane) and 4-fold (in-plane) band splitting (Figure 2.13).

o The 4-fold degenerate conduction bands move downward in energy, resulting
in a small net conduction band offset (AEc > 0).

o The 2-fold degenerate conduction bands move upward in energy.

e The heavy-hole and light-hole valence band degeneracy of Si is lifted (Fig-
ure 2.14).

e The heavy-hole valence band moves upward in energy resulting in a net va-
lence band offset (AEy > 0). This heavy-hole band movement is the most
substantial in the strained SiGe system, resulting in a valence band offset
large enough to be useful in transistor engineering.

e The light-hole and split-off valence bands move downward in energy.

e The film strain produces band-edge curvature distortion that perturbs the car-
rier effective masses and hence the conduction and valence band density-of-
states, as well as the carrier mobilities and lifetime parameters.

2.4.1 Density-of-States

It is generally agreed upon that the effective conduction and valence band density-
of-states product (N¢ Ny ) is reduced strongly due to strain-induced distortion of
both the valence and conduction band extrema, a consequence of which is the re-
duction in the electron and hole effective masses [26]. A comprehensive set of
effective mass parameters as a function of Ge content and doping is very difficult
to experimentally determine since it involves tedious cyclotron resonance stud-
ies, and is not available in the literature. It is far easier to infer the change in
the density-of-states product (which is proportional to the effective masses) with
Ge content by using transistor collector current measurements [27], although this
technique cannot discriminate between the strain-induced changes to the hole and
electron masses. Even here, the uncertainty in the carrier mobilities and the in-
herent position-dependence of the doping profiles makes it difficult to minimize
the experimental error bars involved. Figure 2.15 shows representative results for
Nc¢ Ny as a function of Ge content [28]. The substantial reduction in N¢c Ny with
increasing Ge content can be considered undesirable since it translates directly to
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Figure 2.15 Reduction in the valence band and conduction band effective density-
of-states product due to SiGe.

a reduction in collector current in the SiGe HBT (refer to Chapter 4), and hence
reduces the available current gain. Fortunately, however, the same reduction in
effective masses that produces the decrease in N¢ Ny also increases the carrier
mobilities, which partially offset the impact on the collector current.

2.4.2 Band Offsets

The final band-edge alignments in strained SiGe are shown in Figure 2.16, yielding
a Type-I band alignment scheme: both AEc and AEy are positive, and thus the
SiGe conduction and valence band edges are contained within the original Si band
edges. In the case of practical SiGe films, the valence band offset is by far the
largest and most significant, as desired.

From a device design perspective, accurate experimental knowledge of the
band offsets in SiGe is crucial. While the body of literature is reasonably large
in this context (see, for instance, [29]-[34]), the precise determination of the band
offsets in SiGe are in general very difficult to measure due to several experimental
complexities. For instance, AE, determined from transistor measurements [33]
(typically from temperature measurements of I¢) require assumptions on the mag-
nitude and temperature dependence of various parameters compared to that in Si
(e.g., mobility). In addition, the base region of SiGe HBTs is doped heavily
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Figure 2.16 Schematic band alignments of strained SiGe grown on a Si substrate.

(typically above 10'® cm™3), and has position-dependence near the EB and CB
junctions. This practical complexity adds a (position-dependent) contribution of
doping-induced bandgap narrowing to the problem, which unfortunately is indis-
tinguishable electrically from Ge-induced bandgap narrowing, thereby forcing an
unjustified assumption to be made (usually that the two effects are additive [34]).

Capacitance-voltage measurements on lightly-doped p-type SiGe MOS capac-
itors, though still nontrivial, and requiring a theoretical data fit, are generally con-
sidered more straightforward to interpret than those made on HBTs [29]—-[32]. Fig-
ure 2.17 shows one of the most current examples of C-V determined valence band
offset data in strained SiGe on Si [29]. Even here, the sample scatter is nonnegli-
gible, but nevertheless clearly demonstrates the widely cited trend of a near-linear
valence band offset as a function of Ge fraction for low-Ge content SiGe alloys.
The standard rule of thumb for SiGe device design of 74 meV / 10% Ge content
appears to represent an acceptable approximation across the practical range of 0—
30% Ge content used in transistor design. Even so, it is worth noting that such band
offset measurements are performed on constant Ge content films (or superlattices
of such films), and thus their extrapolation to the position-dependent Ge profiles
used in actual SiGe HBTs requires that additional (often ignored) assumptions be
made.
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Figure 2.17 Measured valence band offset as a function of Ge fraction (data after
[29D).

2.5 Transport Parameters

Given the known Ge- and strain-induced changes to the energy, degeneracy, and
local curvature of both the conduction and valence bands in Si, it is to be expected
that both the carrier effective masses will be significantly altered in strained SiGe
compared to their original Si values. Because carrier transport parameters (the
carrier mobilities u, and u,, and the carrier lifetimes 7, and 7,) depend intimately
on the band structure and the resultant carrier effective masses (m,* and m,*), all
of the carrier transport parameters can be expected to change with the addition of
Ge to Si.

These changes to the device transport parameters in SiGe are important be-
cause: 1) the collector current in a SiGe HBT is proportional to the minority elec-
tron mobility in the base (u,p); 2) the base current is proportional to the minority
hole mobility in the emitter (up.); 3) the base transit time is reciprocally propor-
tional to u,p; 4) the base resistance, which is important in both dynamic switching
and noise performance, is proportional to the hole mobility in the base (ups); and
5) the recombination statistics and parasitic leakage currents that influence both
current gain and output conductance depend reciprocally on 7, and 7,. Accurate
knowledge of how these transport parameters depend on doping, temperature, and
Ge fraction is particularly important in achieving predictive 2-D simulation of SiGe
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Figure 2.18 Majority and minority hole mobility in Si using Klaassen’s mobility
model [35, 36].

HBTs, as will be discussed at length in Chapter 12.

Given the obvious importance of determining the precise influence of Ge on
the various transport parameters, arriving at quantitative values for them is a no-
toriously difficult problem. For example, SiGe films suitable for transport param-
eter measurements are generally incompatible with those found in practical SiGe
HBTs, which require very thin and heavily doped regions, often with composi-
tionally graded Ge content. In addition, accurate measurements of minority catrier
transport parameters in heavily doped SiGe is a particularly challenging problem
even in Si, requiring accurate knowledge of bandgap narrowing, as well as inde-
pendent lifetime data. Not surprisingly, available transport parameter data in the
literature is sparse and often inconsistent. We offer here some guidelines regarding
generally agreed-upon information.

It is reasonably well-established via calibration of data with 2-D simulations
using various interchangeable mobility models that the so-called "Philips unified
mobility model" (the "Klaassen model" [35, 36]) for both electrons and holes
works reasonably well in modeling Si BJTs. This temperature-dependent model
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Figure 2.19 Majority and minority electron mobility in Si using Klaassen’s mobil-
ity model [35, 36].

has a companion set of consistent bandgap narrowing parameters (refer to the dis-
cussion in Chapter 12) and distinguishes between majority and minority carrier
mobilities. Figure 2.18 and Figure 2.19 show the respective minority and majority
hole and electron mobilities at 300 K over a doping range of practical interest in
SiGe HBTs. Observe that in the range of base doping of interest to SiGe HBTs
(10'8 —10'° cm™3), the minority carrier mobility is higher than the majority carrier
mobility, a distinct advantage from a dynamic performance point of view.

In strained SiGe films, the carrier mobilities will be altered from their Si values
due to local distortion to the band extrema due to strain effects, as well as the
additional influence of alloy scattering on the carriers. Because of the nonisotropic
nature of the strain in pseudomorphic SiGe on Si, it can also be expected that the
changes to the mobilities will depend on the transport direction (either parallel
to the original SiGe growth interface or orthogonal to the original SiGe growth
interface).
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Figure 2.20 Normalized hole mobility as a function of doping and Ge content (af-
ter [38]). The squares represent the mobility component parallel to the
growth interface (in-plane), the circles represent the component trans-
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sent the unstrained mobility.

2.5.1 Hole Mobility

The largest body of literature exists for the majority hole mobility in p-type SiGe
(see, for instance, [37]-[39]). There is general agreement that the addition of Ge
to Si increases the majority hole mobility, although the exact extent of the mo-
bility enhancement as a function of both doping and Ge content is still debated.
Representative results for both in-plane (parallel to the growth interface) and out-
of-plane (orthogonal to the growth interface) are shown in Figure 2.20 [38]. In
the context of SiGe HBTs, the in-plane hole mobility is by far the most important
since it largely determines the base resistance, and thereby directly impacts the
frequency response (via fiqy), the dynamic switching speed, and the broadband
noise performance. In a typical SiGe HBT having a polysilicon emitter contact
and a partially realigned poly-to-Si interface (high poly-to-Si surface recombina-
tion velocity S).), the emitter is very heavily doped (> 10%° cm~3) and the hole
lifetime is thus far more important in determining the base current than the out-of-
plane hole mobility. Observe that for the in-plane hole mobility there is about a
35% improvement in y, at 10% Ge content at 10'® cm~>, and the dependence on
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Ge fraction is near-linear. Ge-induced strain also clearly plays a large role in the
observed hole mobility improvement.

2.5.2 Electron Mobility

There is less available experimental data and less agreement on the effects of strain
on the electron mobility in SiGe compared to comparably-doped Si. Experimen-
tal results are more difficult to obtain in this context, since it is the out-of-plane
minority electron mobility (in the p-type base) that is of the greatest importance.
Figure 2.21 shows representative electron mobility results for both the in-plane
(parallel to the growth interface) and the out-of-plane (orthogonal to the growth
interface) transport directions [40]-[42]. Observe that for the out-of-plane electron
mobility there is about a 15% degradation in u, at 10% Ge content at 1018 cm™3,
and the dependence on Ge fraction is reasonably linear at low Ge fraction.
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Figure 2.21 Normalized hole mobility as a function of doping and Ge content (af-
ter [41]). The squares represent the mobility component parallel to the
growth interface (in-plane), the circles represent the component trans-
verse to the growth interface (out-of-plane), and the triangles repre-
sent the unstrained mobility.
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2.5.3 Choice of SiGe Parameter Models

The over-arching principle in SiGe parameter model selection is to bear in mind
that practical SiGe HBTs employ low-Ge content films (typically less than 30%
peak Ge and less than 15% average Ge), and thus are for the most part Si-like.
Hence, proven Si parameter models should always be used as a starting point in
SiGe HBT simulations. Our recommendations for parameter model selection for
SiGe HBT simulation include the following:

Use Klaassen’s unified mobility model (and associated bandgap narrowing
model) for Si as a starting point for SiGe HBT simulations.

If needed, add a linear scale factor (K,) to account for the enhancement of
the hole mobility with increasing Ge fraction (x) according to [28]:

Up(SiGe) (x) = (1 + K, x) u,(Si). (2.17)

For instance, if K, = 5, then we have a 50% enhancement of u,(SiGe) over
1p(Si) at 10% Ge content.

If needed, add a linear scale factor (K},) to account for the degradation of the
electron mobility with increasing Ge fraction according to [28]:

un(SiGe) (x) = (1 + K, x) pn(Si). (2.18)

For instance, if K, = —5, then we have a 50% degradation of y,(SiGe) over
un(Si) at 10% Ge content.

Use the default Si lifetime models [43].
Use the default Si velocity saturation model.

Use the default Si bandgap model, and account for Ge-induced band offsets
by using the simple expression:

AE, = AEy =0.74x. (2.19)

Make sure the band offset is placed in the valence band (the default for most
simulators).

Assume that the doping-induced bandgap narrowing and the Ge-induced
band offsets are additive. Experience shows that this assumption, while rea-
sonable in the absence of data to the contrary, nevertheless is problematic
from a simulation-to-model calibration standpoint, and should be revisited
as needed.
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2.6 Open Issues

In this chapter we have highlighted the practical aspects of introducing Ge into Si
to produce device-quality SiGe films for use in bandgap engineering, the stabil-
ity constraints one is forced to live under when working in a lattice-mismatched
strained-layer system like SiGe, and the influence of Ge content and strain on
the various parameters that influence SiGe HBT operation and optimization. One
might naively conclude that this is the end of the SiGe epi story: that all is under-
stood, and the remaining battleground lies only in producing commercially viable
SiGe HBT technologies. Not so. Like many new technologies, SiGe has entered
commercial production with what could be argued is a number of important un-
knowns that have been effectively swept under the rug. While clearly not show-
stoppers for present-generation SiGe HBTs, these issues could clearly resurface at
a future date in some to-be-determined context, producing serious reliability (or
other) problems, and thus should not be forgotten.

We thus conclude this chapter with a brief (and obviously personal) list of what
can be considered open issues with respect to epitaxial SiGe strained layers. We
would argue that these issues demand additional focused attention, careful analysis,
and particularly extensive experimentation, in order to shed light on them for future
generations of SiGe technologists. These open issues include (in no particular
order):

e The interaction of doping-induced bandgap narrowing versus Ge-induced
band offsets must be quantified. These effects are difficult to distinguish
experimentally, but there is mounting evidence that the two distinct band-
edge phenomena are not additive, as is often naively assumed.

e Both the majority and minority carrier electron and hole mobilities, as well
as the carrier lifetimes, in both p-type and n-type SiGe, must be studied
comprehensively as a function of both doping, Ge fraction, and temperature.
Valid parameter models must be established.

e The impact of compositional Ge grading (with its induced quasi-electric
fields) on mobility and lifetime must be quantified.

e The impact of compositional Ge grading on stability analysis, and the ap-
propriateness of using averaged Ge content in stability calculations must be
quantified.

e The impact of Si cap thickness on stability analysis must be quantified in
SiGe profiles with compositional Ge grading.
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Comprehensive stability data for a variety of SiGe growth techniques and
conditions (e.g., UHV/CVD versus APCVD), as well as for varying Ge pro-
file shape, should be undertaken (and published).

The interaction between pattern shape and pattern density on SiGe film sta-
bility must be quantified. This should include an analysis of the (potential)
differences in stability results on blanket wafers versus patterned wafers.

If defects generated from over-stable (relaxed) SiGe films can be safely con-
fined and buried in the collector region, do they cause problems from a device
reliability point of view?

The interaction between isolation-induced stress (e.g., from the deep and/or
shallow trench oxides) and Ge-induced strain must be quantified, and its
impact on device performance established.

What happens to the magnitude of the band offsets in SiGe profiles that are
grown over-stable and only partially relax during later processing?

The width of the stability curves must be quantified. That is, how close can
one come to a given stability curve without generating a detrimental (yield-
killing) density of defects? Is the slope around a given stability curve gentle,
or does one fall "off a cliff?"

Does high-field transport differ between Si and SiGe for very thin base, high
Ge content devices (e.g., these new >200-GHz SiGe HBTs)? As a related
question, when will drift-diffusion or hydrodynamic simulations of SiGe
HBTs fail to capture the requisite physics needed for meaningful transistor
design and optimization?
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Chapter 3

SiGe HBT BiCMOS Technology

The device structure, requisite fabrication steps and thermal cycles, and ultimately
the transistor performance of any advanced integrated circuit technology are all
rapidly moving targets. It can be frustratingly difficult to meaningfully compare
two different companies’ IC technologies, even though their performance may be
quite similar. SiGe is no exception to this rule. Given the inherent futility of
such technology comparisons, we instead seek to accomplish only two things in
this chapter: 1) allow the reader to get a feel for the numbers, for multiple SiGe
technology generations; and 2) examine broad technology issues that are common
to all practitioners of the art, regardless of the specifics of their approach to the
problem of building a manufacturable SiGe technology.

We first examine the current SiGe technology landscape (the playing field), in
order to develop a firm sense of specifics of the various SiGe technology genera-
tions currently in existence. We next address the issues associated with integrating
SiGe HBTs with Si CMOS to form SiGe HBT BiCMOS technology, followed by
a discussion of carbon doping as a key technology enabler. We then examine the
integration issues associated with obtaining high-Q passive elements, and conclude
with a brief look at device reliability and yield issues.

3.1 The Technology Playing Field

The goal of this section is to help readers develop a feel for the numbers of the
various SiGe technology generations currently in existence globally. Of interest in
this context is what a generic SiGe HBT of a given technology generation looks
like in cross section, what its doping profiles are likely to be, and what level of
transistor performance can be expected. We are after rules of thumb from which
one can more easily compare and contrast the various SiGe technologies that either
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currently exist or will in the future. For reasons outlined in Chapter 1, we limit
our discussion here to only self-aligned, fully integrated, Si-processing-compatible
SiGe HBT technologies that have been reported in the literature. An interesting
discussion of the evolution of both non-self-aligned and self-aligned SiGe HBT
device structures, as well as their relative merits can be found in [1].
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Figure 3.1 Reported cutoff frequency versus year for a variety of different indus-
trial SiGe HBT technologies.

Figure 3.1 shows the historical trend in peak fr from the first self-aligned
device demonstration in 1990 until present. Unlike in Chapter 1, this historical
data is broken down by individual company. ' Due to space constraints, it is most
efficient to focus on a single company’s SiGe technology, and we have chosen
IBM’s SiGe technology suite to facilitate the present discussion [2]-[6]. While
this choice may seem overly preferential to some, IBM’s selection as a technology
paradigm for SiGe is both logical and pragmatic since: 1) they were the first to
commercialize SiGe technology; 2) they have published substantially more on the
subject than anyone else, and hence their data is widely available; and 3) they have
three distinct versions of SiGe technology currently in production, with a fourth on
the way, and hence can be used to examine technology scaling issues. While in no

I'This is clearly a dynamic field, and hence the specifically cited list of companies with SiGe
technologies should not be considered exhaustive. The most recently published version of the SiGe
technology from each respective company can be found in [7]-[18].
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way do we mean to imply that IBM’s SiGe technologies are superior to others in
the world, we think it can be safely agreed upon by all that their technologies fairly
represent the state of the art in SiGe.
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Figure 3.2 Schematic cross section of a representative first generation SiGe HBT,
drawn through first metal. Drawing is not to scale.

It is meaningful here to distinguish between different SiGe technology genera-
tions, as defined by the ac performance of the SiGe HBT (e.g., peak fr, which is
a very strong function of the vertical profile and hence nicely reflects the degree of
sophistication in structural design, thermal cycle, epi growth, etc.). We thus label a
SiGe HBT technology having a SiGe HBT with a peak fr of 45-55 GHz as "first
generation," that with a peak f1 of 100-120 GHz as "second generation," and that
with a peak fr of 200+ GHz as "third generation." 2

Regardless of the integration approach and processing steps employed, there
are numerous common fabrication elements and modules which exist among the

various SiGe HBT technologies, and include for a typical first generation SiGe
HBT:

Note that in IBM’s terminology, they actually have four distinct SiGe HBT BiCMOS technology
generations:

e 5SHP — 0.5 um, 50-GHz peak fr
6HP — 0.25 ym, 50-GHz peak fr (a laterally scaled version of SHP)
7HP — 0.18 um, 120-GHz peak fr (a laterally and vertically scaled version of 6HP)

8HP — 0.12 pum, 210-GHz peak fr (a laterally and vertically scaled version of 7HP)

In this book we distinguish SiGe technology generations only by the performance (vertical profile)
of the SiGe HBT, and hence would label SHP and 6HP as "first generation" SiGe, 7HP as "second
generation” SiGe, and 8HP as "third generation" SiGe.
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e A starting n* subcollector (e.g., 5-10 Q/0) on a p~ substrate (e.g., 10-15 Q-
cm), probably utilizing a patterned subcollector to allow CMOS integration;

o A high-temperature, lightly doped n-type collector epi (e.g., 0.4—0.6 ym
thick at 5x10" cm™3);

e Polysilicon-filled deep trenches for isolation of adjacent device subcollectors
(e.g., 0.8-1.2 ym wide and 7-10 um deep);

e Oxide-filled shallow trenches (or perhaps LOCOS) for local device isolation

(e.g.,0.4-0.6 um thick and planarized using chemical-mechanical-polishing
(CMP));

N+ Subcollector

Figure 3.3 Cross sectional SEM of a representative second generation SiGe HBT
(after [4]).

e An implanted collector "sinker" or "reach-through" to the subcollector (e.g.,
10-20 Qum?);

e A composite SiGe epi layer consisting of a Si buffer, boron-doped SiGe (with
or without C doping) active layer, and a Si cap. For example, the Si buffer
layer might be 10-20 nm thick, followed by a boron-containing (1 — 3x10'3
cm™2 integral boron charge) SiGe (or SiGeC) layer 70—100 nm thick, and a
Si cap layer 10-30 nm thick;
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A variety of emitter-base self-alignment schemes "borrowed" from Si BJT
technology to be used depending on the device structure and SiGe deposi-
tion approach (single-poly, double-poly, etc.). All self-alignment schemes
employ some type of emitter-base "spacer” (e.g., 0.1-0.3 ym wide);

e A local collector implantation used to improve high-J¢ performance and
enable breakdown voltage tuning (e.g., 0.5 — 1x10'7 cm™ at the metallur-
gical CB junction, and graded upward toward the subcollector). This is the
self-aligned, selectively implanted collector (SIC) long used in Si BJT tech-
nology;

e Polysilicon extrinsic base contacts (usually the SiGe epi layer deposited over
the shallow trench) with additional self-aligned extrinsic base implants to
lower the total sheet resistance;

e A silicided extrinsic base (e.g., 5-10 Q/0);

e A heavily-doped (e.g., > 5x10%° cm™3) polysilicon emitter, either implanted
or in-situ doped (e.g., 150-200 nm thick);

e A variety of multilevel back-end-of-the-line (BEOL) metalization schemes
(either Al-based or Cu). These are typically "borrowed" from existing CMOS
processes, and might include 3 to 6 levels. They usually consist of small
tungsten (W) studs between metal layers, using CMP-planarized oxide in-
terlayers;

These technology elements can be located in the schematic cross section of a first
generation SiGe HBT shown in Figure 3.2, as well as the cross sectional SEM of a
fabricated second generation SiGe HBT (Figure 3.3).

A representative first generation SIMS doping and Ge profile is shown in Fig-
ure 3.4. The metallurgical base width is about 90 nm (about 65-nm neutral base
width under forward-active bias), the metallurgical emitter junction depth is about
35 nm (from the Si surface), and the peak Ge content is about 8% (it is ther-
modynamically stable). The emitter polysilicon layer is doped to solid-solubility
limits, multiple self-aligned phosphorus implants are used to locally tailor the col-
lector doping profile, and the peak base doping is about 4x10'® cm™ (Ry = 6
kQ/0). The Ge profile is trapezoidal in shape, with substantial grading across the
neutral base. This vertical profile design can be considered quite conservative by
today’s standards, but it nonetheless achieves a peak fr of 50 GHz (70-GHz peak
Sfmax) at a BVcgop of 3.3 V, solidly in the range of a first generation technology.
Cross-company typical profile numbers for first generation SiGe technologies are:
Wiy = 60 — 90 nm, W, = 20 — 40 nm, peak Ge = 8-15%.
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Figure 3.4 Measured SIMS profile of a representative first generation SiGe HBT.

Those acquainted with Si BJT technologies will recognize the striking simi-
larity in doping profiles between this SiGe HBT and advanced ion-implanted Si
BJTs (just removing the Ge makes it look like a high-speed Si BJT). The key dif-
ference between this SiGe HBT and a conventional ion-implanted double-poly Si
BIJT lies in the base profile, which can be much more heavily doped at a given
base width using epitaxial growth (leading to much lower base resistance and bet-
ter dynamic response). The observed broadening of the final boron profile in this
SiGe HBT (Figure 3.4) is a direct measure of the total process thermal cycle the
post-deposited epi-layer sees (the boron is deposited as an atomically-abrupt box
about 10 nm wide), which is usually gated by the requisite oxidation steps, and
the emitter/extrinsic base anneal (typically shared and done with RTA). It is also
key to appreciate that this epi-base scheme employed in SiGe HBTs is extendable
to much more aggressive dimensions as the technology scales for higher perfor-
mance, whereas an implanted base Si BJT would be nearly at its practical scaling
limit at 90-nm base width.

Table 3.1 compares the resultant SiGe HBT performance of IBM’s three SiGe
technology generations (SHP, 7HP, and 8HP). Within some reasonable error bar,
all existing SiGe technologies, no matter the company, are reasonably similar in
performance to the values shown. This fact, which might seem initially surprising
at first glance, actually makes sense, given that the target application markets (and
hence the required transistor-level performance) are basically the same, indepen-
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Table 3.1 Representative SiGe HBT Parameters for Three Distinct SiGe HBT BiC-
MOS Technology Generations (after [2], [4], and [6])

| Parameter | First | Second | Third |
WE e (um) 0.42 0.18 0.12
peak f 100 200 400
Vi (V) 65 120 > 150
BVero (V) 33 | 25 17
BVego (V) 10.5 7.5 5.5
peak fr (GHz) | 47 | 120 | 207
peak fuq.x (GHz) 65 100 285
min. NF,,;, (dB) 0.8 04 <0.3

dent of company. As a general rule of thumb, first generation SiGe technologies
are being currently used to support circuit needs for the global 900-MHz and 2.4-
GHz RF cellular markets (both GSM and CDMA), for both handsets and base
stations, 1-2.5-Gbit/sec Ethernet applications, Bluetooth, 4-6-GHz WLAN, GPS,
and 10-Gbit/sec (OC-192) synchronous optical networks (SONET) transmit-and-
receive (T/R) modules (to name a few) [20]. Second generation SiGe technologies
are being targeted for 40-Gbit/sec networks and X-band (10 GHz) microwave sys-
tems, while emerging third generation SiGe technologies are being positioned for
80-Gbit/sec networks and ISM-band (60 GHz) communications systems.

3.2 Integration of SiGe HBTs with CMOS

The natural ability of SiGe HBTs to integrate seamlessly with conventional Si
CMOS is perhaps the single most important advantage SiGe HBT technology has
over competing III-V HBT technologies. While it remains contentious in some cir-
cles as to the long-term role BICMOS technology will play compared to CMOS-
only or HBT-only integration schemes for mixed-signal applications, it is clear that
from a tool and process compatibility, yield, and ultimately a cost-savings view-
point, being able to realize SiGe technology within a conventional CMOS fabrica-
tion facility represents an enormous advantage. One should never compete head-
to-head with Si CMOS. Rather, coexistence, coupled with a shrewd "borrowing" of
existing CMOS process schemes (e.g., deep and shallow trench isolation, W stud
contacts, back-end-of-the-line (BEOL) metalization, etc.) can translate into a large
cost savings. This is exactly the path taken by the most successful practitioners of
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Figure 3.5 Schematic process flow for a BDG first generation SiGe HBT BiCMOS
technology (after [20]).

SiGe technology.

The stated compatibility of SiGe HBTs and Si CMOS does obviously require
careful up-front structural and process flow design to produce a robust SiGe HBT
BiCMOS technology. Key in this context is to integrate the SiGe HBT into a best-
of-breed Si CMOS core technology (as a "plug-in" module) without: 1) degrading
the SiGe HBT performance; or 2) perturbing the CMOS device characteristics.
The latter is especially important given that there is substantial incentive to pre-
serve the preexisting CMOS design libraries and modeling tools. Historically, two
different integration schemes have been used to produce SiGe HBT BiCMOS, each
with relative pluses and minuses: "base-during-gate" (BDG) integration and "base-
after-gate" (BAG) integration (for a detailed discussion of the various BiICMOS
integration schemes, refer to [19, 20]). The BDG scheme (or close derivatives) has
been widely used to produce first generation SiGe HBT BiCMOS technologies,
while the BAG scheme is more easily extendable to second and third generation
technologies.

In the BDG scheme (also known in the literature as "base = gate"), the SiGe
HBT shares the CMOS layers and thermal cycles in order to reduce structural
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Base-After-Gate SiGe HBT BiCMOS Process Flow
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Figure 3.6 Schematic process flow for a BAG second generation SiGe HBT BiC-
MOS technology (after [4]).

complexity (Figure 3.5). In this case, the SiGe epitaxial base (and importantly,
the boron doping it contains) sees all of the CMOS thermal cycle, which can be
substantial, leading to a broadening of base profile (this can be easily seen in Fig-
ure 3.4).

For further technology scaling (to second and third generations), the BDG ap-
proach (Figure 3.6) becomes increasingly problematic due to the inherently large
thermal cycles associated with the CMOS process. In the BAG integration scheme,
the CMOS devices are completed before the SiGe epitaxial base is deposited, ef-
fectively decoupling the fabrication of the two device types. This facilitates a step-
by-step copying of the underlying CMOS fabrication steps from the pre-existing
CMOS-only technology. The BAG approach also more easily allows the incorpo-
ration of CMOS device derivatives (e.g., higher voltage CMOS for I/O’s and/or
analog/RF circuits). The only thermal cycle shared between the HBT and CMOS
is the final emitter anneal, making it ideal for SiGe HBT profile optimization.
These attractive features of the BAG scheme do not come for free of course. The
BAG scheme is inherently more complex, largely because the bipolar layers are
deposited on top of the CMOS topography, and have to be removed.

Even with the substantially reduced thermal cycles afforded by a second gen-
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Figure 3.7 Schematic cross section of a representative third generation SiGe HBT.
Drawing is not to scale (after [6]).

eration BAG integration scheme, evolution from second generation to third gen-
eration SiGe HBT performance levels (i.e., > 200 GHz peak fr) necessitates de-
vice structural changes that eliminate any extrinsic base implantation steps into
the deposited SiGe-bearing epi layer during the HBT module. Such implanta-
tions are known to introduce interstitials into the active device region, yielding
enhanced boron diffusion (even with C-doping), making it very difficult to decou-
ple the achievable fr (i.e., boron base profile) from the extrinsic base design. The
so-called "raised-extrinsic base" structure (Figure 3.7) appears to offer several ad-
vantages in this context, and has been used to demonstrate impressive SiGe HBT
performance levels [6]. The CMOS integration still follows a modular HBT-after-
CMOS (BAG) scheme.

Table 3.2 compares the resultant Si CMOS performance of IBM’s three SiGe
HBT BiCMOS technology generations. Within some reasonable error bar, all ex-
isting SiGe technologies, no matter the company, are reasonably similar in perfor-
mance to the values shown.

3.3 Carbon Doping

Carbon doping (C-doping) of epitaxial SiGe layers as a means to effectively sup-
press boron out-diffusion during fabrication is rapidly becoming the preferred ap-
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Table 3.2 Representative CMOS Parameters for Three Distinct SiGe HBT BiC-
MOS Technology Generations (after [2], [4], and [5])

Parameter First | First | Second | Second | Third | Third
nFET | pFET | nFET pFET | nFET | pFET

Le (pm) 0.36 | 0.36 0.14 0.15 0.092 | 0.092
Vpp (V) 33 33 1.8 1.8 1.5 1.5
tox (Nm) 7.8 7.8 4.2 4.2 2.2 2.2
Vriin (mV) 580 | -550 326 -415 250 -210
Ip sar (MA/pm) | 468 231 600 243 500 210

proach for commercial SiGe technologies, particularly in second and third gener-
ation processes. C-doping of SiGe HBTs (yielding a SiGe:C or just SiGeC HBT)
has its own interesting history, dating back to the serendipitous discovery [21] that
incorporating small amounts of C into a SiGe epi layer strongly retards (by an or-
der of magnitude!) the diffusion of the boron (B) base layer during subsequent
thermal cycles. Given that maintaining a thin base profile during fabrication is per-
haps the most challenging aspect of building a manufacturable SiGe technology, it
is somewhat surprising that it took so long for the general adoption of C-doping
as a technology element. It is fair to say that most SiGe practitioners at the time
viewed C-doping with more than a small amount of skepticism, given that C can
act as a deep trap in Si, and C contamination is generally avoided at all costs in Si
processes, particularly for minority carrier devices such as the HBT. At the time of
the discovery of C-doping of SiGe in the mid 1990s, most companies were focused
on simply bringing up a SiGe process and qualifying it, relegating the potential use
of C to the back burner. In fairness, most felt that C-doping was not necessary to
achieve first generation HBT performance. The lone visionary group to solidly em-
brace C-doping of SiGe HBTs at the onset was the IHP team in Germany [22, 23],
whose pioneering work eventually paid off and began to convince the skeptics of
the merits of C-doping. The minimum required C concentration for effective out-
diffusion suppression of B was empirically established to be in the vicinity of 0.2%
C (1x10% ¢cm™3). Early on, much debate ensued on the physical mechanism of
how C impedes the B diffusion process, but general agreement for the most part
now exists, and is briefly reviewed here (following [22]).

In short, C-doping produces an undersaturation of Si self-interstitials during
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the out-diffusion of C in thermal processing, which inhibits the conventional inter-
stitial diffusion mechanism of B [24, 25]. Substitutional C in a B-containing SiGe
layer can be used to both decrease the diffusion coefficient of B in Si by more than
10x, as well as suppress transient-enhanced diffusion (TED) of B in Si. Depend-
ing on the exact film growth conditions, C can be at least partially substitutionally
dissolved in Si. Diffusion of C in Si occurs via a substitutional-interstitial diffusion
mechanism. During thermal processing, mobile interstitial C atoms (Cy) are cre-
ated through the reaction of Si self-interstitials (/) with immobile substitutional C

(Cs)

Cs +1 = C; (3.1
as well as in the dissociative reaction

Cs = Cr + V, (3.2)

where V' is the vacancy concentration. In order to conserve the total number of
atoms, the flux of interstitial C atoms out of the C-rich region must be balanced
by either a flux of Si self-interstitials into this region, or a flux of vacancies out
of this region. The individual atomic fluxes are determined by the products of the
diffusion coefficient (D) and the concentration.

For C concentrations (C¢) greater than about 10'® cm™3, the transport coeffi-
cient of the C may exceed the transport coefficients of the Si self-interstitials and
Si vacancies, such that

DcCe > Dy Cpoi! (3.3)
and
DcCe > Dy Cpeait, (3.4)

where C;¢%! and Cy°?! are the equilibrium concentrations of Si self-interstitials
and vacancies, respectively. As a consequence, out-diffusion of supersaturated C
from C-rich regions becomes limited by the compensating flux of Si point defects,
leading to an undersaturation of self-interstitials in the C-rich region. Given that B
diffusion in Si occurs via an interstitial mechanism, the effective diffusion coeffi-
cient of B in Si is proportional to the normalized concentration of self-interstitials,
and hence interstitial undersaturation suppresses the B diffusion process.

An instructive experimental confirmation of this C-doping out-diffusion sup-
pression mechanism can be seen in Figure 3.8, which shows the impact of putting
supersaturated C into a B superlattice which is exposed to subsequent ion implanta-
tion and annealing, similar to what might be encountered in SiGe HBT fabrication.
To date, no deleterious effects on device dc or ac or noise characteristics have been
reported for the incorporation of moderate levels of C-doping in SiGe HBTs, but
this is an issue that should be revisited as vertical scaling continues.
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Figure 3.8 SIMS profiles of a B superlattice implanted with 1x10'* cm™2 45 keV
BF, ions and annealed in N, at 930°C for 30 sec. The open circles are

as-grown, filled circles are after anneal, and the solid line calculated
(after [22]).

3.4 Passives

The lack of high quality factor (Q) passive components and low-loss transmission
lines in Si technologies has long been touted as a major reason to favor III-V tech-
nologies over Si for RF and microwave components, since they can easily bring
to bear semi-insulating substrates and thick, low-resistivity gold (Au) metal lay-
ers. Si technologists have remained predictably obstinate in the face of these odds,
however, and the Qs of the most problematic of the RF passives, the integrated in-
ductor, have steadily risen over time to fairly respectable levels of 15-20, through
the use of thick dielectrics (e.g., 3 ym), thick last-metal layers (e.g., 4 ym), opti-
mized layout, effective shielding, and substrate resistivity tuning. In a typical SiGe
HBT BiCMOS technology, the passive elements dwarf the underlying SiGe HBT,
and reside far above the Si surface in the upper levels of the multilayer intercon-
nect schemes, as shown in Figure 3.9 for a second generation SiGe technology.
Table 3.3 shows that a full suite of high-quality resistors, capacitors, and inductors
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Drawing not to scale

Polyimide

Figure 3.9 Schematic cross section of a representative second generation SiGe
HBT showing the passives and metalization (after [4]).

can be supported in SiGe HBT BiCMOS technologies.

To better understand the inherent challenges associated with building high-
Q passives in SiGe technology, one need only note that conventional technology
scaling in Si naturally works against increasing Q since: 1) common Al-based
BEOL metals are fairly resistive (10-100 mQ/0); 2) the metal layer and their
associated interlayer dielectrics usually decrease in thickness with scaling in order
to improve wiring density; and 3) bipolar-based substrate resistivities are naturally
low (10-20 Q-cm), and magnetic fields in the inductor, for instance, can thus more
easily induce lossy parasitic eddy currents in the substrate.

As an example of optimization of passives in SiGe technology, we consider the
inductor [20, 26]. Using a lumped-element model as a guide for the optimization
of the inductors, the primary resistive lossy elements are the series resistance of
the metal spiral and the substrate resistance, while the primary capacitive lossy el-
ement is the metal spiral-to-substrate capacitance. In view of this, four approaches
can be taken to improve the Q of monolithic inductors in SiGe technology: 1)
decrease the metal series resistance by using a thicker final metal layer [27]; 2)
increase the effective substrate resistivity; 3) move the spiral further above the sub-
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Table 3.3 Representative Passive Elements for a Second Generation SiGe HBT
BiCMOS Technology (after [4])

Resistor \ Sheet resistance (Q/0) \ TCR (ppm/°C) ‘
subcollector 8.1 1,430
nt diffusion 72 1,910
pt diffusion 105 1,430
pT polysilicon 270 50
p polysilicon 1,600 -1,178
TaN 142 -750
Capacitor Capacitance (fF/ um?) | VCC (+5/-5 ppm/V)
MIM capacitor 1.0 <45
MOS capacitor 2.6 -7,500/-1,500
Varactor Tuning range Q at 500 MHz
CB junction 1.64:1 90
MOS accumulation 3.1:1 300
Inductor Inductance (nH) Qat5 GHz

| spiral (Al) >0.7 \ 13

strate by thickening the dielectric layer before the final metal layer, to decrease the
capacitive coupling to the substrate; and 4) using patterned ground planes (Faraday
shielding [28]). There are pros and cons to each approach, of course, and one typ-
ically finds that techniques 1), 3), and 4) can be used in concert for improvement
in Q (technique 2 often presents problems with maintaining CMOS compatibility).
Employing such optimization schemes can produce usable inductors (L > 0.5 nH)
with acceptable Qs (> 15 at 5 GHz) for many demanding RF applications (e.g.,
for VCOs). The increasingly common usage of Cu metalization schemes will fur-
ther improve inductor performance, since the resistivity is as much as 2x lower
than conventional Al-based schemes. In practice, however, the typically thinner
Cu layer thicknesses found in CMOS Cu BEOL processes do not yield a full 2x
improvement in series resistance, and further optimization using a thick top Cu
layer is possible.

Monolithic capacitors in SiGe technology are important for both matching in
RF circuits as well as in a variety of analog circuits, and typically take the form of
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either metal-insulator-metal (MIM) capacitors [29] or polysilicon-gate to substrate
(i.e., MOS) capacitors formed over a collector plug. The MOS capacitor has a
higher specific capacitance than the MIM capacitor, but lower Qs (a typical Q
might be in the range of 20 at 2 GHz for an MOS capacitor, while it can be 70-80
for an MIM capacitor (Table 3.3)). Because of this, MIM capacitors are typically
used in critical RF and analog circuits, while the MOS capacitor might be used for
power supply bypassing and decoupling.

Achieving acceptable transmission line performance in SiGe generally follows
similar guidelines to those needed for making high Q passives; move the lines as
far away from the substrate as possible, and use thick low sheet resistance metal
layers. While transmission line performance in SiGe is not at present competitive
with III-V values, acceptable losses for 10-20-GHz components have been demon-
strated, with attenuation numbers in the 1.5-2.0-dB/cm range at 10 GHz. In this
context, SiGe need not be the best, but rather need only achieve acceptable lev-
els of performance for most microwave applications, since it brings many other
compelling virtues to the table. Moving to thick (e.g., 10 gm) spun-on organic di-
electrics (e.g., benzo-cyclo-butene (BCB)), followed by Au metalization in order
to achieve very low-loss lines is a demonstrated option in SiGe [30], although this
approach by definition occurs postfabrication, and thus has some significant cost
disadvantages.
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Figure 3.10 Gummel characteristics of a SiGe HBT showing the effects of reverse-
bias emitter-base stress.
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3.5 Reliability and Yield Issues

It is vital to the long-term viability of SiGe technology that it have a clearly demon-
strated reliability and yield that are comparable to or better than existing Si tech-
nology. That is, any reliability or yield loss due to the incorporation of strained
SiGe films are potential showstoppers. Although published data on commercial
SiGe technologies is sparse, there is no evidence to date that the use of thermody-
namically stable SiGe films imposes any such reliability risk.
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Figure 3.11 Current gain degradation as a function of injected stress charge for a
variety of SiGe profiles and a comparably constructed epi-base Si BJT.

Reliability stress and burn-in of bipolar transistors historically proceeds along
two different paths [31]: 1) reverse emitter-base (EB) stress, which is used to inject
hot electrons (or holes [32]) into the EB spacer oxide, thereby introducing G/R
center traps which lead to excess nonideal base current (Figure 3.10) and hence
current gain degradation as well as increased low-frequency noise [33]; and 2)
high forward-current stress, which also results in current gain degradation, but is
generally attributed to electromigration-induced pressure on the emitter contact,
resulting in a decrease in collector current with increasing stress time. Accelerated
lifetime testing of SiGe HBTs using reverse-bias EB stress is generally conducted
under high reverse EB bias (e.g., 3.0 V) at reduced temperatures (e.g., -40°C),
where carrier velocities are higher due to reduced scattering, whereas high forward-
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current stress is conducted under a large J¢ near peak fr (e.g., 1.0-2.0 mA/um?)
at elevated temperatures (e.g., 140°C), where electromigration is more severe.
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Figure 3.12 Comparison of representative base profiles for a state of the art im-
planted base Si BJT and a first generation SiGe HBT.

Typical reverse-bias EB burn-in data from first generation SiGe HBTs show
less than 6% change in the current gain after a 500-hour, -40°C reverse-bias EB
stress at 2.7 V [20]. Comparison of reverse-bias EB stress data of SiGe HBTs
having various Ge profile shapes with an epi-base Si BJT control (Figure 3.11)
suggests that there is no enhanced reliability risk associated with the SiGe layer
[34].

Interestingly, the reverse-bias EB stress response of SiGe HBTs is actually
substantially better than that for aggressively scaled ion-implanted Si BJTs. As can
be seen in Figure 3.12, very shallow, low energy base implants needed to realize
high-performance implanted Si BJTs inevitably place the peak of the base doping
at the metallurgical EB junction, and thus increase the EB electric field. In contrast,
for an epitaxial base device (Si or SiGe), the B can be placed inside the base region
as a B box, and while the finite thermal cycle spreads the B during processing,
a B retrograde is naturally produced at the EB junction, thereby lowering the EB
electric field. 3 Since hot electron injection under reverse-bias EB stress conditions

3Observe that this B retrograde at the EB junction itself produces a doping-gradient-induced elec-
tric field that retards electron transport through the base under forward-bias, degrading f7. In a SiGe
HBT this doping-induced retarding field is more than compensated by the Ge-induced accelerating
field, but in an epi-base Si BJT, a performance penalty is inevitable.
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depends exponentially on the EB electric field [31], a transistor with an epitaxial
base will have a fundamental and decided advantage over an implanted base device
in terms of reliability.

Typical high forward-current burn-in data from first generation SiGe HBTs
show less than 5% change in the current gain after a 500-hour, 140°C forward-
current stress at 1.3 mA/um? [20]. Using empirically determined acceleration fac-
tors, this result is theoretically equivalent to a more-than-acceptable 10% current
gain degradation after 100,000 power-on-hours (POH) under "normal use" condi-
tions (1.25 mA/um? at 100°C). Given that technology scaling naturally leads to
higher current density operation in bipolar devices, it will nonetheless be impor-
tant to quantify these changes with each successive technology generation, as well
as assess the capability of the BEOL infrastructure to support these higher current
densities (i.e., is Cu required?).

High yield is key to the cost advantage Si enjoys over its III-V competition,
and as in reliability, SiGe must not unfavorably impact device and circuit yield. It
does not. CMOS yield in a SiGe HBT BiCMOS technology is typically evaluated
using an static random-access-memory (SRAM) yield monitor (e.g., a 154k SRAM
for IBM’s first and second generation technologies). If any of the HBT films or
residuals are not properly removed, then this will be reflected in the SRAM yield.
Yield values can also be easily compared with CMOS-only processes to gauge the
robustness of the CMOS section of the BICMOS process. Typical yield numbers
for the 154k SRAM in first and second generation SiGe technology are above 75%
[20].

SiGe HBT yield is typically quantified using large chains of small transistors
wired in parallel. A chain yield "failure" is defined as the intersection of emitter-to-
collector shorts (pipes), high EB leakage, or high CB leakage (i.e., any of the three
occurrences is defined as a "bad" or "dead" device chain). For instance, 4000 0.42
x 2.3 ym? SiGe HBTs is used as a yield monitor in IBM’s first generation tech-
nology, and typically has greater than 85% yield. Both BDG and BAG integration
methodologies show similar results. Interestingly, the primary failure mechanism
in both the CMOS and SiGe HBTs is the same, and can be traced to the shallow
trench isolation [20]. By assuming an ideal Poisson distribution relating defect
density and emitter area, one can infer the net defect density associated with a
given SiGe HBT BiCMOS technology, in this case yielding numbers in the range
of 100-500 defects/cm?. For orientation, a defect density of 426 defects/cm? would
ideally produce a 60% yield on a IC containing 100,000 0.5 x 2.5 yum? SiGe HBTs,
ample transistor count (and yield) to satisfy almost any imaginable application [1].
This is clearly excellent news.
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Chapter 4

Static Characteristics

Due to the presence of Si-SiGe heterojunctions in both the emitter-base and collector-
base junctions, the device physics of the SiGe HBT fundamentally differs from that
of the conventional Si BJT. In this chapter we examine these differences from a dc
point of view, by first reviewing an intuitive picture of how the SiGe HBT operates,
and importantly how its operation differs from that of a comparably constructed Si
BIJT. Using this insight, we then formally derive the collector current density, cur-
rent gain, output conductance, and current gain — Early voltage product of an ideal
SiGe HBT under low-injection conditions. Explicit and implicit assumptions as
well as physically relevant approximations are highlighted throughout the theoret-
ical development. Armed with this knowledge we then examine the dc Ge profile
shape and optimization issues, develop a low-frequency equivalent circuit model,
and address impact ionization and breakdown issues.

4.1 Intuitive Picture

The essential operational differences between the SiGe HBT and the Si BJT are
best illustrated by considering a schematic energy band diagram. For simplicity,
we consider an ideal, graded-base SiGe HBT with constant doping in the emit-
ter, base, and collector regions. In such a device construction, the Ge content
is linearly graded from 0% near the metallurgical emitter-base (EB) junction to
some maximum value of Ge content near the metallurgical collector-base (CB)
junction, and then rapidly ramped back down to 0% Ge. The resultant overlaid
energy band diagrams for both the SiGe HBT and the Si BJT, biased identically in
forward-active mode, are shown in Figure 4.1. Observe in Figure 4.1 that a Ge-
induced reduction in base bandgap occurs at the EB edge of the quasi-neutral base
(AE, ge(x = 0)), and at the CB edge of the quasi-neutral base (AE; g.(x = W})).

95
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Figure 4.1 Energy band diagram for a Si BJT and graded-base SiGe HBT, both
biased in forward active mode at low-injection.

This grading of the Ge across the neutral base induces a built-in quasi-drift field
((AEgGe(x = Wp) — AEg go(x = 0))/W}) in the neutral base that will impact
minority carrier transport (Chapter 5).

A logical first question to ask is why the valence band offset due to the in-
troduction of Ge into Si ends up in the conduction band of the npn SiGe HBT?
To understand this, it is instructive to consider the introduction of the graded Ge
layer into the p-type base as a two-step process, as depicted in Figure 4.2. For
constant p-doping in the base of the Si BJT, we know that both the Fermi level and
the energy difference between the Fermi level and the valence band edge is fixed.
As Ge is introduced and graded across the neutral base, a valence band offset is
induced, as depicted in Step 1 of Figure 4.2. We know, however, that the Fermi
level must realign itself such that it is fixed in energy to its previous (Si) value,
and further, that it must be constant (flat) if the system is in equilibrium. Thus,
compared to the Si case, the Fermi level must decrease in energy and flatten via
charge transport. Given that the total bandgap is fixed for a given Ge content at
each position x, the consequence, as depicted in Step 2 of Figure 4.2, is that the
conduction band edge in the neutral base region is forced downward in energy.
Thus, the inherent valence band offset associated with the (position-dependent) Ge
profile is effectively translated into the conduction band of the device. This valence
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band to conduction band translation is fortuitous, given that the induced drift field
associated with the now position-dependent conduction band edge will positively
influence the minority electron transport through the base, as desired. Note that as
we move out of the neutral base and into the space charge region in the CB junc-
tion, we again return to the expected valence band offset. In a well-designed SiGe
HBT, the SiGe-Si heterojunction on the CB side of the neutral base is intentionally
buried in the strong band bending of the CB junction, and thus is not visible in the
band diagram at low-injection. As will be seen in Chapter 6, however, under high-
level injection, this is not the case, and SiGe-Si heterojunction will have important
consequences on device performance at high J¢. To intuitively understand how

Si SiGe: Step 1 SiGe: Step 2
E. v
\+
— - —
Bl o == S
E, i

Ge

1 T\

Figure 4.2 Illustration of the bandgap changes induced by the introduction of Ge
into the base region of an n-p-n SiGe HBT.

these band edge changes affect the dc operation of the SiGe HBT, first consider
the operation of the Si BJT. When Vg is applied to forward bias the EB junction,
electrons are injected from the electron-rich emitter into the base across the EB po-
tential barrier (refer to Figure 4.1). The injected electrons diffuse across the base,
and are swept into the electric field of the CB junction, yielding a useful collector
current. At the same time, the applied forward bias on the EB junction produces
a back-injection of holes from the base into the emitter. If the emitter region is
doped heavily with respect to the base, however, the density of back-injected holes
will be small compared to the forward-injected electron density, and hence a finite
current gain f o n/p results.

As can be seen in Figure 4.1, the introduction of Ge into the base region has
two tangible dc consequences: 1) the potential barrier to injection of electrons from
emitter into the base is decreased. Intuitively, this will yield exponentially more
electron injection for the same applied VpE, translating into higher collector cur-
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rent and hence higher current gain, provided the base current remains unchanged.
Given that band edge effects generally couple strongly to transistor properties, we
naively expect a strong dependence of J¢ on Ge content. Of practical consequence,
the introduction of Ge effectively decouples the base doping from the current gain,
thereby providing device designers with much greater flexibility than in Si BJT de-
sign. If, for instance, the intended circuit application does not require high current
gain (as a rule of thumb, g = 100 is usually sufficient for most circuits), we can ef-
fectively trade the higher gain induced by the Ge band offset for a higher base dop-
ing level, leading to lower net base resistance, and hence better dynamic switching
and noise characteristics. 2) The presence of a finite Ge content in the CB junction
will positively influence the output conductance of the transistor, yielding higher
Early voltage. While it is more difficult to physically visualize why this is the case,
in essence, the smaller base bandgap near the CB junction effectively weights the
base profile (through the integral of intrinsic carrier density across the base), such
that the backside depletion of the neutral base with increasing applied Vg (Early
effect) is suppressed compared to a comparably doped Si BJT. This translates into
a higher Early voltage compared to an Si BJT.

4.2 Collector Current Density and Current Gain

To understand the inner workings of the SiGe HBT, we must first formally relate
the changes in the collector current density and hence current gain to the physical
variables of this problem. It is also instructive to carefully compare the differences
between a comparably constructed SiGe HBT and a Si BJT. In the present analysis,
the SiGe HBT and Si BJT are taken to be of identical geometry, and it is assumed
that the emitter, base, and collector doping profiles of the two devices are identi-
cal, apart from the Ge in the base of the SiGe HBT. For simplicity, a Ge profile
which is linearly graded from the EB to the CB junction is assumed, as depicted
in Figure 4.3. The resultant expressions can be applied to a wide variety of prac-
tical SiGe profile designs, ranging from constant (box) Ge profiles, to triangular
(linearly graded) Ge profiles, and including the intermediate case of the Ge trape-
zoid (a combination of box and linearly graded profiles) [1]. Unless otherwise
stated, this analysis assumes standard low-injection conditions, negligible bulk and
surface recombination, Boltzmann statistics, and holds for npn SiGe HBTs.

4.2.1 Jcin SiGe HBTs

The theoretical consequences of the Ge-induced bandgap changes to J¢ can be
derived in closed-form for a constant base doping profile (py(x) = N, (x) = N_,
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Figure 4.3 Schematic doping and Ge profiles used in the derivations.

= constant) by considering the generalized Moll-Ross collector current density
relation, which holds for low-injection in the presence of both nonuniform base
doping and nonuniform base bandgap at fixed Vg and temperature (T') [2]

Jo 4.1)

W
py(x)dx
o D0y ()

where x = 0 and x = W), are the neutral base boundary values on the EB and CB
sides of the base, respectively. In this case, the base doping is constant, but both
both n;; and D, are position-dependent; the former through the Ge-induced band
offset, and the latter due to the influence of the (position-dependent) Ge profile on
the electron mobility (D, = kT/qu.» = f(Ge)). Note that Jo depends only on the
Ge-induced changes in the base bandgap. In general, the intrinsic carrier density
in the SiGe HBT can be written as

2, (x) = (NeNy) sige (x)e~ /KT 4.2)

where (N¢ Ny )sige accounts for the (position-dependent) Ge-induced changes as-
sociated with both the conduction and valence band effective density-of-states (re-
fer to Chapter 2). In (4.2), the SiGe base bandgap can be broken into its various
contributions, as depicted in Figure 4.4.
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Figure 4.4 Schematic base bandgap in a linearly graded SiGe HBT.

In Figure 4.4, Eg, is the Si bandgap under low-doping (1.12 eV at 300 K),
AEggp is the heavy-doping-induced apparent bandgap narrowing in the base region,
AE; G.(0) is the Ge-induced band offset at x = 0, and AE, g.(W}) is the Ge-
induced band offset at x = W}. We can thus write E,,(x) as

a X
Egp(x) = Egno — AE,," + [AEg Ge(0) — AEg Ge(Wp)) W~ AExGe0). (4.3)

Substitution of (4.3) into (4.2) gives

app
12 (x) =y @™ Fe T ol AFs e Wi~ Ay 6e(0) 15/ WkT) oA By e O)/KT (4.4)

where we have made use of the fact that for Si, we can define a low-doping intrinsic
carrier density for Si as

n;, = NcNye Fe/kT, (4.5)

and we have defined an "effective density-of-states ratio" between SiGe and Si
according to [3]
_ (NcNv)sige
~ (NcNy)g;

Equation (4.4) can be inserted into the generalized Moll-Ross relation (4.1) to
obtain

<1 (4.6)

qEzb (quBE/kT _ 1) 7nl.20eAE;£p/kTeAEg,Ge(O)/kT

Je 4.7

- W,
Na [ e [AEeGeWi)=BE,eO)](x/WikT) g
0
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where we have defined B;, » and 7 to be position-averaged quantities across the base
profile, according to

Wi
dx
—_—~ 0 nizb(x)
Dy, = 7 (4.8)
J dx
o Dun(x) (o)

Using standard integration techniques, and defining

AEg:GE(grade) = AEg,Ge(I’Vb) - AEg,Ge(O), 4.9)
we get
qB;,b (quBE/kT _ 1) 7ni20eAEzif’/kTeAEg‘Ge(O)/kT \
Je.siGe = N Wy kT {1 — ¢~AEgGe(grade) /kT} . (4.10)

ab AEg g.(grade)

Finally, by defining a minority electron diffusivity ratio between SiGe and Si as

( nb)S'G
= ——— 4.11)
(Dnb)Si

we obtain the final expression for J¢ sige [1, 4]

D a,
JC,SiGe ]\‘;_—nb <quBE/kT _ 1) nlzo eAEgZp/kT
ab Wi
YNAE rade)/ kT eAEg,Ge(O)/kT
{ Rt L (412

1= e—AEg.Ge(grade)/kT
Within the confines of our assumptions stated above, this can be considered an ex-
act result. As expected from our intuitive discussion of the band diagram, observe
that J¢ in a SiGe HBT depends exponentially on the EB boundary value of the
Ge-induced band offset, and is linearly proportional to the Ge-induced bandgap
grading factor. Given the nature of an exponential dependence, it is obvious that
strong enhancement in J¢ for fixed Vg can be obtained for small amounts of in-
troduced Ge, and that the ability to engineer the device characteristics to obtain
a desired current gain is easily accomplished. Note as well that the thermal en-
ergy (kT) resides in the denominator of the Ge-induced band offsets. This is again
expected from a simple consideration of how band edge effects generally couple
to the device transport equations. The inherent temperature dependence in SiGe
HBTs will be revisited in detail in Chapter 9.
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If we consider a comparably constructed SiGe HBT and Si BJT with identical
emitter contact technology, and further assume that the Ge profile on the EB side of
the neutral base does not extend into the emitter enough to change the base current
density, our experimental expectations are that for a comparably constructed SiGe
HBT and Si BJT, the Jp should be comparable between the two devices, while
Jc at fixed Vg should be enhanced for the SiGe HBT. Figure 4.5 confirms this
expectation experimentally. In this case, we note that the ratio of the current gain

1072 ——7—— I I —
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107 - Ves=00V  siGe HBT
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Figure 4.5 Comparison of current-voltage characteristics of a comparably con-

structed SiGe HBT and Si BJT.

between an identically constructed SiGe HBT and a Si BJT can be written as

. Je o
ﬂSzGe ~ C,StGe) (413)
Bsi Jesi

and thus we can define a SiGe current gain enhancement factor as

Y1 AEg Ge(grade) kT e”EsceO/kT
- 1 — e~ AEgGe(grade)/ kT .

PsiGe

ﬁsi

Typical experimental results for = are shown for a comparably constructed SiGe
HBT and Si BJT in Figure 4.6. Theoretical calculations using (4.14) as a function
of Ge profile shape are shown in Figure 4.7 at 300 K and 77 K (the integrated
Ge content is held fixed, and the Ge profile varies from a 10% triangular (linearly
graded) to a 5% box (constant) Ge profile) [5].

[1]

(4.14)

VBE
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Figure 4.6 Measured and calculated current gain ratio as a function of reciprocal
temperature for a comparably constructed SiGe HBT and Si BJT.

4.2.2 Relevant Approximations

Two physically relevant approximations can be made to obtain additional insight.
First, we can assume that AE g.(grade)>kT. This approximation can be termed
the "strong Ge grading" scenario. In this case (4.12) reduces to

D a,
Jesice q_ b < oVBE/KT _ 1) "1-20 AE /KT
Nab I/I/b
{7ﬁw AEeGe(O)/KT } , (4.15)

Note, however, that care should be exercised in applying this approximation. To
check its validity for a realistic profile, assume that we have a 0% to 15% triangu-
lar Ge profile in a SiGe HBT operating at 300 K. Taking a band offset of roughly
75 meV per 10% Ge, we find that AE, g.(grade)/kT = 4.3 compared to unity,
a reasonable but not overly compelling approximation. Clearly, however, as the
temperature drops, the validity of this approximation improves rapidly as kT de-
creases. For example, in the case above, a 0% to 15% triangular Ge profile yields
AE; ge(grade)/kT = 17.0 at 77 K.
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Figure 4.7 Theoretical calculations of the current gain ratio = as a function of Ge
profile shape.

In addition to the strongly graded profile, we also can define an approximation
for a "weak Ge grading," that would be valid, for instance, in the case of a Ge box
profile. In this case, AE, g.(grade) < kT. By expanding the exponential of the
Ge grading factor in the denominator of (4.12) in a Taylor series and canceling
terms we obtain

D app ——
Je siGe = ]5_—;’/ (emoe /T = 1) AT {y 77 A Exe©)/ kT} . (4.16)
ab "V'b

4.2.3 Nonconstant Base Doping

In general there is no closed-form solution for J¢ s;g. if both the base doping and
the Ge profile are position-dependent. In the case of nonconstant base doping, we
can, however, define an "effective Ge-induced bandgap reduction" (A E, g.(eff))

according to
ey —
%, (x) = 7 nk eAEw /KT oAEeGe (/KT (4.17)

where the tilde again refers to a position-averaged quantity. Physically, AE, g, (eff)
can be thought of as an average Ge band offset across the neutral base. We then
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can define the intrinsic base sheet resistance (or pinched base sheet resistance) as

W -1

Ri=1 | aup0 Nyax (4.18)

0
Observe that Ry, is the integral of the neutral base charge, and is an important
bipolar parameter because it is directly measurable from an independent on-wafer

test structure. Thus, for a SiGe HBT with an arbitrary base doping profile and an
effective Ge profile, we find an effective current gain enhancement factor to be

_Jesige(€ff)  Hnb.siGe Hpb,siGe RpisiGe

Jesi Hnb,si Hpb.si  Roisi
{e(ﬁzfsme—ﬁ;zp&)/kT eﬁg,ce(eff)/kT } . (4.19)

—eff

where we have allowed for the possibility of a difference in base doping profile
between the SiGe HBT and the Si BJT. Equation (4.19) is useful because it al-
lows one to compare electrical data from fabricated SiGe HBTs and Si BJTs to
infer information about the Ge profile. As a simple illustration, if, for instance,
Rpi siGe = Rypi si, then (4.19) becomes

et (T) = oA Eace@/kT, (4.20)

Hence, if we measure J¢ sige and Jc s; at fixed Vg as a function of temperature
for two identical emitter geometries, a plot of log Ze(T) versus 1000/T will be
linear, and thus will allow an experimental determination of AE, g.(eff) [6]. By
comparison of Z.g to E for a specific Ge profile shape, we can electrically infer in-
formation about the Ge profile shape from the collector current data. For instance,
for a triangular Ge profile, we find

AE, Ge(eff) = AE, Ge(0) + kT In { AE, G.(grade) /KT . (4.21)

4.2.4 Other SiGe Profile Shapes

The analysis above holds for a range of Ge profiles between the triangular (linearly
graded Ge) and box (constant Ge) profiles. There also exists, however, a class of
technologically important Ge profiles that can be considered hybrid combinations
of the triangular and box Ge profiles, which we will call Ge trapezoids, as depicted
schematically in Figure 4.8.

In this case, one takes a linearly graded profile and truncates the grading at
some intermediate position x7 in the neutral base, and the Ge content is held con-
stant from x7 to W}, and is then ramped down to zero as usual. At constant Ge
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Figure 4.8 Schematic representation of the hybrid Ge trapezoidal profile.

stability and for fixed Ge profile width, this Ge trapezoidal profile design approach
allows one to induce higher Ge grading across the more heavily doped EB end of
the base, thereby maintaining good dynamic response, while using lower peak Ge
content. The region of constant Ge in the neutral base, at least in principle, does not
degrade ac performance since the CB side of the neutral base typically will have
a doping-gradient-induced drift field in addition to the Ge-grading-induced drift
field, which will aid electron transport. For the Ge trapezoid, one can also derive
collector current density expressions in the presence of constant base doping. In
this case, the Ge-induced band offsets can be written as [6]

AE, 6o(0) + AE, co(grad (i) 0<x<
AEg,Ge(x)={ s.Ge(0) + AEg Ge(grade) | <; TSI 402

AEg,Ge(VVb) X < x < W,

and the intrinsic carrier density is then

app
2 AEgh /kT eAEg.Ge(Wb)/kT , -xT S X S I/I/b .

) . 7”?0 eAE;"b’p/kT eAEg,Ge(O)/kT e[AEg,Ge(grade)x/xr]/kT 0<x<x7

n,(x)=

b
! ynio e

(4.23)
If we split the Gummel integral in the Moll-Ross relation into two pieces, inte-
grate, and compare the result with the Si BJT, we obtain [5]
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Figure 4.9 Current gain ratio as a function of reciprocal temperature for varying &
values. Note that the integrated Ge content is not fixed in this case.

Jc.siGe _ 777 e2EeGe(O/KT

Jecsi - EKT T o E o —
i W"l‘ 1_5 1+W e g,G(gr[l e)/

where we have defined & = xp /W), < 1 to be the normalized trapezoidal interme-
diate boundary point. In this case, £ = 0 corresponds to the pure Ge box profile,
and & = 1 corresponds to the pure triangular Ge profile. Again, assuming that the
current gain ratio between a SiGe HBT and a Si BJT is simply equal to the ratio
of J¢ between the devices, we can plot current gain as a function of the reciprocal
temperature for varying & values, as shown in Figure 4.9 (here we fix Ge content at
x = Wj to be 10%). As expected, the Ge trapezoid result lies between that of the
pure Ge box and the pure Ge triangle profiles.

Note that by simply letting & vary, the integrated Ge content for the profiles also
will change, and hence the stability of the Ge film will decrease as & decreases (we
have assumed that the Ge content at x = W), is fixed). Alternatively, one can fix the
Ge content at x = 0 and then allow the Ge content at x = W}, to vary, such that the
total integrated Ge content (i.e., stability) remains constant. The gain enhancement
factor in this case (for a Ge content = 2% at x = 0) is shown in Figure 4.10.

(4.24)
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Figure 4.10 Current gain ratio as a function of reciprocal temperature for varying
& values. Note that the integrated Ge content is held fixed in this case.

4.2.5 Implications and Optimization Issues for f

Based on the analysis above, we can make several observations regarding the ef-
fects of Ge on the collector current in a SiGe HBT:

e The presence of any Ge, in whatever shape, in the base of a bipolar transistor
will enhance J¢ at fixed Vg over a comparably constructed Si BJT.

e The Jc enhancement depends exponentially on the EB boundary value of
Ge-induced band offset, and linearly on the Ge grading across the base. This
observed dependence will play a role in understanding the best approach to
profile optimization.

e In light of that, for two Ge profiles of constant stability, a box Ge profile is
better for current gain enhancement than a triangular Ge profile, everything
else being equal.

e The Ge-induced J¢ enhancement is thermally activated (exponentially de-
pendent on reciprocal temperature), and thus cooling will produce a strong
magnification of the enhancement.
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4.3 Output Conductance

The dynamic output conductance (dI¢/dVcg at fixed Vpg) of a transistor is a
critical design parameter for many analog circuits. Intuitively, from the transistor
output characteristics, we would like the output current to be independent of the
output voltage, and thus ideally have zero output conductance (infinite output re-
sistance). In practice, of course, this is never the case. As we increase Vg, we
deplete the neutral base from the backside, thus moving the neutral base boundary
value (x = W}) inward. Since W) determines the minority carrier density on the
CB side of the neutral base, the slope of the minority electron profile, and hence
the collector current, necessarily rises [7]. Thus, for finite base doping, I must
increase as V¢ p increases, giving a finite output conductance. This mechanism is
known as the "Early effect," and for experimental convenience, we define the Early

voltage (V) as
- aJ
— Ve ~ Jc(0) =
(4.25)

m=h@{$2
where Jc(0) = Jc(Vep = OV). The Early voltage is a simple and convenient
measure of the change in output conductance with changing Vep. A schematic
representation of the Early effect, and the definition of V4, is shown in Figure 4.11
and Figure 4.12. As will be seen below, simultaneously maintaining high current
gain, high frequency response, and high V, is particularly challenging in a Si BJT.

-1
oW}

VBE aI/CB

4.3.1 V, Trade-offs in Si BJTs
For a Si BJT, we can use (4.1) together with (4.25) to obtain

W

[ o) dx
0 _ 04(0)

, (4.26)
W { g} Co

Vasi =

where Q;(0) is the total base charge at Vg = 0V, C,p is the collector base deple-
tion capacitance, and we have assumed Vg is negligible compared to V. Note
that C is dependent on both the ionized collector doping (N;LC) and the ionized
base doping (N, ). To estimate the sensitivity of V4 on N:I’c and N_,, we can con-
sider a Si BJT with constant base and collector doping profiles. In this case, we
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Figure 4.11 Schematic representation of the Early effect in a bipolar transistor.

-1
} , 4.27)
VBE

where W} (0) is the neutral base width at Vg = 0 V. The dependence of W)} on
voltage and doping can be obtained from [8]

can write
ow,
Vea

Va.si = —Wpy(0) {

+
2e Ndc
Wy~ Wy, — — ) (¢ni + Vi) — — (" (4.28)
q Nab (Nab + Ndc)

where W, is the metallurgical base width, and ¢;; is the CB junction built-in volt-
age. Using (4.27) and (4.28) we can calculate V4 as a function of doping, as shown
in Figure 4.13 (W, = 100 nm, and AVcp = 1.0 V). As can be seen, if we fix N,
increasing N;“C degrades V4, physically because the amount of backside neutral
base depletion per unit bias is enhanced for a higher collector doping. If we in-
stead fix N;c, increasing N, rapidly increases V4, which makes intuitive sense
given that the base is much more difficult to deplete as the base doping increases,
everything else being equal. In real Si BJT designs, a given device generally has a
specified collector-to-emitter breakdown voltage (BVcgo) determined by the cir-
cuit requirements. To first order, this BV go sets the collector doping level. While
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this may appear to favor achieving a high V4, we must recall that the current gain is
reciprocally related to the integrated base charge (refer to (4.1)). Hence, increas-

A 1c(A)

Vce(V)

Figure 4.12 Schematic representation impact of the Early effect on the transistor
output characteristics.

ing N_, to improve V4 results in a strong decrease in f. In addition, for a Si BJT,
for a fixed base width, increasing N, will degrade the cutoff frequency of the tran-
sistor (due to the reduction in the minority electron mobility). We might imagine
we can then increase N;“c to buy back the ac performance lost, but as can be seen
in Figure 4.13, this in turn degrades V4. This catch-22 represents a fundamental
problem in Si BJT design: it is inherently difficult to simultaneously obtain high
V4, high g, and high f7. In practice one must then find some compromise design
for V4, f, and fr, and in the process the performance capabilities of a given analog
circuit suffers. Intuitively, this Si BJT design constraint occurs because f and V4
are both coupled to the base doping profile. The introduction of Ge into the base
region of a Si BJT can favorably alter this constraint by effectively decoupling f
and V4 from the base doping profile.

4.3.2 V,in SiGe HBTs

To formally obtain V4 in a SiGe HBT, we begin by combining (4.1) with (4.25) to
obtain [9]

_ [ _»(dx
G EAC)
Va.siGe = : (4.29)

Wi
9 [ _ppdx
Wew 5 Dup(x) niy(x)
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Figure 4.13 Dependence of V4 on both N;C and N, for a Si BJT.

from which we can write

— Dy (Wy) (W) T 5(x) dx [awb]-l

ps(Wp) Dup(x) 3 (x) | LoVes

VA siGe = (4.30)

0

Comparing (4.26) and (4.30) we can see that the fundamental difference between
V4 in a SiGe HBT and a Si BJT arises from the variation of nl.zb as a function
of position (the variation of W} with V¢p is, to first order, similar between SiGe
and Si devices). Observe that if n;;, is position-independent (i.e., for a box Ge
profile), then (4.30) collapses (4.26) and there is no V4 enhancement due to Ge
(albeit there will obviously still be a strong § enhancement). On the other hand,
if n;p is position-dependent (i.e., in a linearly graded Ge profile), V4 will depend
exponentially on the difference in bandgap between x = W), and that region in the
base where n;;, is smallest. That is, the base profile is effectively "weighted" by the
increasing Ge content on the collector side of the neutral base, making it harder to
deplete the neutral base for a given applied V¢ p, all else being equal, effectively
increasing the Early voltage of the transistor.

For a linearly graded Ge profile, we can use (4.4) and (4.30) to obtain the ratio
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of V4 between a comparably constructed SiGe HBT and Si BJT (®) to be [10]

. _ ,—AE; G.(grade)/kT
Va.siGe _ O ~ oAEscelgradeir |1 €T

VA,Si VsE B AEg,Ge(grade)/kT .

(4.31)

The important result is that the V4 ratio between a SiGe HBT and a Si BJT is
an exponential function of Ge-induced bandgap grading across the neutral base.
Typical experimental results for ® are shown for a comparably constructed SiGe
HBT and Si BJT in Figure 4.14. Theoretical calculations using (4.31) as a function

Temperature (K)
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Figure 4.14 Measured and calculated Early voltage ratio as a function of reciprocal
temperature for a comparably constructed SiGe HBT and Si BJT.

of Ge profile shape are shown in Figure 4.15 at 300 K and 77 K (the integrated
Ge content is held fixed, and the Ge profile varies from a 10% triangular (linearly
graded) to a 5% box (constant) Ge profile) [5].

4.3.3 Relevant Approximations

In a similar manner to that of J¢, two physically relevant approximations can
be made to obtain additional insight. First, we can make the assumption that
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Figure 4.15 Theoretical calculations of the V4 ratio and fV4 ratio as a function of
Ge profile shape.

AEg ge(grade) > kT. This approximation can be termed the "strong Ge grad-
ing" scenario. In this case (4.31) reduces to

Va.siGe eAEg Ge(grade) /KT

Vasi |y,  AEgge(grade)/kT’

(4.32)

As discussed above, care should be exercised in applying this approximation. To
check its validity for a realistic profile, assume that we have a 0% to 15% triangu-
lar Ge profile in a SiGe HBT operating at 300 K. Taking a band offset of roughly
75 meV per 10% Ge, we find that AE, g.(grade)/kT = 4.3 compared to unity,
a reasonable but not overly compelling approximation. Clearly, however, as the
temperature drops, the validity of this approximation improves rapidly as kT de-
creases. For example, in the case above, a 0% to 15% triangular Ge profile yields
AE; ge(grade)/kT =17.0 at 77 K.

In addition to the strongly graded profile, we also can define an approximation
for a "weak Ge grading," which would be valid, for instance, in the case of a Ge
box profile. In this case, AE, g.(grade) < kT. By expanding the exponentials of
the Ge grading factor in (4.31) in a Taylor series and canceling terms we see that
© = 1, and thus we have no enhancement in V4 over a Si BJT, despite the presence
of Ge in the base.
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4.3.4 Current Gain — Early Voltage Product
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Figure 4.16 Measured and calculated ratio of the current gain — Early voltage prod-
uct ratio as a function of reciprocal temperature for a comparably
doped SiGe HBT and Si BJT.

In light of the discussion above regarding the inherent difficulties in obtaining
high V4 simultaneously with high f, one conventionally defines a figure-of-merit
for analog circuit design: the so-called "fV4" product. In a conventional Si BJT,
a comparison of (4.1) and (4.26) shows that fV4 is to first-order independent of
the base profile, and is thus not favorably impacted by conventional technology
scaling, as for instance, the transistor frequency response would be. For a SiGe
HBT, however, both f and V4 are decoupled from the base profile, and can be
independently tuned by changing the Ge profile shape. By combining (4.14) and
(4.31) we find that the ratio of fV4 between a comparably constructed SiGe HBT
and Si BJT can be written as [9]

ﬁ;/II;,SiGe = 777 €D Er GeO)/KT A Eg Go(grade) /KT (4.33)
ALSi

Typical experimental results for the gV ratio for a comparably constructed SiGe
HBT and Si BJT are shown in Figure 4.16.
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Observe that fV4 is a thermally activated function of both the Ge-induced band
offset at the EB junction and the Ge-induced grading across the neutral base. As
can be seen in Figure 4.16, V4 in a SiGe HBT is significantly improved over a
comparably designed Si BJT, regardless of the Ge profile shape chosen, although
the triangular Ge profile remains the profile shape of choice for both V4 and V4
optimization. Due to their thermally activated nature, both V4 and V4 are strongly
enhanced with cooling, yielding enormous values (V4 > 10*) at 77 K for a 10%
Ge triangular profile [10].
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Figure 4.17 Early voltage and current gain — Early voltage product as a function of

reciprocal temperature for varying & values. Note that the integrated
Ge content is held fixed in this case.

4.3.5 Other SiGe Profile Shapes

For the Ge trapezoid discussed above (refer to Figure 4.8), one can also derive V4
expressions in the presence of constant base doping. We know that V4 depends
on the ratio of the collector current density and the slope of the collector current
density with respect to Vg (i.e., (4.25)), which can be expressed generally as

0Jc siGe 0Jc siGe 0= oW}
. =< = : + Jcgi , 4.34
Ve { < oWy ) o <5Wb>} <0Vc3> 39
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where & = x7 /W), < 1, and E is the current gain ratio (4.14). This can be then
rewritten as

dJc siGe dJc si oJesi\ ' (1 o=
. == . 1+ Jcs; . — . 4.35
Ve (ach ) [ s < oW ) = oW, (4.33)

From (4.24), we can express the variation in the current gain ratio on V¢p as

102 _ eAEscelgrade)[kT _ | _ AE, ,(grade)/kT
E oW, £ (eAEecegrade/kT _ 1) 4 (1 — &) AE, Ge(grade) /kT

2
. (5_> (4.36)
Xt
and finally obtain the expression of the V4 ratio for a general SiGe trapezoidal
profile [5]

5 (eAEg'Ge(grade)/kT _ 1)

=1-¢&+ ) 4.37)
Vg AE, g.(grade)/kT

Va siGe

Vasi

Again, applying the limits for the triangular and box profiles we can retrieve the
standard expressions for V4 (4.31). Note that a similar expression can be trivially
obtained for fV4 by combining (4.37) and (4.24). As before, one can fix the Ge
content at x = 0 and then allow the Ge content at x = W) to vary, such that
the total integrated Ge content (i.e., stability) remains constant. The V4 and V4
enhancement factor in this case (for a Ge content = 2% at x = 0) is shown in
Figure 4.17. As expected, the Ge trapezoid result lies between that of the pure Ge
box and the pure Ge triangle profiles.

4.3.6 Implications and Optimization Issues for V, and gV,

Based on the analysis above, we can make several observations regarding the ef-
fects of Ge on both the Early voltage and current gain — Early voltage product in
SiGe HBTs:

e Unlike for J¢, only the presence of a larger Ge content at the CB side of the
neutral base than at the EB side of the neutral base (i.e., finite Ge grading)
will enhance V4 at fixed Vg over a comparably constructed Si BJT.

e This V4 enhancement depends exponentially on the Ge grading across the
base. This observed dependence will play a role in understanding the best
approach to profile optimization, generally favoring strongly graded (trian-
gular) profiles.
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o In light of this, for two Ge profiles of constant stability, a triangular Ge pro-
file is better for Early voltage enhancement than a box Ge profile is, every-
thing else being equal.

o The Ge-induced V4 enhancement is thermally activated (exponentially de-
pendent on reciprocal temperature), and thus cooling will produce a strong
magnification of the enhancement.

e Given that f and V4 have the exact opposite dependence on Ge grading and
EB Ge offset, the V4 product in a SiGe HBT enjoys an ideal win-win sce-
nario. Putting any Ge into the base region of a device will exponentially
enhance this key analog figure-of-merit, a highly favorable scenario given
the discussion above of inherent difficulties of achieving high gV, in a Si
BIT.

e A reasonable compromise Ge profile design that balances the dc optimiza-
tion needs of f, V4, and fV4 would be a Ge trapezoid, with a small (e.g.,
3-4%) Ge content at the EB junction, and a larger (e.g., 10-15% Ge content
at the CB junction (i.e., finite Ge grading).

4.4 Equivalent Circuit Models

4.4.1 Basic Ebers-Moll Model

Historically speaking, the first and most basic equivalent circuit model for a bipo-
lar transistor is the Ebers-Moll model shown in Figure 4.18. A fundamental as-
sumption in this model is that the overall transistor operation can be viewed as a
superposition of both the forward and the reverse (inverse) mode operation. Here,
I represents the total emitter current for forward operation, and ar Iy represents
the electron current component of I, or the forward collector current. The param-
eter af is the forward common-base current gain. Similarly, I is the total "emitter
current” for inverse operation, and ag I g represents the electron current component
of Ir. The parameter ag is the inverse common-base current gain. Both Iy and I
have an exponential I — V' functional form

IF = IFO (quBE/kT — 1)
Iz = Iro (quBc/kT _ 1) . (4.38)

Here Irg and Igo are the saturation currents of the forward and inverse emitter
currents.
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Figure 4.18 The basic Ebers-Moll model for a bipolar transistor.

4.4.2 Transport Version

Another equivalent circuit model for the bipolar transistor, which better describes
carrier transport, is shown in Figure 4.19(a), which is also known as the "transport
version" of the Ebers-Moll model. The collector current instead of the emitter cur-
rent is chosen as the reference current. For forward-mode operation, the collector
current is transported from emitter to collector, while the base current is injected
into the emitter,

ICF = IS <quBE/kT — 1)
Iec

Pr’

where fF is the current gain (f) for forward operation. Similarly, for inverse oper-
ation, we have

Ipr = (4.39)

ICR = IS (quBC/kT — 1)

Icr
Pr’
where fr is the inverse f. Note that the saturation current I is identical for the
collector currents for both the forward and inverse mode operation. Figure 4.19(a)
can be redrawn as Figure 4.19(b), which is better suited for common-emitter circuit
analysis.

It can be easily shown that I5 is related to I g and Igg by

Ipr = (4.40)

IS = (XFIF() = aRIR(), (441)

and is also known as the "reciprocity" property of the bipolar transistor. Reciprocity
can be easily understood to be the result of minority carrier transport. The minority
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Figure 4.19 (a) Transport version of the Ebers-Moll model, and (b) common-
emitter representation of the transport version Ebers-Moll model.

carrier (electron) current in the base is determined by the properties of the base
region, which is shared by both the forward and inverse mode transistor operation.
In general, reciprocity holds only approximately for SiGe HBTs.

4.4.3 Small-Signal Equivalent Circuit Model

The large-signal equivalent model shown in Figure 4.19(b) can be linearized for a
given dc operating point. The resulting circuit is referred to as the "small-signal"
equivalent circuit. Under forward-mode operation (Vgg > 0 and Vg > 0), this
model reduces to the well-known linear small-signal hybrid-z model shown in
Figure 4.20(a). The transport current source Icr becomes the transconductance
current SOUrce g, Ve, with g,, = qlc/kT. The forward EB diode becomes the gy,
conductance (gp. = gn/ ), and 1/gp, is popularly known as r,,. The reverse-biased
CB diode becomes an open circuit, and at high currents, the voltage drops across
the parasitic resistances can no longer be neglected. Their effects can be included
by adding appropriate terminal resistances. The increase of I¢ with increasing Ve p
due to the Early effect can be accounted for by adding r, in parallel with the g, vy
current source. The final equivalent circuit is shown in Figure 4.20(b).
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Figure 4.20 (a) Low-frequency small-signal equivalent circuit for an ideal tran-
sistor, and (b) low-frequency small-signal equivalent circuit including
parasitic resistances and Early effect.

4.5 Avalanche Multiplication

To achieve the high fr potential offered by smaller base and emitter transit times
in SiGe HBTs, the collector current density J¢ must be sufficiently high so that the
charging time associated with depletion and parasitic capacitances is smaller than
the sum of base and emitter transit time (7 + 7.). Hence, the smaller the transit
time, the higher J¢ needs to be. To suppress Kirk effect at high J¢, SiGe HBTs are
typically designed with heavily doped implanted collectors. High collector doping
leads to high electric field in the (typically) reverse-biased CB junction, and thus a
high rate of impact ionization. For practical SiGe HBT circuits operating at either
high collector current density (J¢) or high collector-base bias (V¢ pg), avalanche
multiplication is an important effect that must be accurately measured and mod-
eled. In digital applications, the avalanche multiplication factor (M — 1) deter-
mines the breakdown voltage as well as the base current reversal voltage, which in
turn determines the maximum useful Vg for stable circuit operation.

4.5.1 Carrier Transport and Terminal Currents

Under reverse bias, the electric field in the space-charge region of the CB junc-
tion is large. Electrons injected from the emitter drift to the collector through the
CB space-charge region. For a sufficiently high electric field, electrons can gain
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enough energy from the electric field to create an electron-hole pair upon impact
with the lattice (simple analysis shows that the minimum threshold energy for im-
pact ionization is 1.5 x E,). This carrier generation process is known as "impact
ionization." Electrons and holes generated by impact ionization can subsequently
acquire energy from the strong electric field, and create additional electron-hole
pairs by further impact ionization. This process of multiplicative impact ionization
is known as "avalanche multiplication." The net effect is that the electron current
leaving the CB space-charge region (the I¢ observed at the collector) is larger than
that entering the CB space-charge region (the I¢ that would be observed without
avalanche multiplication). The ratio of the two currents is known as the avalanche
multiplication factor M

In,out
In,in

M= (4.42)

where I, ;, and I, ,, are the electron currents going into and out of the CB space-
charge region. In practice, M — 1 instead of M is often used simply because M — 1
better describes the yield or efficiency of the resulting collector current increase.
The net increase of electron current due to impact ionization is simply (M —1)1,, ;,,.
Because electrons and holes are always generated in pairs, an equal amount of hole
current is generated in this process, and flows into the p-type base. The net base
current observed at the base terminal is thus reduced by (M — 1)1,,;,

Ig = Ip,e - (M - l)In,in; (4-43)

where 1, . is the base current component due to hole injection into the emitter. We
have neglected the I component due to neutral base recombination, which is far
less than that due to hole injection into emitter in modern SiGe HBTs [11]. The CB
junction reverse leakage Icpo is also neglected, since it is much smaller than I,
under normal operation. Note that Icpo, however, cannot be neglected in open-
base breakdown voltage analysis (i.e., BVcgo) when it is the only initiating current
for avalanche multiplication. The relationships between the various electron and
hole current components in the presence of avalanche multiplication in a SiGe HBT
are illustrated in Figure 4.21 for normal operation.

4.5.2 Forced-Vyr Measurement of M — 1

Consider a transistor operated with a fixed Vgg and a variable Vep. At Vep = 0,
I is dominated by hole injection into the emitter in modern SiGe HBTs (1,,,.). At
higher V¢, I, . remains constant, while the M factor increases, causing a decrease
of Ig. The net I¢ increase due to avalanche multiplication (M — 1)1, ;, can thus
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Figure 4.21 The avalanche multiplication process in a bipolar transistor under nor-
mal operation.

be obtained from the Ig difference
(M - 1)In,in = AIB
Alp = I1p(Vcp =0) — Ip(Vep), (4.44)

because the avalanche multiplication induces an equal number of electrons and
holes. The electron current leaving the CB space-charge region is the measured
I¢. The electron current entering the CB space-charge region is thus

Iyin=Ic(Vcp) — Alp. (4.45)
Using (4.44), the M — 1 factor can be expressed as:
B Alp
Ic(Vep) — Alp
Importantly, M — 1 can be conveniently measured using (4.46). A common-base
biasing configuration is naturally suited for sweeping V¢p at fixed Vg, as shown
in Figure 4.22. Note that I, ;, is the electron current injected into the CB space-
charge region, which increases with V¢ p because of base width modulation (Early
effect). In modern bipolar transistors, a single parameter, the Early voltage (V,),

is often insufficient to describe the I change due to Early effect [12]. In this case,
we can then define an "Early effect factor" Fgg.y, [13]

M—1 (4.46)

Electron current injected into the CB SCR
Electron current injected into the CB SCR at Vep =0
_ In,in(VCB)
~ Lin(Vep = 0)

_Ic(Vcp) — Alp
~ Ic(Vep=0)

FEarly =

(4.47)
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where (4.45) is used for the electron current injected into the CB space-charge
region.

e I (VCB)
A/ N
L M—-1= “
Ve — 17— — Vs I, VCB)_AIB
T IB(VCB) AIB:IB(VCB:O)_IB(VCB)

Figure 4.22 Forced Vg setup for M — 1 measurement.

4.5.3 Forced-I; Measurement of M — 1

At low J¢ and low V¢, the fixed-Vpg technique typically works well. Problems
arise, however, at high J¢ and high V¢ p. Self-heating becomes significant, and of-
ten causes permanent damage to devices under test if (when) thermal runaway oc-
curs. For fixed-Vpg biasing, increasing V¢ leads to higher M —1 and hence higher
Ic. Both high Vg and high I¢ increase the local junction temperature, which in
turn increases the electron current injected into the CB space-charge region (1, ;).
This positive feedback mechanism results in thermal runaway at sufficiently high
junction temperatures.

A safer alternative is to use a fixed-Ig biasing configuration [13]. In this case,
a current I g is forced into the emitter, as shown in Figure 4.23. Here, V¢ p is swept
and the base-emitter voltage Vg is measured. Recall that the I component due
to hole injection is only dependent on Vpg, and is equal to the /g measured at
Ve = 0 V. Therefore, the initial current for avalanche multiplication, I, ;,, can be
expressed as

Lyin=1g — IB(VBE)|vep=0. (4.48)

and M — 1 is thus

Iz — Ig(VBE)vep=0

M -1 (4.49)
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In the measurement, Vg is recorded during the Vg sweep, and Ip(VBE)|v z=0 1S
found from the Ip — Vg curve obtained with Vg = 0 V. The Early effect factor
can be determined to be

_ In,in(VCB)
Frarty = g Vew) = 0
A = 1g(VBE)|ves=0
- IC(VBE)lVCB=O (450)
forced 1, S A\Z)
TN/
() Ve —— Ve M-1= e (VCB) -1

-\L IE IB (VBE )‘ =0

Figure 4.23 Forced I g setup for M — 1 measurement.

The forced-1 g method makes the measurement of M — 1 safer because the total
amount of current injected into the CB space-charge region is always limited by Ig.
The feedback mechanism for avalanche multiplication is thus effectively limited
during the presence of self-heating. Figure 4.24 shows M —1 versus V¢ p measured
at low Jg using the fixed-I g method for SiGe HBTs with different collector doping
levels. Here M —1 increases significantly as the doping level increases, as expected.

The Early effect factor (Fgq,) and the avalanche multiplication factor M — 1,
measured with forced Ig, can be used to reproduce Ic — Vep and Ig — Vp for
fixed VBE,

Ic (VBE)lyey = Ic (VBE)vep=0 X FEarty x M, 4.51)
and
I (VBEvey = 1B VBE)yey=0 — Ic VBE)ypy=0 X FEarty X (M —1). (4.52)

Figure 4.25(a) and (b) show examples of Ic — Vcp and Ip — Vg obtained in
this manner, together with measured data. The individual contributions of Early
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Figure 4.24 M — 1 versus V¢ measured at low injection for different collector
doping profiles.

effect and avalanche multiplication to the increase of I¢ with increasing Ve p can
be easily distinguished using this technique.

One may wonder why we need to separate the Early effect from the avalanche
multiplication effect since both act to cause an increase of I¢ with increasing V¢ p.
The answer becomes clear if we examine their respective impact on Ig and Ip.
Consider a transistor biased at fixed Vg, and now imagine increasing V¢p. The
Early effect results in an increase in both I¢ and Ig or, more specifically, the
electron current injected from the emitter into the CB space-charge region. It has
no effect, however, on the base current of a transistor with negligible neutral base
recombination. Avalanche multiplication, on the other hand, by its very nature,
results in not only an additional increase in I¢, but also a decrease in Ig by the
same amount. Note that Ig, however, is not affected by avalanche multiplication.
The base current reduces to zero when

ﬂch3=0 X FEarly x(M-1)=1 (453)

The Vg at which (4.53) is satisfied is often referred to as the "base current reversal
voltage."
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Figure 4.25 (a) I¢c — Vg, (b) and Ig — Vep at fixed Vg = 0.7 V. Calculations
using Fggry and M — 1 from a fixed I measurement reproduces
Ic — Vep and Ip — Vp that were directly measured with constant
VBE-

4.5.4 Effects of Self-Heating

At high J¢ and high Vg, self-heating occurs, and substantial errors may result
from using either the forced-voltage or forced-current techniques. The forced-
I technique is generally much more resistant to thermal runaway, however, as
discussed above. Caution must be exercised when interpreting the measured M — 1
result. The interpretational difficulty lies in the inaccurate estimation of the Ip
component due to hole injection into the emitter, I, .. Without self-heating, I, . is
determined using the Iz measured at Vg, the value of which is recorded during the
fixed-1g versus Vcp sweep. With significant self-heating, however, hole injection
into the emitter depends not only on Vg, but also on V¢p through the junction
temperature. A simple fix exists if the M — 1 is higher than 1/#, and this solution
path can be identified by comparing the measured I¢/Ir — 1 with 1/. If this
condition is valid, the initial current [, ;, can then be approximated by Ig, and
Ic/Ig — 1 can be approximated by M — 1. Insight can be gained by expressing M
in a different manner

Ig— Ip (VBE)|VC3=0,T(VcB)
1
_ c (4.54)
Ig (1= 1/B VBB yepvem)

E
1
7 (L VBVBD ey ren)-

~
~
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One can safely neglect the 1/8 (VBE)|y,., 7y, term when the following condition
holds:

1
ﬁ >> 14+ 1/8(Ver)lyey vy - (4.55)

Consider, for example, § = 100 and Ic/Ig = 1.1. The M value obtained by
neglecting the 1/ (VBE)ly,, (v, term is 1.1, which is a good approximation
to its actual value 1.1 x (1 + 1/100) = 1.111. Another measurement concern
is that 1/ (VBE)lVCB,T(ch) is in principle a function of J¢ and V¢p due to both
temperature rise and Early effect. However, as long as the measured I¢/Ig — 1 is
far larger than 1/8 (Vg E)chg,T(ch) , one can simply take /g as the initial current,
and take I¢c/Ig — 1 as M — 1, with little error being introduced in the process.
Self-heating may either increase or decrease the current gain in a SiGe HBT (see
Chapter 9), but as long as the gain is high enough for the high Vg region where
M — 1 is large, a very good approximation of the actual M-1 is still obtained.

4.5.5 Impact of Current Density

In most cases, M — 1 is measured at low Vg or low J¢. The resultant M — 1 is
only a function of V¢p, as expected. The low J¢ values of M — 1, however, are
considerably higher than the M — 1 at the J¢ where fr is high (i.e., where circuits
are normally designed). Figure 4.26 shows M —1 versus the emitter current density
for SiGe HBTs with different collector doping levels. The compensation of charges
in the CB space-charge region by free carriers reduces the effective doping and
electric field, thus decreasing M — 1 at higher Jr where many circuits are biased.
For the high and medium N¢ devices, the M-1 obtained in the useful Jg range
of 0.1 to 1.0 mA/um?, at which these devices have optimum frequency response,
is considerably smaller than its low Jg value. This difference demonstrates the
importance of M-1 measurements at these practical operational current densities.
For accurate linearity analysis, for instance, M — 1 must be modeled as a function
of both current density and V¢ p, as detailed in Chapter 8.

4.5.6 Si Versus SiGe

To suppress high-injection barrier effect (refer to Chapter 6), Ge is often retro-
graded into the collector. It is generally assumed that the unavoidable SiGe in
the CB space-charge region does not inadvertently affect M — 1, because of the
so-called "dead space" effect [14]. That is, the peak electron energy position is lo-
cated deep in the Si region (outside of the SiGe profile), and thus impact ionization
occurs mostly in the Si region, resulting in the same M — 1 for both SiGe and Si
devices [1, 15]. The difference in impact ionization between Si and strained SiGe
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Figure 4.26 M — 1 versus Jg at Ve = 6 V for three different collector doping
profiles.

is thus not reflected in typical M — 1 measurements made on state-of-the-art SiGe
HBTs.

To reveal how the avalanche multiplication effect is different between SiGe and
Si, one can measure M — 1 at very high Vg, such that secondary-hole avalanche
multiplication is engaged. In this case, electrons are accelerated towards the col-
lector side of the CB space-charge region, while holes are accelerated towards the
base side of the CB space-charge region. Consequently, hot holes populate the
base side of the CB space-charge region. During the carrier drift process, these
secondary holes can gain energy, and create electron-hole pairs at the base end
of the CB space-charge region. The above description is obviously a simplified
view of the physical process, and its exact analysis requires self-consistent solu-
tion of the Boltzmann transport equation. The electrical signature for secondary
hole impact ionization is an abrupt increase of the avalanche multiplication factor
[16]. If the peak hole energy lies in the portion of the CB space-charge where
the Ge content peaks, we can distinguish the impact ionization by hot holes be-
tween SiGe and Si. Figure 4.27 shows the electron and hole energy distribution
in a SiGe HBT simulated using the energy transport advanced application module
of MEDICI [17]. While the simulator does not have a specific model for energy
transport in strained SiGe, the simulated hole temperature distribution is still useful
in determining where the peak hole energy lies. The simulated results show that
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the peak hole energy position indeed lies in the region where Ge content peaks in
these devices.
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Figure 4.27 Simulated depth profile of carrier temperatures at Vgrg = 0.7 V and
Vep=5V.

Figure 4.28 shows the measured M — 1 up to Vg = 12 V for two SiGe HBTs
with slightly different Ge gradings into the collector, together with an identically
processed Si BJT control device. A safe extraction up to Vep of 12 Vand M — 1
of 103 is easily achieved using the fixed-Iz method. The M — 1 obtained for the
SiGe HBTs and the Si BJT control are nearly identical for Vep < 9 V due to the
dead space effect. However, at higher V¢ p, the secondary hole impact ionization
becomes significant, the Si and SiGe devices show a clear difference in M — 1.
The signature of this secondary hole impact ionization is the observed dramatic
increase of M — 1. A higher onset voltage for the secondary hole impact ionization
mechanism and a smaller value of M — 1 are observed in the SiGe HBT. Despite
the smaller bandgap of SiGe, the impact ionization rate by holes in strained SiGe is
smaller than in Si, which could be the result of a higher impact ionization threshold
due to the in-plane strain in the SiGe.

It was shown in [18] that the threshold for impact ionization is dramatically
increased if a layer is compressively strained without reducing its bandgap. An
increase of the impact ionization threshold was later experimentally observed in
a compressively strained layer with a wider bandgap [19]. The results shown in
Figure 4.28 suggest that the threshold for impact ionization can be increased in a
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Figure 4.28 M — 1 versus V¢ p comparison between SiGe HBTs with different Ge
profiles and the Si BJT control.

compressively strained layer even if the bandgap is reduced. In addition to its ob-
vious relevance for SiGe HBTs, this is clearly also good news for hetero-structure
FETs utilizing strained SiGe channels.

4.6 Breakdown Voltages

Breakdown voltages are often characterized by applying a reverse bias across two
of the three terminals, while leaving the third terminal open. For instance, BV¢ o
typically refers to the collector-base breakdown voltage with an open emitter. Sim-
ilarly, BV go refers to the collector-emitter breakdown voltage with an open base.
Both BV¢po and BVcgo are often quoted in IC technology specifications. Un-
fortunately, however, their significance to real circuit applications is often mis-
understood. One persistent misconception is that SiGe HBTs cannot be used in
implementing lightwave communication ICs because its BV g is much less than
the required power supply voltage. In practice, however, it is typical to use devices
with BVcgo = 3.3 V in SiGe HBT logic circuits operating with Vgg = =52 V.
During circuit operation, the maximum Vg that can be supported by a SiGe
HBT is much higher than BV¢Egp, since the dc termination at the base is never
truly electrically open. That is, the dc biasing network always presents a finite
impedance between the base and ground. As a result, the collector-emitter break-
down voltage is considerably higher than BVcgp. For RF signals, the impedance
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between base and ground is even smaller, making the effective breakdown voltage
even larger. Another issue that must be considered is the current dependence of the
avalanche multiplication factor M — 1. At high J¢ where fr is maximized, M — 1
is much smaller than at low J¢ where BVpo and BVEo are typically measured.

4.6.1 BVcpo

Defining where transistor breakdown begins to occur from an I — V curve is some-
what arbitrary and there are no commonly accepted standards. An alternative and
more meaningful way to define BV¢po is to fit measured M — 1 versus V¢p data
using the Miller equation

1

M = ,
1 — (Vcr/BVcpo)™

(4.56)

where BV po and m are simply defined as fitting parameters. BV po can then be
simply viewed as a lumped representation of M — 1. In this case, a smaller BV¢po
simply corresponds to a higher M — 1 in the device. Figure 4.29 shows a sample
M —1plotat Vgg = 0.6 V. Observe that BV¢cpp = 6.1265 V can be unambiguously
obtained from the measured M — 1 versus V¢ p data (m = 5.252). Together with m,
the extracted BV o allows convenient evaluation of M — 1, because the definition
of BV¢po directly relates to M — 1. Equation (4.56), however, is of little use
for RF linearity modeling, because avalanche multiplication strongly depends on
operating current density J¢, which will be discussed in detail in Chapter 8.

4.6.2 BVcgo

In general, BV¢cgo is much smaller than BV¢pgo. This can be physically under-
stood by examining the avalanche multiplication process under open base condi-
tions (Figure 4.30). The C B junction leakage current I¢ o, which was previously
neglected in Figure 4.21, now must be considered because of the open base ter-
minal. Now Icpp appears as a hole current in the base, and can only flow into
the emitter since the base is open. This current is amplified by f during this pro-
cess, producing enhanced electron current flowing into the CB junction. This elec-
tron current, in turn, creates additional hole current via avalanche multiplication,
which again flows into the EB junction as base current. A steady-state condition is
reached, and the resulting "diode" current Icgo is much higher than I¢po. From
the physical description above, Icgo is expected to be closely related to the current
amplification process, and hence f. Because of this positive feedback via § ampli-
fication, it takes only M — 1 = 1/ for BV go to occur, as intuitively expected and
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Figure 4.29 An example of M — 1 versus V¢ fitting using the Miller equation.

formally proved below. In comparison, an infinitely large M — 1 value is needed
for BV po to occur, since there is no feedback process.

The total collector current consists of Icpo and I,,,,; = M1, ;,. The total
emitter current consists of I,, = I,,;,/p and I, ;,, where Ig = 0 A because of the
open base condition. Therefore,

Ig =1I¢
Lnin(L+1/B) = M1,n + IcBo. (4.57)
and I, ;, is thus given by
Icgo
lLyjwy=——"77-—"7"7"7"—/. 4.58
n,in 1/ﬂ—(M—1) ( )

Atlow Veg, M — 1 =0, and I,;, = plcpo. Therefore, Icpo = (1 + f)Icpo.
That is, the open base leakage current Icgo is f times higher than the CB junction
leakage Icpo alone. With increasing Vo, M increases, and hence breakdown
occurs when M — 1 approaches 1/8. We have neglected the Early effect in the
above breakdown analysis, although it introduces negligible error. One thing that
must be kept in mind, however, is that § has its own unique bias current dependence
in SiGe HBTs (refer to Chapter 6). The f value at very low injection (e.g., for
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Figure 4.30 An illustration of the avalanche multiplication process with an open
base.

Ip = Icpo) can be much smaller than the § value under low-injection. In this case,
when breakdown occurs, the current increases rapidly, and the g rapidly increases
to its low-injection value. Similarly, f at medium injection can be much smaller
than g at low-injection, due to Ge-grading effects. Therefore, f must be treated as
bias dependent for accurate modeling of BV g in SiGe HBTs.

One may have observed that M — 1 = 1/ occurs at the base current reversal
Ve, according to (4.53). For BV po to occur, M —1 must approach infinity, while
for BV¢go to occur, M — 1 only needs to approach 1/, which clearly explains
why BVcEgo is always much smaller than BVcpo. An inherent trade-off between
B and BVcgo therefore exists at a fundamental level, and must be considered in
SiGe device design if the circuit application requires high BVcgo.

The increase of collector doping in SiGe HBTs is driven by the need to achieve
high current density operation, a necessary condition to realize the full fr poten-
tial offered by scaled SiGe HBTs featuring small transit times. Fundamentally, the
time constant related to the charging of depletion capacitance is inversely propor-
tional to J¢, and can only be made smaller than the transit time through the use
of higher J¢. This point will be further developed in Chapter 5. Increasing the
collector doping, however, increases the electric field in the CB junction and hence
M — 1, thus reducing the transistor breakdown voltages. A high peak fr transistor
typically has higher collector doping and hence lower BVcpo and BVcgo. The
fr x BVcEgo product is often referred to as the Johnson limit. An often-quoted
number for fr x BVcEgo is 200 GHz-V. This value, however, should not be viewed
as a "hard" or physical limit. Recently, SiGe HBTs with fr x BVcgo > 400 GHz-
V have been demonstrated (refer to Chapter 1). In addition, many commercial
SiGe technologies offer SiGe HBTs with several different BV go values by using
selective collector implantation. Designers thus have additional freedom in circuit
design and can choose the desired device with sufficient f; and BV¢go, and can
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thus take advantage of the lower CB capacitance and lower M — 1 than in devices
with the highest fr.

4.6.3 Circuit Implications

While BV¢go is often viewed as a hard limit for the maximum collector voltage or
maximum power supply voltage for circuit applications of SiGe HBTs, this is not
the case. In practice, SiGe HBT circuits can operate with supply voltages signifi-
cantly higher than BVgo. For instance, due to series gating, the Vg of the SiGe
HBTs used in high-speed logic (e.g., multiplexer (MUX) circuits) is only a portion
of the total power supply voltage. In addition, the maximum operating V¢ g can also
be much higher than BV g because the base terminal is not electrically open in
practical circuit implementations. For instance, SiGe HBTs with BVcgo = 3.3V
are used in AMCCs’ commercial OC-768 (40 Gbit/s) components operating with
Vee = 3.3 Vand Vgg = —5.2 V. The finite base termination of the dc biasing net-
work, the low impedance RF base termination, and the decrease of M — 1 at high
Jc all make the effective breakdown voltage much higher than BVgo for practi-
cal circuits and systems. An impedance of 100 kQ, for example, between the base
terminal and ground is sufficient to increase the breakdown voltage from BV¢Eo
to BVcpo, which may be as high as 8—10 V for first generation SiGe technologies.
Thus, careful optimization of the impedance seen by the base terminal during cir-
cuit design can modify the collector-emitter breakdown voltage to lie in the range
of BVepo to BVcegop- In fact, several proprietary circuit techniques along these
lines have been recently developed to prevent adverse breakdown conditions from
occurring without sacrificing the performance capability of SiGe HBTs. While the
continuous decrease of BV o with scaling for higher fr clearly necessitates care-
ful circuit design, it does not fundamentally exclude the application of SiGe HBT
technologies for long-haul optical transmission systems, or other traditional high
operating voltage applications.
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Chapter 5

Dynamic Characteristics

Due to the presence of Si-SiGe heterojunctions in both the EB and CB junctions,
the device physics of the SiGe HBT fundamentally differs from that of the con-
ventional Si BJT. In this chapter we examine these differences from an ac point
of view, by first reviewing an intuitive picture of how the SiGe HBT operates dy-
namically and, importantly, how its operation differs from that of a comparably
constructed Si BJT. We then address ac charge storage phenomena, make some
fundamental parameter definitions, as well as discuss high-frequency equivalent
circuit models for SiGe HBTs. Using linear two-port theory, we then define the
relevant ac figures-of-merit for assessing and comparing SiGe HBT dynamic per-
formance. We next formally derive the base and emitter transit times of an ideal
SiGe HBT under low-injection conditions. Explicit and implicit assumptions as
well as physically relevant approximations are highlighted throughout the theoret-
ical development. Armed with this knowledge we examine the ac Ge profile shape
and optimization issues, and conclude with a discussion on ECL gate delay and the
impact of SiGe on digital bipolar circuit performance.

5.1 Intuitive Picture

The essential operational differences between the SiGe HBT and the Si BJT are
best illustrated by considering a schematic energy band diagram. For simplicity,
we consider an ideal, graded-base SiGe HBT with constant doping in the emitter,
base, and collector regions. In such a device construction, the Ge content is linearly
graded from 0% near the metallurgical EB junction to some maximum value of Ge
content near the metallurgical CB junction, and then rapidly ramped back down
to 0% Ge. The resultant overlaid energy band diagrams for both the SiGe HBT
and the Si BJT, biased identically in forward-active mode, are shown in Figure 5.1.
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Observe in Figure 5.1 that the grading of the Ge across the neutral base induces a
built-in quasi-drift field in the neutral base, which will (favorably) impact minority
carrier transport.

To intuitively understand how these band edge changes affect the ac operation
of the SiGe HBT, first consider the dynamic operation of the Si BJT. Electrons
injected from the emitter into the base region must diffuse across the base (for con-
stant doping), and are then swept into the electric field of the CB junction, yielding
a useful (time-dependent) collector current. The time it takes for the electrons to
traverse the base (base transit time) is significant, and typically is the limiting tran-
sit time that determines the overall transistor ac performance (e.g., peak f7). At
the same time, the applied forward bias on the EB junction dynamically produces
a back-injection of holes from the base into the emitter. For fixed collector bias
current, this dynamic storage of holes in the emitter (emitter charge storage delay
time) is reciprocally related to the ac current gain of the transistor (f,).

AEg e(x=0)
li l_ AEg ge(grade) = AEg ge(x=Wp) — AEq ge(x=0)
— drift field !

n* Si
emitter

n~ Si
p-Si ~ 7 \ collector
Ve é |
—z 1

Figure 5.1 Energy band diagram for a Si BJT and graded-base SiGe HBT, both
biased in forward active mode at low-injection.

As can be seen in Figure 5.1, the introduction of Ge into the base region has an
important consequence, since the Ge-gradient-induced drift field across the neutral
base is aligned in a direction (from collector to emitter) such that it will accelerate
the injected minority electrons across the base. We are thus able to add a large
drift field component to the electron transport, effectively speeding up the diffusive
transport of the minority carriers and thereby decreasing the base transit time. Even
though the band offsets in SiGe HBTs are typically small by III-V technology stan-
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dards, the Ge grading over the short distance of the neutral base can translate into
large electric fields. For instance, a linearly graded Ge profile with a modest peak
Ge content of 10%, graded over a 50-nm neutral base width, yields 75 mV / 50 nm
= 15 kV/cm electric field, sufficient to accelerate the electrons to near saturation
velocity (vs ~ 1x107cm/sec). Because the base transit time typically limits the fre-
quency response of a Si BJT, we would expect that the frequency response should
be significantly improved by introducing this Ge-induced drift field. In addition,
we know that the Ge-induced band offset at the EB junction will exponentially
enhance the collector current density (and thus f) of a SiGe HBT compared to
a comparably constructed Si BJT. Since the emitter charge storage delay time is
reciprocally related to f, we would also expect the frequency response to a SiGe
HBT to benefit from this added emitter charge storage delay time advantage.

For low-injection, the unity-gain cutoff frequency (fr) in a bipolar transistor
can be written generally as

-1

1 1 | kT W
fr= = | == (Ce+ G+ B+ Te+ 57— +7Cre| . (5.1)
20T, 27 | qlc 2Vsar
where g, = kT/qlc is the intrinsic transconductance at low-injection (g, =

0lc/0VBE), Ci and C;. are the EB and CB depletion capacitances, t; is the base
transit time, 7, is the emitter charge storage delay time, W, is the CB space-charge
region width, vy, is the saturation velocity, and r. is the dynamic collector resis-
tance. In (5.1), 7, is the total emitter-to-collector delay time, and sets the ultimate
limit of the switching speed of a bipolar transistor. Thus, we see that for fixed
bias current, improvements in 7, and 7, due to the presence of SiGe will directly
translate into an enhanced f7 and f,,,, of the transistor at fixed bias current.

5.2 Charge Modulation Effects

At a deep level, transistor action, be it for a bipolar or field-effect transistor, is
physically realized by voltage modulation of the charges inside the transistor, that
in turn leads to voltage modulation of the output current. The voltage modulation
of the charges results in a capacitive current which increases with frequency. The
bandwidth of the transistor is thus ultimately limited by various charge storage
effects in both the intrinsic and extrinsic device structure. Exact analysis of charge
storage effects requires the solution of semiconductor transport equations in the
frequency domain. In practice, charge storage effects are often taken into account
by assuming that the charge distributions instantly follow the changes of terminal
voltages under dynamic operation (i.e., a "quasi-static" assumption).
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The first charge modulation effect in a SiGe HBT is the modulation of space
charges associated with the EB and CB junctions. Voltage changes across the EB
and CB junctions lead to changes of the space-charge (depletion) layer thicknesses
and hence the total space charge. The capacitive behavior is similar to that of a
parallel plate capacitor, because the changes in charge occur at the opposing faces
of the space charge layer (which is depleted of carriers under reverse bias) to neu-
tral region transition boundaries. The resulting capacitances are referred to as EB
and CB "depletion" capacitances. Under high-injection conditions, the modula-
tion of charges inside the space charge layer becomes significant. The resulting
capacitance is referred to as the "transition" capacitance, and is important for the
EB junction since it is forward biased. Under low-injection conditions, the CB
capacitance is similar to that of a reverse biased pn junction, and is a function of
the CB biasing voltage. At high injection, however, even in forward-active mode,
the CB capacitance is also a function of the collector current, because of charge
compensation by mobile carriers as well as base push-out at very high injection
levels.

The second charge modulation effect is due to injected minority carriers in the
neutral base and emitter regions. To maintain charge neutrality, an equal amount of
excess majority carriers are induced by the injected minority carriers. Both minor-
ity and majority carriers respond to EB voltage changes, effectively producing an
EB capacitance. This capacitance is historically referred to as "diffusion” capac-
itance, because it is associated with minority carrier diffusion in an ideal bipolar
transistor with uniform base doping.

What is essential in order to achieve transistor action is modulation of the out-
put current by an input voltage. The modulation of charge is just a means of mod-
ulating the current, and must be minimized in order to maintain ideal transistor
action at high frequencies. For instance, a large EB diffusion capacitance causes a
large input current which increases with frequency, thus decreasing current gain at
higher frequencies. At a fundamental level, for a given output current modulation,
a decreased amount of charge modulation is desired in order to achieve higher op-
erating frequency. A natural figure-of-merit for the efficiency of transistor action
is the ratio of output current modulation to the total charge modulation
5.2)

790,
which has dimensions of time and is thus called "transit time." Here, O, refers to
the integral electron charge across the whole device, and can be broken down into
various components for regional analysis. The partial derivative in (5.2) indicates
that there is modulation of both charge and current, and is thus necessary. A pop-
ular but incorrect definition of transit time leaves out the derivatives in (5.2), and
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instead uses the simple ratio of charge to collector current. The problem with this
common formulation can be immediately deduced if we consider the resultant 7.,
of an npn bipolar transistor, where Q,, is dominated by the total number of emitter
dopants. The use of z,. = Q,/I¢ thus leads to an incorrect transit time definition,
since it produces a transit time that is independent of the base profile design, and is
clearly nonphysical. Equation (5.2) can be rewritten using the input voltage as an
intermediate variable

_0Ic/0VBE _ gm

= 30, /VeE G ©3)

Tec

where C; is the total input capacitance, and g,, is the transconductance. C; can
be divided into two components Cy, = 00,/0Vpg and Cp. = 00Q,/0Vpc. The
transit times related to the neutral base and neutral emitter charge modulation are
the base transit time and the emitter transit time, respectively. The base charge
modulation required to produce a given amount of output current modulation can
be decreased by introducing a drift field via Ge grading, thereby reducing the base
transit time and extending transistor functionality to much higher frequencies. This
Ge-grading-induced reduction in charge modulation is the fundamental reason why
SiGe HBTs have better frequency response than Si BJTs. Ge grading is simply a
convenient means by which we reduce the charge modulation.

5.3 Basic RF Performance Factors

Figure 5.2 shows a small-signal high-frequency equivalent circuit for a bipolar
transistor, which we use here to discuss transistor RF performance. For simplicity,
we have neglected the emitter resistance, the collector resistance, and the output
resistance due to Early effect. Here, the EB capacitance Cp, is the sum of the
EB diffusion capacitance g,7; and the EB depletion capacitance C;., while g, =
qlc/kT, and gp. = gm/ B, relationships which hold for an ideal transistor.

5.3.1 Current Gain and Cutoff Frequency

The high-frequency current amplification capability of a SiGe HBT is typically
measured by the small-signal current gain for a shorted output termination (i.e.,
hy1). Imagine driving the base terminal with a small-signal current i, = ige/®’, and
now short-circuit the output (collector), as shown in Figure 5.3. The node voltage
vy then equals

1

Vp = - ip.
&he + j(Cpe + Cpe)

5.4)
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Figure 5.2 A simple high-frequency equivalent circuit model.
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Figure 5.3 Equivalent circuit model used for the A;; derivation.

The effective capacitive load for the input due to Miller capacitance Cj, is still
Cp because of the "zero" voltage gain resulting from the short-circuited output.
Because the reverse-biased CB junction capacitance is far smaller than the forward-
biased EB junction capacitance, we can neglect its contribution to the output cur-

rent i,
8m

; ip.
&he + j(Cpe + Cpe)

(5.5)

Ie & EmVh =
Therefore, we have

hyy = € &m P

. = - = , ~ (5.6)
ip lve=0  gpe + j(Cpe + Cpe) 1+ j(Cpe + Cpe)/8be

Note that /iy, is constant at low frequencies, and then decreases at higher frequen-
cies. Obviously, the imaginary part increases with w, and dominates at high fre-
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quencies. Under these conditions the above equation becomes

Em
hy = —————, 5.7
1T jo(Cre + Cro) 7
which is equivalent to
i f = 2L, (5.8)
Em
=—=" 5.9
IT = 22(Ce+ Coo) e

The |hy; x f| product is a constant over the frequency range where these assump-
tions hold. This constant is referred to as fr, the transition frequency, or more
commonly, the cutoff frequency. In practice, fr is extracted by extrapolating the
measured |hy;| versus frequency data in a range where a slope of -20 dB/decade is
observed. The frequency at which the extrapolated |h;;| reduces to unity is defined
to be fr (i.e., the unity gain cutoff frequency). Practically speaking, the extrapola-
tion is necessary here because we are usually not interested in operating transistors
at the frequency of unity current gain, which can be different from the extrapolated
fr, depending on parasitics and other factors. Instead, we are interested in the gain
available at much lower frequencies where the current gain is much higher than
unity. In the frequency range where |h;1] rolls off at -20 dB/decade, |h;1| can be
easily estimated as fr/f. !

State-of-the-art SiGe HBTs exhibit f; values above 200 GHz [1], which is
much higher than the operating frequencies of the bulk of existing wireless sys-
tems, which are typically below 10 GHz. In this case, caution must be exercised
in estimating |hy;| from fr, because the operating frequency f may be below the
frequency range over which |hy; x f| = fr. In this case, we then need to resort
to (5.6) which applies to all frequencies below fr and can be rewritten as follows
using (5.9)

p

hh = ———, 5.10

ST 610
_Jr

fs= 5

Here, |hy1| is equal to f at low frequencies, reduces by 3dB at f = f3 = fr/f, and
then drops off with increasing f at a theoretical slope of -20 dB/decade. Hence, for

"We note that for the very high fr SiGe HBTs being realized today (200+ GHz), instrumentation
limitations place a practical upper bound on directly measuring fr in any case, since the highest
reliable measurement frequencies are in the 110-GHz range for commercially available test systems.
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a SiGe HBT with fr = 100 GHz and g = 100, the 3 dB frequency is f3 = 1 GHz.
For a design frequency of 2 GHz, which is close to f;, (5.11) needs to be used for
|ho1| estimation instead of fr/f. Figure 5.4 shows an example of measured /)
versus frequency from 2 to 110 GHz for a SiGe HBT. The extrapolated f7 is 117
GHz. A noticeable deviation from the 20-dB/decade straight line fit is observed
below 7 GHz, necessitating the use of (5.11) for hy; estimation. Note as well that
a deviation from the 20-dB/decade slope is observed above 40 GHz.

50 T

40F

30

20

Ih,, I (dB)

—-20dB/decade

-10 ! !
10° 10’ ?
frequency (GHz)

fT=1 16.7GHz

Figure 5.4 Measured |hy;| versus frequency for a state-of-the-art SiGe HBT.

The simple model presented above captures the magnitude of hy; at high fre-
quencies with reasonable accuracy, but does not describe the phase of /| partic-
ularly well, because of non-quasi-static effects. The phase of hy; is important,
for instance, for the design of feedback amplifiers and oscillators. A simple yet
effective fix is to replace the transconductance g, in Figure 5.2 with a complex
transadmittance y,,

Em

- __&m 5.11
T4/ fn ©-11)

Ym

where fy ~ 3/2nts, with 7, being the forward transit time (the sum of base,
emitter, and collector transit times: 7, + 7. + 7). In the case of the data above, the
overall phase correction to 4y is approximately 18 degrees at f = fr.
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5.3.2 Current Density Versus Speed

The fundamental nature of SiGe HBTs require the use of high operating current
density in order to achieve high speed. The operating current density dependence
of fr is best illustrated by examining the inverse of fr using (5.9)

I Cpe+ Cpe

= 512
s e (>-12)

Since Cpe = gnTs + Cie, Cphe = Cye, and g, = gl /kT, (5.12) can be rewritten as

1 kT
= —0C;, 5.13
fr - >-13)

where C; = Cy, + Ci.. Since both C;, and C;, are proportional to emitter area,
(5.13) can be rewritten in terms of the biasing current density J¢ as
1 kT

=1+ —C, (5.14)
2nfr gl !

where C; = C;/Ag is the total EB and CB depletion capacitances per unit emitter
area, and Jo = I¢/Ag is the collector operating current density. Thus, the cutoff
frequency fr is fundamentally determined by the biasing current density J¢, inde-
pendent of the transistor emitter length. For very low J¢, the second term is very
large, and f7 is very low regardless of the forward transit time 7. With increasing
Jc, the second term decreases, and eventually becomes smaller than 7. At high
Jc, however, base push-out (Kirk effect, refer to Chapter 6) occurs, and 7 itself
increases with J¢, leading to fr roll-off. A typical fr versus J¢ characteristic is
shown in Figure 5.5 for a first generation SiGe HBT.

The values of 7 and C; can be easily extracted from a plot of 1/27z fr versus
1/Jc, as shown in Figure 5.6. Near the peak fr, the 1/2x fr versus 1/J¢ curve
is nearly linear, indicating that C; is close to constant for this biasing range at high
fr. Thus, C,’ can be obtained from the slope, while 7, can be determined from the
y-axis intercept at infinite current (1/J¢ = 0).

To improve f7 in a SiGe HBT, the transit time 7y must be decreased by using
a combination of vertical profile scaling as well as Ge grading across the base. At
the same time, the operating current density J¢ must be increased in proportion in
order to make the second term in (5.14) negligible compared to the first term (7).
That is, the high f7 potential of small 7 transistors can only be realized by using
sufficiently high operating current density. This is a fundamental criterion for high-
speed SiGe HBT design. The higher the peak fr, the higher the required operating
Jc. For instance, the minimum required operating current density has increased
from 1.0 mA/um? for a first generation SiGe HBT with 50-GHz peak fr to 8-10
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Figure 5.5 A typical fr — Jc behavior for a SiGe HBT.

mA/um? for >200-GHz peak fr third generation SiGe HBTs [1]. Higher current
density operation naturally leads to more severe self-heating effects, which must
be appropriately dealt with in compact modeling and circuit design [2]. Electro-
migration and other reliability constraints associated with very high J¢ operation
have also produced an increasing need for copper metalization schemes.

In order to maintain proper transistor action under high J¢ conditions, the col-
lector doping must be increased in order to delay the onset of high injection ef-
fects. This requisite doping increase obviously reduces the breakdown voltage. At
a fundamental level, trade-offs between breakdown voltage and speed are thus in-
evitable for all bipolar transistors (Si, SiGe, or III-V). Since the collector doping
in SiGe HBT is typically realized by self-aligned collector implantation (as op-
posed to during epi growth in III-V), devices with multiple breakdown voltages
(and hence multiple f7) can be trivially obtained in the same fabrication sequence,
giving circuit designers added flexibility.

Another closely related manifestation of (5.14) is that the minimum required
Jc to realize the full potential of a small 7/ transistor depends on C;. Both Cj,
and C;, thus must be minimized in the device and are usually addressed via a
combination of structural design, ground-rule shrink, and doping profile tailoring
via selective collector implantation. This reduction of C;, is also important for
increasing the power gain (i.e., maximum oscillation frequency — fax)-
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Figure 5.6 Illustration of C; and 7 extraction in a SiGe HBT.

5.3.3 Base Resistance

Observe that the base resistance r, does not directly enter the hy; expressions,
simply because rp is in series with the ideal transistor (without r). In practice,
however, r, limits transistor power gain and noise performance, because it con-
sumes input power and produces thermal noise directly at the base terminal, the
worst possible place for the location of a noise source! As a result, minimization
of the various components of the base resistance is a major challenge in SiGe HBT
structural design, fabrication, and process integration. The base resistance is a key
parameter for both process control and circuit design, and deserves careful atten-
tion. Unlike many bipolar parameters, base resistance is particularly challenging
(and time consuming) to extract in a robust manner.

A popular technique to extract r} is to use the input impedance with a shorted
output, which by definition is equal to 4;;. An inspection of Figure 5.3 shows

1
8be + chl '
C; = Che + Cpe. (5.15)

hi = Zin|v£=0 =rp+
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The real and imaginary parts of h;; are

8be
gr, + (0C))?
COC,‘
g5, + (0C;)?

x=R(hy)=rp+

y=S(h) =- (5.16)

Using (5.16), one can easily prove that the (x, y) ordered pairs at different frequen-
cies form a semicircle on the complex impedance plane

(x = x0)* +y* = 1%, (5.17)
x0=rb+1/2gbe r= 1/2gbe-

The (x, y) impedance point moves clockwise with increasing frequency. The base
resistance is then determined to be the high frequency intercept between the fitted
impedance semicircle and the real axis, which appears on the left. This is the so-
called "circle impedance" base resistance extraction method. In the above analysis,
the emitter resistance r, is neglected for simplicity, but it can be shown that the
extracted r; is actually the sum of the transistor r, and r,. Figure 5.7 shows an
example of such an r;, extraction for a typical first generation SiGe HBT with an
effective emitter area of 0.5 x 40 um?. The h;; data was measured from 0.5 to
15 GHz in order to make a meaningful fit to a semicircle. Choosing a proper
measurement frequency range is important in reliable rj, extraction, as can be seen
from Figure 5.7. In this case, had we used a frequency range of 15-50 GHz, the
data would have formed only a tiny portion of the semicircle, making fitting and rp
extraction much more difficult. Deviation from circular behavior is often observed
at frequencies close to fr, and those data should be discarded in the rj, extraction.
Given the I dependence of fr, the frequency range over which rj extraction is
made can be varied with I¢ to order to obtain an accurate /¢ dependence of rp,
which is needed in compact modeling.

5.3.4 Power Gain and Maximum Oscillation Frequency

The base resistance directly reduces the transistor power gain because the input
current flows through rp, resulting in a loss of input power. In the previous dis-
cussion on current gain, the output termination is a short circuit, which gives the
highest ac current gain. The highest ac power gain, however, is achieved when
the transistor output is terminated with an impedance that is the conjugate of the
output impedance. Several power gains can be defined in this case, depending on
the choice of power levels for the input and output. Let us consider the operating
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Figure 5.7 Extraction of r; using the circle impedance method. The measured 4
data forms a semicircle. The frequency increases clockwise.

power gain first, which is defined as the ratio between the power delivered to the
load and the power delivered to the transistor base.

We first determine the transistor output impedance by applying a test voltage
Veesr to the transistor output, as shown in Figure 5.8(a). At high frequencies, the
conduction between node B’ and E mainly occurs through Cy,, and the r, + Z; can
be approximated by an open circuit. This is clearly an approximation that holds
only at sufficiently high frequencies. Under these conditions, v is simply related
to Vses¢ through voltage division by Cp, and Cj,

C C
Xy e, (5.18)

V= —————
Cbc + Cbe Cbe

where the approximation is justified since Cp, > Cp.. We further assume that the
current through Cp, remains small and negligible compared to g,,v,. Using (5.18),
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the output impedance is found to be

7o Viest  Viest _ 1 Chpe
out — = ~ -

Ltest EmVb &m Che

(5.19)

The output impedance at sufficiently high frequencies is resistive, and inversely
proportional to Cp.. Therefore, Cy. needs to be minimized in order to increase the
output impedance and thus increase the maximum power gain.

n) |C‘;C itest
NN | C <
I:I ZS C;,e;:vb ngb @ vtest
(a)
i |C; i
Z NN | C
N __+ Cbe 1
Cbe/\vb 8nVp § R = C, g
(b)

Figure 5.8 (a) High frequency output impedance calculation used in the f,x
derivation, and (b) the equivalent circuit used for the f,,, derivation.
The output is conjugate-matched.

Next we terminate the output with the conjugate of Z,,,, which remains a re-
sistance, and drive the input with a source impedance of Z;, as shown in Figure
5.8(b). At sufficiently high frequency, the input power looking into the base is
mainly the result of power consumption by the base resistance. The operating
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power gain is thus

. 2 . 2
P, R 1 C
Gp,max =2 = <l_c> == (l—c> — ke . (5.20)

i) rp in ) &m Chcrp

Once again, we assume the current through Cp,. is negligible compared to g,,vs,
which leads to

ic = &mVp, (521)

1 Cpe Chpe
Ve EmVp I\ 8mVb 2 Che Coe Vb ( )

The input current ip is the sum of currents through Cp, and Cp,
ip = joCpevp + joCpc(vp — ve) = j2Cpevy, (5.23)
where (5.22) was used. Substitution of (5.23) and (5.21) into (5.20) gives

1 gy 1 1 1
G = = w , 5.24
P 402 Cpe Coery 4a? T Cherp (5:24)

where fr = gn/27Cp, was used. Equation (5.24) can be rewritten in terms of f
and fr instead of w and ot to give

fr%:ax
GP,max = f2 s (5-25)
ST
max = ) 5.26
f 87ercrb ( )

The maximum operating power gain G, nq 18 thus inversely proportional to f 2
and decreases to unity when f = f.y, the so-called "maximum oscillation fre-
quency." A larger fr, a smaller rp, and a smaller Cy, are clearly desired to increase
the maximum power gain, which is realized by conjugate matching of the output
impedance. In practice, fqy iS determined from the maximum available power
gain (G4 max), Which can be proven to be identical to the maximum operating power
gain G mayx, as well as the maximum transducer power gain Gy qx, When there ex-
ists simultaneous conjugate matching at both the input and the output. More detail
on the significance of these various power gains will be described in the following
sections.
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5.4 Linear Two-Port Parameters

The small-signal RF performance of a SiGe HBT is typically described by a set
of two-port parameters, including Z-, Y-, H-, ABCD-, and S-parameters. These
parameters can be easily converted from one to another through matrix manipula-
tion. For equivalent circuit based analysis, the Y -parameters are usually the most
convenient, while for RF and microwave measurements, the scattering parameters
(S-parameters) are almost exclusively used for practical reasons. Note that all of
the various two-port parameters represent the same electrical network, but simply
use different dependent and independent variables, including voltages, currents, or
traveling waves, as shown in Figure 5.9.

a a
I, ; (Iz :1 =
Vi .2 H Vv, b, S b,

(a) (b)

Figure 5.9 (a) Y-, Z- or H-parameters describe the relations among terminal cur-
rents and voltages of a linear network. (b) S-parameters describe the re-
lations between the voltage waves, defined as independent linear com-
binations of terminal currents and voltages.

5.4.1 Z-Parameters

Using Iy, I, as independent variables and V7, V, as dependent variables, the Z-
parameters are defined by

Vi Zy Zi\ (6§
= . 5.27
<Vz> <Zzl Zn) \I (5:27)
Note that I or I can be set to zero by terminating the input or output with an open
circuit. The Z-parameters can then be determined. For instance, Z; = V1 /11|1,=o0.
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5.4.2 Y-Parameters

Using V1, V; as independent variables, and Iy, I> as dependent variables, the Y-
parameters are defined by

I, Yiu Yo\ ("
= . 5.28
<Iz> <Y21 Y22> <V2> (5:28)
The Y -parameters can be determined using short-circuit terminations at the input
or the output.

5.4.3 H-Parameters

Using I, V» as independent variables, and I, V| as dependent variables, the H-
parameters are defined by

" H;, Hp\ (L
= ) 5.29
<Iz> <H21 sz) <Vz> (5.29)
Hj; is essentially the input impedance with the output short circuited (V, = 0),
and Hp; is the current gain I,/I; with the output short circuited. Hy; is used to

extract the base resistance, and Hj; is used to extract fr. Measurement of the
H -parameters involves setting 11 and V; to zero.

5.4.4 S-Parameters

At high frequencies, accurate open and short circuits are extremely difficult to
achieve because of the inherent parasitic inductances and capacitances. Conse-
quently, the device under test (DUT) often oscillates with open or short termina-
tions. The interconnection between the DUT and test equipment is also compara-
ble to the wave length, requiring the consideration of distributive effects. Because
of these practical difficulties, .S-parameters were developed and are almost exclu-
sively used to characterize transistor RF and microwave performance.
S-parameters contain no more and no less information than the Z-, Y-, or
H -parameters introduced above. The only difference is that the independent and
dependent variables are no longer simple voltages and currents. Instead, linear
combinations of the simple variables are used to produce four "voltage waves,"
which contain the same information since they are chosen to be linearly indepen-
dent. These combinations are chosen such that they can be physically measured
at high frequencies using transmission line techniques. One can understand this
formulation as a simple transform of the Y-, Z- or H-parameters into a new form,
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just like one can transform an impedance Z to a voltage reflection coefficient I'

YA
I'= ,
Z+ Z

(5.30)

where Z is a characteristic impedance. Such a transform from Z to I is extremely
useful in studying transmission lines, and the various definitions of two-port pa-
rameters provide a similar utility.

The newly defined voltage wave variables ay, by, a;, and b, are shown in Figure
5.9(b), where a indicates incident, and b indicates reflection or scattering. The
waves are related to port voltages and currents by

_Vi+ Zoly

24/Z

=2l
N7

a) = ————, (5.33)

ai

(5.31)

b (5.32)

by = 2272072 (5.34)

The voltage waves are defined using voltages and currents for a characteristic
impedance Zj, similar to the definition of I" in transmission lines. These voltage
waves are not "voltages" per se, but voltages normalized to a 2\/70 term such that
when squared they have dimensions of power. The voltages a; and a, are called
the incident waves, and b; and b, are called the scattered waves. The scattered
waves are related to the incident waves by a set of linear equations, just as the port
voltages are related to the port currents by the Z-parameters

bi\ _ (Su Si) (a
<b2>_<S21 522> <02>~ (5.35)

The coefficients of these relationships are the S-parameters. One can mathemati-
cally prove that the resulting .S-parameters are unique for a given linear network,
just as they are for the Z-, Y-, and H -parameters.

The measurement of S-parameters involves setting a; and a; to zero, which is
easily accomplished by terminating the ports with Zj. For instance, to set a, = 0,
we terminate port 2 with Zy. As a result, v = —1I>Zj, and thus a; = 0 according
to the definition of a,. Using the definitions of a; and by, S1; is then obtained as

by WW-0LZy Zino—2Zo

Si1=—= = , (5.36)
aa WNi+hZy Zuo+Zo
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where Z;, 0 = V1 /1 is the input impedance with Z; = Z,. We see then that S,
is therefore simply the reflection coefficient corresponding to the input impedance
when the output is terminated with Z,. The required condition for S-parameter
measurements is hence termination with the proper characteristic impedance, just
as for short-circuit termination for Y-parameters, or open-circuit termination for
Z-parameters. Similarly,

b
521=—2

_Vz—Izzo_2 V _22

= = = , (5.37)
a Vi+1LZy Wi+1, 2y Vs

where Vi = V| + 11 Zj is equal to the source voltage if a source impedance Z is
chosen to be Zj, as illustrated in Figure 5.10. We note that Z; = Zj is indeed
used in practical S-parameter measurements. We see that .Sy is simply twice the
ratio of V,,; to Vs for a Zy source and a Zgy load. This relationship provides a
simple means of calculating .S3; and S1; using the transistor equivalent circuit, and
understanding the physical meanings of S»; and .S in terms of impedance and
voltage gain, which are familiar to analog designers. Another physical meaning of
Sy is that |8 |2 gives the transducer gain for a Z source and Z load.

DUT

Figure 5.10 A simple method of calculating .S, and S3;. With a Zj drive and a
Zy load, Sy is the input reflection coefficient looking into port 1, and
Sh1 is twice the voltage gain V; / V.

The measurements of Sy, and S, are similar. We terminate port 1 with a Z
load, and drive port 2 with a Zy source. Sy, is essentially the output reflection
coefficient looking back into the output port for a Zj source termination, Sy, is
the reverse gain, and |S12|2 is the reverse transducer gain for a Z source and a Z
load.
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Because of their intuitive relationship to the reflection coefficients, .S1; and
S, are conveniently displayed on a Smith chart, while S»; and Sy, are typically
displayed on a polar plot. Figure 5.11(a) and (b) show an example of the .S7; and
851 measured from 4 to 40 GHz for a SiGe HBT. Two collector currents of 1.26
mA and 25.0 mA are shown, with Ve = 1 V. We see that the .S, for a bipolar
transistor always moves clockwise as frequency increases on the Smith chart. The
S11 data at higher I¢ in general shows a smaller negative reactance, because of the
higher E B diffusion capacitance. The .S>; magnitude decreases with increasing
frequency, as expected, because of decreasing forward transducer gain, while .S
is larger at higher I¢ because of the higher fr at that bias current. It follows from
the above discussions that the .S-parameters of a SiGe HBT will intimately depend
on the transistor size, biasing condition, and operating frequency.

S, A=05x20x2 it m 2 siGe HBT S, A =0.5x20x2 1 m ?, SiGe HBT
90

15

"] =25.07mA:
I 5.0 mHEH 10
daHz By

150 30

o~y

180

210\ /330

270

(b)

Figure 5.11 Example plots of (a) .S1; and (b) 521 measured data for a SiGe HBT.
Two traces are for Ic = 1.26 and 25 mA, with Vegp = 1 V. The
frequency range is from 4 to 40 GHz, and Ag = 0.5 x 20 x 2um?.

5.5 Stability, MAG, MSG, and Mason’s U

5.5.1 Stability

One of the problems encountered in high frequency transistor amplifier design is
oscillation, which can occur when the resistive input or output is negative. Negative
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resistance or conductance means that when a voltage is applied, the current flows
from the lower potential end to the higher potential end, as in a battery. Negative
resistance is indeed intentionally introduced in oscillator design, but is undesirable
for amplifier design. Consider the general purpose transistor amplifier terminated
with a Y; = G + jB;s source and a ¥; = G; + jB; load in Figure 5.12(a). Using Yj
and Y; as "boundary conditions" to I = YV, the input and output admittances are
found to be

Y1272
Y; Y — 5.38
in 11 Yl T Y22 ( )
Y21 Y12
Y =Yy — ——. 5.39
out 22 Ys T Yll ( )

Notice that Y;, depends on Y}, and in general Y,,,; depends on Y;. These interactions
are weak when Y}, is small (i.e., if Y, = 0, Y;, = Yj1, and Y, = Y2,). This
condition is called the "unilateral assumption."

v

(a) (b)

Figure 5.12 (a) Input and output admittance of an amplifier with Y source and Y}
load terminations. (b) Various power definitions of interest in ampli-
fier design.

The amplifier is likely to oscillate when R(Y;,) or R(Y,,) is negative. The
transistor is said to be "unconditionally" stable if both R(Y;,) and R (Y,,,) are posi-
tive for any positive values of G5 and G;. In other words, any passive load or source
must produce a stable condition. Thus, the device is unconditionally stable if

_ 2G11G22 - sR(YIZYZI)
|Y21Y12]

> 1, (5.40)

where G] and G, are the real parts of Y| and Y;;,. Here, K is the "Rollett stability
factor" and is equal to the inverse of the "Linvil stability factor." When the 0 <
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K < 1, amplifier stability can still be achieved by adding a parallel resistor with
the output. The idea is to increase R(Y,yr), which often increases R(Y;,) as well.
Adding a resistor to the input works the same way, but degrades the overall noise
figure, and is a less desirable approach. This K factor has direct implications on
the various power gains, as detailed below.

5.5.2 Power Gain Definitions

A number of power gains can be defined to characterize the power transmission of
a transistor amplifier. Consider the general purpose transistor amplifier shown in
Figure 5.12(b) with a Y; source and Y; load. Four powers can be identified:

e P, . power available from the source;

e P,: power delivered to the amplifier input;

e P, ,: power available from the amplifier output;
e P;: power delivered to the load.

The power transmission gain is usually expressed by one of the following gains:

P,
G, = P—[ operating power gain, (5.41)
in
Pav,o . .
G, = available gain, (5.42)
Pav,s
Py .
G, = transducer gain, (5.43)
P[IV,S

where G, is useful for power amplifiers, G, is useful for low-noise amplifiers, and
G, is useful for cascaded circuits. All of these gains can be expressed as a function
of the transistor Y -parameters Y; and Y}, through straightforward circuit analysis.
For instance, G; is given by

4G,G)| Y |?
|(Ys + Y1) (Y; + Yoo) — Y12 Yo |?

(5.44)

t =

5.5.3 MAG and MSG

Of particular interest is simultaneous conjugate matching at both the input and the
output
Y, =Y, (5.45)
Y =Y, (5.46)
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As a result, P,, s = Py, and P,,, = P, and thus G,, G,, and G; are equal
to each other, and maximized. Therefore, "maximum available gain" (MAG or
Gy max), "Mmaximum operating power gain" (Gpmax), and "maximum transducer
gain" (Gy mqy ) are all identical when simultaneous conjugate matching exists. This
fact justifies the use of G e in our previous derivation of f,,. Because of the
interaction between input and output, only one particular Y; and Y; combination
gives simultaneous conjugate matching. Solving (5.45) and (5.46) leads to

Y, Y-
G, = M\/K2 —1 (5.47)

2Gy
S(Y12Y21)
B, =-B _— 5.48
s 1+ 262 (5.48)
Y10 Y
G, = bP: 21|\/1<2— 1, (5.49)
2G11
I(Y12Y21)
B, =—By + ——, 5.50
] o) G (5.50)

where G;; and B;; are real and imaginary parts of Y;;, and Y;; = G;; + jB;;, i, j =
1,2, and K is the stability factor. Using the above expressions and (7.32), the
maximum gain can be derived as

[Y21]

MAG = Ga,max = Gp,max = Gt,max =
Y12

(k-VK2-1). (5.51)
Problems arise, however, when K < 1. In this case G, and G,, and hence MAG,
are undefined for a negative argument to the square root. That is, simultaneous
conjugate matching does not exist when K < 1. In such cases, the transistor must
be stabilized by adding resistors at the input or output port, or by adding feedback.

In the absence of MAG, the first term in the MAG expression can be used as a

figure-of-merit for the transistor. This figure-of-merit is called the maximum stable
gain (MSG), and is equal to the MAG that would be obtained for K = 1, or

Yl 1S

MSG = — = ——.
[Yi2|  [S12]

(5.52)

When K is equal to 1, MSG=MAG. When K is very large, a large margin of
stability results, and the maximum available gain goes to zero. Thus, a fundamental
tradeoff between stability and gain must be made in transistor circuit design. We
note that MSG can be calculated even when K > 1 or MAG exists. Stablization
can be accomplished by adding input and/or output shunt resistors. The idea is to
increase the real parts of Y;, and Y,,, without affecting MSG.
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5.5.4 Mason’s Unilateral Gain

In transistor amplifier design, a zero reverse transmission gain is often desired.
This requires S1» = 0 or Yo = 0 or Z15 = 0, which can be obtained by adding a
feedback network around the transistor. Ideally, this feedback network should be
loss-less. The transistor is then said to be "unilateralized." Inevitably, the Y-, Z-,
or S-parameters of the resulting unilateralized transistor circuit are different from
the two-port parameters of the original transistor. The MAG of the unilateralized
transistor circuit that uses loss-less feedback is defined to be "Mason’s unilateral
gain" (U), and is related to the Y -parameters of the original transistor by [3]

Y21 — Yio|?
4(G11Gn — G12G2y)

U (Mason) = (5.53)
We note that the original derivation was made using Z-parameters. The expression
has the same form as that shown above, except that all the Y's and G's are replaced
by Zs and Rs.

In practice, transistor maximum oscillation frequency f,x is often defined as
the frequency at which the -20 dB/decade extrapolation of U drops to unity. Be-
cause U is the MAG of the unilateralized transistor circuit and hence contains a
(loss-less) feedback network, we naively expect U to be different from the MAG of
the transistor itself, as is often observed experimentally. The other impact of uni-
lateralization is that the resulting transistor circuit is often unconditionally stable,
even if the transistor itself is potentially unstable. As a result, MAG of the unilater-
alized transistor circuit, which is the U of the transistor by definition, exists, even
if the MAG of the transistor itself does not exist. The loss-less feedback network
needed for unilateralization is in general dependent on frequency, and is therefore
narrow band. Clearly U is not necessarily the highest gain obtainable from the
transistor. One can design networks around the transistor to produce gain higher
than U, but with a correspondingly worse reverse isolation.

5.5.5 Which Gain Is Better?

A practical question presents itself. Which gain definition makes better sense, and
should be used for experimental f,,, extraction? This issue has emerged as a fairly
contentious issue in the literature since some groups use U, while other groups use
MAG, and the results are often quite different. From a practical standpoint, U is
easier to extract (and is often less noisy), because U in general exists and can be
measured at relatively lower frequencies. On the other hand, MAG often does not
exist at lower frequencies, and requires measurements up to higher frequencies.
For wireless designs targeted for a few gigahertz, there is a good chance that MAG
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does not exist. This is true, for instance, in SiGe HBTs with fr above 100 GHz.
In these situations, U is certainly more physical than MSG, which is the MAG for
a stabilization that produces K = 1, the realization of which requires the use of
input and/or output shunt resistors that are lossy. From a theoretical standpoint,
U represents the MAG of a well-designed transistor circuit that has zero reverse
transmission (i.e., perfect reverse isolation), while MAG is just the MAG of the
transistor itself, as is, which may not even exist at the design frequency of interest.

Figure 5.13 shows the measured MAG, MSG, and Mason’s U versus frequency
for a SiGe HBT biased near its peak fr. Observe that MAG exists only at higher
frequencies where the K stability factor is larger than 1, while MSG and U exist
at all frequencies measured. The measured values of MAG and U are fairly close
over a large frequency range where both MAG and U decrease at a slope of -20
dB/decade. The f,, extracted from MAG and Mason’s U are 96.2 and 113.4
GHz, respectively. 2

50 ‘
| o MAG
| .« MSG
. | x Mason’s U (MUG)
a0k Potentially Unstable <— a
(K<1) — Unconditionally Stable
} (K>1)
|
30+ Mason’s U ! i
|
MSG }
|
20 |

10+
-20 dB/decad\ -20 dB/decade

fitting

MAG, MSG and Mason's U (dB)

-10 . L
10 10 10
frequency (GHz)

Figure 5.13 Measured MAG, MSG, and Mason’s U versus frequency for a SiGe
HBT biased near peak fr.

2The foax extracted from U data is almost always found to be higher than that extracted from
MAG data, and hence has been logically selected by many groups as the favored approach! In light
of the discussion above, however, reason would suggest that both numbers should be presented for
any given technology.
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Recall that we derived the classical f,,, expression using MAG. We state
here without proof that the use of Mason’s U results in the same f,,,x expression.
An important underlying assumption responsible for this "agreement" between the
two definitions is that the simple transistor equivalent circuit used in the derivations
continues to hold for both. The most significant assumption here is that all of the
CB capacitances are placed between the intrinsic base and collector nodes. An
extrinsic capacitance that appears between the extrinsic base and collector nodes
can significantly degrade MAG, but not Masons’s U. It does not affect Mason’s
U because any capacitances between the extrinsic terminals can be neutralized
by inductances during unilateralization. This can also be readily understood from
(5.53), because a capacitance between the external C and B nodes does not change
the real parts of all the Y -parameters, and the changes to the imaginary parts of Y},
and Y»; are identical and cancel out.

We again emphasize that the source and load termination networks as well
the feedback network required to achieve MAG and U are narrowband by defini-
tion. Therefore, these gains are not naturally good figures-of-merit for high-speed
circuits used in optical communications systems with data rates above, say, 10
Gb/sec. For a given HBT technology, the degree of agreement between the f,4x
extrapolated from Mason’s U and MAG depends on whether the CB capacitance is
dominated by the intrinsic CB capacitance.

5.5.6 fr Versus f,.. Versus Digital Switching Speed

There is often heated debate concerning whether fr or f.x is a better speed or
bandwidth figure-of-merit. Device design can be tailored for either high fr or high
Sfmax- A careful inspection of the definition of fr and f,,.x, however, can resolve
this confusion. By definition, fr is the extrapolated frequency at which the small-
signal current gain with a shorted output termination is reduced to unity, while f,,x
is the extrapolated frequency at which the small-signal power gain with conjugate
matching terminations at both input and output is reduced to unity. Therefore,

e Both fr and f,,, are narrowband small-signal parameters, and strongly de-
pend on biasing current and voltage. Hence, they cannot directly predict the
performance of large-signal circuits, such as digital circuits, or broadband
circuits. They also require specific terminations and/or feedback networks.

e Ring oscillator speed or frequency divider data are more direct and accurate
measures of digital switching speed. For instance, a record ECL ring oscil-
lator gate delay of 4.3 psec was achieved using 210-GHz peak f7 SiGe HBT
technology [4].
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e Both fr and f.. are frequency domain small-signal parameters. They do
not contain any phase information for the input-output relations, or informa-
tion regarding the time domain transient response, which is clearly important
for many circuits (for ringing, etc.).

From an RF and analog circuit design standpoint, different circuits have different
requirements on fr and fax [5]:

e For tuned ICs (e.g., RFICs or monolithic microwave ICs (MMICS)), finax
sets the gain and maximum operating frequency, but a low fr/ fmaex ratio
makes tuning difficult in most Si technologies.

e For lumped analog ICs such as transimpedance amplifiers found in optical
receivers, we need high and comparable fr and f,,, values. Typically 1.5:1
Smax/ fr 1s considered good.

e For distributed amplifiers, f,,.x is in principle the performance limiting fac-
tor. A low fr, however, makes design more difficult.

A popular practice today in SiGe HBTs is to tailor device design for similar values
of fr and fy.x. This is a sound methodology since SiGe HBTs are being targeted
for many different types of circuit applications.

5.6 Base and Emitter Transit Times

To understand the dynamic response of the SiGe HBT, and the role Ge plays in
transistor frequency response, we must first formally relate the changes in the base
transit time and emitter transit time to the physical variables of this problem. It
is also instructive to carefully compare the differences between a comparably con-
structed SiGe HBT and a Si BJT. In the present analysis, the SiGe HBT and the Si
BIJT are taken to be of identical geometry, and it is assumed that the emitter, base,
and collector doping profiles of the two devices are identical, apart from the Ge in
the base of the SiGe HBT. For simplicity, a Ge profile that is linearly graded from
the EB to CB junctions is assumed, as depicted in Figure 5.14.

5.6.1 7,in SiGe HBTs

The theoretical consequences of the Ge-induced bandgap changes to 7, can be de-
rived in closed-form for a constant base doping profile (py(x) = N, (x) = N_,
= constant) by considering the generalized Moll-Ross transit time relation, which
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Figure 5.14 Schematic doping and Ge profiles used in the derivations.

holds for low-injection in the presence of both nonuniform base doping and nonuni-
form base bandgap at fixed Vg and T [6]

Wy

2 W
[ T _ns
Tp = 2
pb(x) e Dnb(y) nib(y)

dx. (5.54)
0

Following the analysis in Section 4.2, we can insert (4.3) into (4.2) to obtain (4.4),
and substitute (4.4) into (5.54) to obtain

W Wy
2 —
o SiGe = J nib(x){ J N, [ L MBS /KT -AE,6eO)/kT
oiGe — — 2
0 Nab Z Dy YR

- mAEsalarade n/WKT gy | Ay (5.55)

Performing the first integration step yields,

W, 5 _
s SiGe = J nib(x) { —Nab W kT e_AE:Zp/kT e—AEg,Ge(O)/kT
’ Ny, \ D, 7n} AEgge(grade)

0
. [e—AEg,Ge(grade)/kT _ e—AEg,Ge(grade)x/W[, kT] }dx, (556)
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where we have accounted for the position dependence in both the mobility and the
density-of-states product. Substitution of nl.zb from (4.4) into (5.56) and multiplying
through gives

~ 2
W, kT y ng, }

Tp,SiGe = { ~
D,y nl.zo AE; g.(grade)

W
_ J [1 _ oAEce(grade)x/ Wy kT e—AEg,Ge(gmde)/kT] dx. (5.57)
0

which can be integrated and evaluated to obtain, finally [7, 8]
W)} kT
D, AEgGe(grade)

kT
- —[1 _ —AEg,ae(gradeva] } .
{ AE, g.(grade) ¢ (5.58)

Th,SiGe =

As expected, we see that the base transit time in a SiGe HBT depends reciprocally
on the amount of Ge-induced bandgap grading across the neutral base (i.e., for
fixed base width, the band edge-induced drift field). It is instructive to compare 7
in a SiGe HBT with that of a comparably designed Si BJT. In the case of a Si BJT
(trivially derived from (5.54) for constant base doping and bandgap), we know that

W2
w51 = 5 Db - (5.59)
and hence can write
Tb,SiGe _ 2 kT
Tp Si N AE, Gg.(grade)
) {1 _ kT 1 — e—AEg'Ge(grade)/kT]} (560)
AE, ge(grade) ’

where we have used the ratio of electron diffusivities between SiGe and Si (4.11).
Within the confines of our assumptions stated above, this can be considered an
exact result. As expected from our intuitive discussion of the band diagram, ob-
serve that 7, and hence fr in a SiGe HBT depend reciprocally on the Ge-induced
bandgap grading factor, and hence for finite Ge grading across the neutral base, 7,
is less than unity, and thus we expect enhancement in fr for a SiGe HBT com-
pared to a comparably constructed Si BJT. Figure 5.15 confirms this expectation
experimentally. As can be seen in Figure 5.15, since fr is increased across a



168 Silicon-Germanium Heterojunction Bipolar Transistors

60 T T
/Il;j\ 50 I .___.\. ]
15 - i - A
— 40 SiGe HBT/ ]
oy ° 1.7x
8 - /./ 5.0x b n
o)
— /o’
20 oo° -
S - Si BJT Ag=0.5x2.5 ym? -
S 10+ Rp=5-8 kQb

i Vep=1.0V §
0 | | I B |

o
—

0.2 0.3 0.5 1.0 2.0 3.0
Collector Current (mA)

Figure 5.15 Measured comparison of unity gain cutoff frequency fr as a function
of bias current for a comparably constructed SiGe HBT and Si BJT.

large range of useful collector current, we can potentially gain dramatic savings in
power dissipation for fixed frequency operation compared to a Si BJT. This power-
for-performance trade-off can in practice be even more important than the sheer
increase in frequency response, particularly for portable applications. In this case,
if we decided, for instance, to operate the transistor at a fixed frequency of 30 GHz,
we could reduce the supply current by a factor of 5x. Note as well, that as for the
collector current density expression (4.15), the thermal energy (kT) plays a key
role in (5.58), in this case residing in the numerator, and will thus have important
favorable implications for SiGe HBT frequency response at cryogenic tempera-
tures, as will be discussed in detail in Chapter 9.

Theoretical calculations using (5.60) as a function of Ge profile shape are
shown in Figure 5.16 at 300 K and 77 K (the integrated Ge content is held fixed,
and the Ge profile varies from a 10% triangular (linearly graded) to a 5% box
(constant) Ge profile) [9].

5.6.2 Relevant Approximations

In similar manner as that for the collector current density (refer to Chapter 4), two
physically relevant approximations can be made to obtain additional insight. First,
we can assume that AE, g.(grade) > kT. This approximation can be termed the
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Figure 5.16 Theoretical calculations of base transit time ratio I" as a function of
Ge profile shape.
strong Ge grading scenario. In this case (5.58) reduces to

W,? kT
2D,, AEg.e(grade) '

Th,SiGe = (5.61)

Note, however, that care should be exercised in applying this approximation. To
check its validity for a realistic profile, assume that we have a 0% to 15% triangu-
lar Ge profile in a SiGe HBT operating at 300 K. Taking a band offset of roughly
75 meV per 10% Ge, we find that AE, g.(grade)/kT = 4.3 compared to unity,
a reasonable but not overly compelling approximation. Clearly, however, as the
temperature drops, the validity of this approximation improves rapidly as kT de-
creases. For example, in the case above, a 0% to 15% triangular Ge profile yields
AEg ge(grade)/kT = 17.0 at 77 K, clearly >> 1.

In addition to the strongly graded profile, we also can define an approximation
for a weak Ge grading, that would be valid, for instance, in the case of a Ge box
profile. In this case, AE, g.(grade) < kT. By expanding the exponential of the
Ge grading factor in a Taylor’s series, and canceling terms, we obtain

W2
Th SiGe > —o) (5.62)
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which is just the Si BJT result (5.59). As expected, we see that Ge grading is
key to obtaining the desired frequency response improvement over a comparably
constructed Si BJT, since the drift field that aids electron transport through the base
is induced by compositional Ge grading.

5.6.3 r,in SiGe HBTs

The emitter charge storage time (z,) in a polysilicon-emitter contacted SiGe HBT
can be written as [10]

1 (W, W2
iGe =~ — 5.63
Te,SiGe B < + 2Dpe> ( )

where S, is the hole surface recombination velocity at the the emitter contact, W,
is the neutral emitter width, and D, is the hole diffusivity in the emitter. We see,
then, that 7, in a SiGe HBT is reciprocally proportional to the ac current gain of the
transistor (f,.). For a graded-base SiGe HBT and a Si BJT with identical emitter
contact technology (i.e., identical base currents), we can use (4.10) and (5.59) to
write

Te SiGe N JC,S[ 1— e—AEg,Ge(grade)/kT

Tesi  JosiGe ﬁw AEqy Ge(0)/KT

(5.64)

We thus see that 7, depends much more strongly on the EB boundary value of the
Ge-induced band offset than for z,. This can have important implications for tech-
nology scaling. In general, the required current gain of the transistor is determined
by the given circuit application (e.g., f = 100), regardless of the technology gener-
ation, and thus z,’s contribution to fr is roughly fixed. On the other hand, because
the base width naturally is thinned with technology evolution, 7, will inherently
decrease with vertical profile scaling. Logically, at some level of technology evo-
lution, 7, and 7, will be of comparable magnitude. In this scenario is it far easier to
tune 7, than it is to tune 7, given the stronger dependence on the shape of the Ge
profile. This is particularly true at decreased temperatures since the band offsets
are thermally activated in the 7, expression.

5.6.4 Other SiGe Profile Shapes

The analysis above holds for a range of Ge profiles between the triangular (linearly
graded Ge) and box (constant Ge) profiles. There also exists, however, a class of
technologically important Ge profiles that can be considered hybrid combinations
of the triangular and box Ge profiles, which we will call Ge trapezoids, as depicted
schematically in Figure 5.17. In this case, one takes a linearly graded profile and
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Figure 5.17 Schematic representation of the hybrid Ge trapezoidal profile.

truncates the grading at some intermediate position x7 in the neutral base, and the
Ge content is held constant from xp to W}, and is then ramped down to zero as
usual. At constant Ge stability and for fixed Ge profile width, this Ge trapezoidal
profile design approach allows one to induce higher Ge grading across the more
heavily doped EB end of the base, thereby maintaining good dynamic response,
while using lower peak Ge content. The region of constant Ge in the neutral base,
at least in principle, does not degrade ac performance since the CB side of the
neutral base typically will have a doping-gradient-induced drift field in addition
to the Ge-grading-induced drift field, which will in itself aid electron transport.
Following the analysis in Chapter 4, for the Ge trapezoid, one can also derive base
and emitter transit time expressions in the presence of constant base doping. In this
case, the Ge-induced band offsets can be written as

AEy6e(0) + Ay ge(grade) (£) .0<x<xr
AE, 6o(Wp) X1 < x < W,

AE, go(x) = { (5.65)

and the intrinsic carrier density is then [11]

app
) - {V”izo oAEer /KT GAE Go(0)/KT ,[AEgGe(grade)x/xr]/kT 0<x<xp
n,(x)=
ib

AE /kT
J/nizo e gb / eAEB,Ge(Wb)/kT ,XT S X S I/I/b

(5.66)
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In this case, the generalized Moll-Ross relation can be written as

xT Xr Wy
Ty = [ nfb(x){ J poy)dy J py(y) dy }dx
3 BN Dy m») ) D) ()
) Tb n,zb(x){ Tb pp(y) dy }dx (5.67
Pb(X) ' ‘

J Dup(y) miy(v)

XT

Substitution of (5.66) into (5.67) and evaluating yields [9],

Th.SiGe 2kT & {[ Lo kT ]
Tsi  AEgge(grade) L1¢ AEgG.(grade)

AE; g.(grade) [ 1

2kT £ 1]2}’ (5.68)

where we have defined & = xp /W), < 1 to be the normalized trapezoidal interme-
diate boundary point. In this case, § = 0 corresponds to the pure Ge box profile,
and & = 1 corresponds to the pure triangular Ge profile. We can evaluate the limits
of both zero and infinite grading. If we define 6 = AE; g.(grade)/kT then, for

zero Ge grading,
lim <ﬂ> =1 (5.69)

1 e—AEg,Ge(grade)/kT] 414

6—0 Th,Si

and we see that there is no improvement compared to a Si BJT, as expected. On
the other hand, if 6 becomes infinitely large (either by very high Ge grading or by
operating at very low temperatures), then the ultimate performance improvement

in 7, is given by
2
- |
lim <M> = (1 _ —> . (5.70)
600 \ TpSi ¢

We can plot the 7, ratio as a function of reciprocal temperature for varying & values,
as shown in Figure 5.18 (shown here for fixed Ge content). Expressions for 7z, for
the Ge trapezoid can be easily obtained using the results for J¢ in Chapter 4 to
obtain

—éd + | — g ] + ____ kT —AE; g.(grade) /kT

Te,SiGe AES,Ge(g’ ade) { ( Ge( y > } e 8.Gel& /
2 — AEg Ge(grade ( | )
e,Si “’ﬁ' A Eg,Ge(O)/l T 5 7 I

and the functional dependence like that shown in Figure 4.10 (z, ~ 1/8).
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Figure 5.18 Current gain as a function of reciprocal temperature for varying values
of £. Note that the integrated Ge content is not fixed in this case.

5.6.5 Implications and Optimization Issues for fr

Based on the analysis above, we can make several observations regarding the ef-
fects of Ge on the frequency response of a SiGe HBT:

e For fixed bias current, the presence of Ge in the base region of a bipolar
transistor affects its frequency response through the base and emitter transit
times.

e The fr enhancement for a SiGe HBT over a Si BJT depends reciprocally
on the Ge grading across the base. This makes sense intuitively given the
effects of the grading-induced drift field for the minority carrier transport.
This observed dependence on Ge grading will play a role in understanding
the best approach to profile optimization for a given application.

e For two Ge profiles of constant stability, a triangular Ge profile is better for
cutoff frequency enhancement than a box Ge profile is, everything else be-
ing equal, provided t;, is dominant over 7, in determining fr. While this
is clearly the case in most first generation SiGe HBTs, it is nonetheless
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conceivable that for a 7, dominated transistor, a more box-like Ge profile,
which inherently favors f enhancement and hence 7z, improvement, might
be a favored profile design for optimal frequency response. A compromise
trapezoidal profile, which generally favors both 7, and 7, improvement, is
a logical compromise profile design point. Such trade-offs are obviously
technology generation dependent.

e Given that f7 is improved across the entire useful range of I¢, the fr ver-
sus power dissipation trade-off offers important opportunities for portable
applications, where power minimization is often a premium constraint.

e The Ge-induced fr enhancement depends strongly on temperature, and for
7p and 7, is functionally positioned in a manner that will produce a magni-
fication of f7 enhancement with cooling, in stark contrast to a Si BJT.

5.7 ECL Gate Delay

The ECL gate represents the fundamental building block for modern high-speed
bipolar-based digital systems. The historical origins of SiGe technology in the mid-
late 1980s centered on developing a higher performance replacement of existing Si
BJT ECL logic for mainframe computer systems. The ECL ring oscillator remains
today a simple and powerful metric for assessing overall technology performance,
since it provides more information than that captured by fr and f.., and yet
is much simpler to design and test than a static or dynamic frequency divider. In
addition, the frequently followed path in industry today is towards the realization of
SiGe HBT BiCMOS technology as a "do-it-all" technology, for SiGe HBT analog,
or RF, or digital circuits, integrated with on-chip digital CMOS where lower power
is mandated over higher performance. Thus, the use of SiGe HBTs for ECL logic
in communications systems remains widespread, and must be carefully understood
and assessed. The relevant question in the present context is, how and why does
SiGe affect the ECL power-delay performance?

The fundamental basis of the ECL gate is the differential amplifier, or from a
digital viewpoint, more appropriately referred to as the "current switch." A current
switch combined with emitter-follower output drivers forms the basic single-level
ECL gate, as depicted in Figure 5.19 (multiple logic levels are often cascoded in
modern ECL designs). The ECL gate is a low-logic-swing, nonsaturating logic
family that thus provides high-speed switching, and also combines powerful log-
ical functionality and efficient capacitive load driving capability. The logical out-
puts include both multi-input OR/NOR functions on a single gate and, in addition,
emitter "dotting" of the emitter-follower outputs of multiple logical gates facili-
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Figure 5.19 Circuit schematic for a generic ECL digital logic gate.

tates multi-input logical AND/NAND functionality. Typical ECL characteristics
include: 400-800-mV logic swing, 1-10-mW power dissipation, 3.3-3.6-V sup-
ply, and sub-20-picosecond unloaded gate delay. ECL has been and remains today
the workhorse high-speed bipolar logic family. Related higher-speed, and lower-
power digital logic families such as current mode logic (CML), ac-coupled ECL
(AC-ECL), and ac-coupled push-pull ECL (AC-PP-ECL) [12, 13], are closely re-
lated to the basic ECL gate.

5.7.1 ECL Design Equations

Simple first-order ECL design equations can be constructed based on circuit anal-
ysis of Figure 5.19, assuming, for instance, that the input is held low and looking
at the in-phase output stage. If we imagine fixing Vee, ViEE, Vs, and Vg, and the
logic swing Vp (typically set by the system specifications: e.g., Voc = +1.4V,
Ve =—-12V, Vs =-05V, Vg =-0.7V, and V; = 500 mV), then the requisite
resistors, Rcc, REF, Rs, can be calculated according to the following procedure.
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First, fix the desired total switch current (Icg) and the ratio between the emitter-
follower current (/g r) and the current switch current such that m = klcs (typ-
ically ¥k = 0.5 — 2.0 depending on the size of the capacitive load to be driven).
Using the fact that Rcc ~ Vi /Ics, we can solve for the required resistor values
according to:

Vec = Ve er —IerRE+V1L/2

RCC [l ICS (572)
V. /2-V,
Rpp ~ % (5.73)
EF

Vs —VBes — IcsRe — Vi
R¢ ~ d , 5.74
S Tos (5.74)

where Vpg pr and VpEg s are the base-emitter voltages at the desired current level,
and can either be measured directly for the appropriate device geometry or simply
obtained from a compact model. This process can be repeated for multiple current
levels to span the desired power dissipation range (e.g., 1-10 mW).

To construct a simple ECL ring oscillator, we can link a string of ECL gates
together and feed the last output back to the first input, such that an odd number of
signal transitions occurs along the total delay path (to ensure instability). The gate
chain should be lengthened sufficiently such that the total signal delay from stage 1
to stage n is long enough that it can be conveniently measured with existing probes
and oscilloscope (several nanoseconds of total delay (i.e., < 1-GHz bandwidth) is
usually sufficient). It is important in a practical design to configure the first two
input stages such that the free-running logic swing can be checked and adjusted
as needed to ensure a symmetric logic swing (e.g., £250 mV). Given the excellent
load-driving capability of the ECL, it is generally not necessary to buffer the output
signal. If the output is fed directly into a 50-Q scope input, and the total period of
the voltage signal is measured, then the average ECL gate delay can be calculated
by

1 measured waveform period

= . 5.75
TECL =35 total number of gates ( )

The extra factor of two is due to the fact that the signal must propagate twice
through the ring to obtain one total period of the voltage waveform. Simple ECL
gate delay measurements have consistently correlated well with both calibrated
modeling results and direct measurements of the internal node-voltage waveforms,
and can be viewed as a simple and very useful technology performance figure-of-
merit.
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5.7.2 ECL Power-Delay Characteristics

One of the most fundamental questions in digital logic design is to understand
how transistor-level design couples to the so-called "power-delay characteristic"
of the digital logic gate. The power-delay characteristic of a given logic gate is
a fundamental measure of the amount of energy (i.e., ps x mW = {J) dissipated
in the 0 - 1 or 1 — 0 switching event. From a practical standpoint, we can de-
sign a series of ECL ring oscillators to span a practical range of switch currents
(power dissipation), and experimentally trace out the power-delay performance of
the ECL gate designed within a given technology. For ECL, we will inevitably ob-
tain a power-delay curve similar to that depicted schematically in Figure 5.20. To

— |dealized scaling

log Tg(,

\

log I,

Figure 5.20 Schematic power-delay characteristics of a generic ECL digital logic
gate.

understand why this characteristic shape arises, we can gain insight from a basic
delay-equation analysis, which represents the switching delay of an ECL logic gate
by a series of weighted RC time constants [14].

Using the basic current switch depicted in Figure 5.21, we can divide the over-
all power-delay performance into a "low-power" and a "high-power" regime. The
low-power switching delay is dominated by the charging of the device capacitances
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through the pull-up current switch resistor

n
Tiow—power = Ree 2 aiCy, (5.76)
k=1

where ay, are the technology-dependent delay weighting factors. Using the fact that
Rce ~ Vi /Ics, we can write

%
Tlow—power = <ﬁ> {a1Cep + a2Cep + a3Ces + a4Cypy + - -+ } . (5.77)

or,

1 1

o )
Ics  Power

(5.78)

Tlow—power X

In practice, C, is the dominant delay-limiting capacitance due to the Miller effect.

I
Vm—li j J:filw

Figure 5.21 Circuit schematic of a generic current switch.

We can thus see that in the low-power regime, the ECL gate delay is reciprocally
proportional to the power, and hence it is physically meaningful to plot the power-
delay performance on log-log scales, since we expect a slope of -1 in the low-power
regime, as depicted in Figure 5.20. This behavior makes intuitive sense given that
if the transistor capacitances limit the switching delay, then supplying more current
to charge those capacitances should speed up the process.
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On the other hand, in the high-power regime, the delay is limited by the charg-
ing of the diffusion capacitance (Cy;) through the various device resistances, ac-
cording to

n
Thigh—power = Cdiﬁf Z bRy, (5.79)
k=1

where by are again technology-dependent delay weighting factors. Since we can
write

qrrlc
Ca = ka , (5.80)
we see that ECL delay in the high-power domain can be expressed as
qrrlc
Thigh—power = T {b1Rpi + b2Rpx + b3Re + 4R+ -+ - }, (5.81)
or
Thigh—power X ICS x Power. (582)

In practice, the intrinsic and extrinsic base resistances, Rp; and Ry, are the
delay-limiting device resistances. We can thus see that in the high-power regime
the ECL gate delay degrades as the power increases, as reflected in Figure 5.20.
In reality, in (5.81), both 7., and Ry; are current density dependent, but those de-
pendences are opposite in sign and tend to cancel one another, such that (5.81)
remains valid, and the gate delay degrades as the power continues to rise. This
again makes intuitive sense, given the fact that if the resistances are dominant, sup-
plying more current only serves to increase the voltage drop across them, slowing
down the charging process. In between the low- and high-power domains, the min-
imum (optimum) ECL gate delay is reached, and is fundamentally limited by the
total emitter-to-collector delay z,., which can be considered a fundamental limit
on ECL switching speed.

5.7.3 Impact of SiGe on ECL Power Delay

With this general analysis of the ECL power-delay characteristics in hand, we can
make some intuitive predictions on the impact of SiGe on ECL gate delay. First,
we know that introducing Ge in the base region of a bipolar transistor has three
tangible consequences:

e fisincreased for fixed Rp;
e 1V, is increased for fixed Ry;

e fr isincreased for fixed R,.
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It can be easily shown via compact circuit modeling that ECL gate delay is very
insensitive to transistor § or V4 (indeed, this is one of the advantages of ECL!), and
thus two of the three transistor-level performance metrics affected by SiGe should
not strongly influence the ECL performance. The fr of the transistor, on the other
hand, clearly matters to ECL delay, but only at minimum delay (i.e., 7., and at
high switch current levels (refer to (5.81)). In addition, to first order, SiGe has no
impact on the transistor-level capacitances, and thus we would naively expect the
SiGe HBT and Si BJT ECL gate delay to converge at sufficiently low current switch
currents, since the device capacitances dominate the low-power delay regime (refer
to (5.77)). That these assertions are valid in practice can be seen in Figure 5.22.

Average Power Per Gate (mW)
1.0 20 3.8 7.4

70 | | | |
aQ 60 [~ Ag=0.5%2.5 um?
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g 40 — —
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£ 30
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2 RB|=5—8 kQhb
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Average Switch Current (mA)

Figure 5.22 Measured power-delay performance of comparable SiGe HBT and Si
BJT ECL ring oscillators.

From an "apples-to-apples" comparison (constant doping and processing con-
ditions), we see that the SiGe HBT ECL circuit outperforms the Si BJT ECL gate
by a substantial margin (nearly 10 psec), but that improvement does not translate
uniformly across the entire power-delay range for practical applications. In addi-
tion, this substantial performance improvement at high currents is shown for an un-
loaded circuit. As circuit loading increases (as it will in any practical implementa-
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tion), the improvement of SiGe over Si will diminish [15]. This observed limitation
in ECL improvement with the addition of SiGe is important because with digital
technology evolution, one generally wants to put more gates on a given wafer, and
thus the inherent power constraints associated with bipolar digital logic will force
switch currents to lower levels, further diminishing the performance delta between
Si and SiGe ECL gates. This is not the whole story, of course, since one could
in principle trade the higher g in the SiGe HBT for lower R, and hence further
improve the high current performance. Nevertheless, the case for SiGe as a driver
of digital bipolar technologies is not overly compelling.

The conclusion here is not as bleak as one might naively anticipate, for two
major reasons. First, the approach taken by most companies today is not to develop
SiGe for pure digital applications, but rather to optimize SiGe technology for RF
and analog applications, where the leverage over Si BJTs is much more compelling,
and then, where needed, simply use the available SiGe device for ECL logic. That
is, ECL is not the technology driver, but rather is relegated to the follower position.
Given this, one cannot forget that 10-psec gate delay is still 10-psec gate delay!
That is, one should not get overly mired in the question of merits of SiGe vs Si
for ECL (or versus GaAs or InP for that matter), since what ultimately matters
is whether the ECL gate switches at the required speed for the application. For
40-Gb/sec optical data links, for instance, one needs very high performance digital
circuits. Period. If SiGe can provide that speed at lower cost than III-V it will
be the favored technology. All of the Si-technology-compatible circuit records are
currently held by SiGe, and will likely continue to be held by SiGe, whether they
are optimized for ECL logic or not.

Finally, we note that there exist weighting-factor independent analytical for-
mulations of the ECL gate delay that can be used in circuit sizings to quantify the
impact of a given Ge profile change on ECL circuit performance. While these ana-
lytical formulations require approximations and are thus obviously not as accurate
as full compact model solutions, they do provide very useful insight into the impact
of Ge profile design changes on full circuit response. The first and simplest such
formulation expresses the basic current switch gate delay as [16]

I v
tes = 17170 [ 1+ 2aRy =22 ) =L (3L + C.y). (5.83)
Vi ) Ics

More complete (and complicated) versions for the full ECL gate can be found in
[17].
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Chapter 6

Second-Order Phenomena

In this chapter we examine in detail three important second-order phenomena that
were not discussed in the dc and ac SiGe HBT device physics analysis presented
in Chapters 4 and 5. While these second-order effects will always exist in SiGe
HBTSs, their specific impact on actual SiGe HBT circuits is both profile design and
application dependent, and thus they must be carefully appreciated and kept in the
back of the mind by practitioners of SiGe technology.

We first analyze the so-called "Ge grading effect" associated with the posi-
tion dependence of the Ge content across the neutral base found in SiGe designs.
The influence of Ge grading effect on SiGe HBT properties is physically tied to
the movement of emitter-base space charge edge along the graded Ge profile with
increasing base-emitter voltage. This Ge grading effect can present potential prob-
lems for circuit designs that require precise knowledge and control over the current
dependence of both current gain and base-emitter voltage as a function of temper-
ature. We then discuss the impact of neutral base recombination on SiGe HBT
operation. A finite trap density necessarily exists in the base region of all bipolar
transistors, and while the impact is usually assumed to be negligible in Si BJTs, it
can become important in SiGe HBTs, particularly when they are operated across a
wide temperature range. Neutral base recombination can strongly affect the output
conductance (Early voltage) of SiGe HBTs, and is strongly dependent on the mode
of base drive (i.e., whether the device is voltage or current driven), and hence the
circuit application. Finally, we address high-injection heterojunction barrier effects
in SiGe HBTs. Barrier effects associated with the collector-base heterojunction un-
der high current density operation are inherent to SiGe HBTs, and if not carefully
controlled, can strongly degrade both dc and ac performance at the large current
densities which SiGe HBTs are often operated. We conclude each section with a
brief discussion of the implications and potential problems imposed by these de-
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sign constraints on both device and circuit designers (the bottom line).

250 B 1 IIIIIIII 1 IIIIIIII 1 IIIIIIII 1 IIIIIIII
C 77K 8% Ge Trapezoid
200 Ag=0.8x2.5 um?
= -
& 150
c C
o _
5 100
(&)
50

0
1076 10°° 107 1073 1072
Collector Current (A)

Figure 6.1 SiGe HBT current gain as a function of collector current at various
temperatures, illustrating the Ge grading effect.

6.1 Ge Grading Effect

To ensure the applicability of SiGe HBTs to precision analog circuits, parameter
stability over both temperature and bias must be ensured. Given the bandgap-
engineered nature of the SiGe HBT, this can become an issue for concern, partic-
ularly for devices with non-constant (graded) Ge content across the base. Even a
cursory examination of the bias current dependence of the current gain in a graded-
base SiGe HBT, for instance, shows a profound functional difference from that of
a Si BJT (compare Figure 6.1 to Figure 9.6). In particular, note that for a graded-
base SiGe HBT, the current gain peaks at low-injection, and degrades significantly
before the onset of high-injection effects. This medium-injection "collapse" of g is
clearly enhanced by cooling, and thus can be logically inferred to be the result of a
band-edge phenomenon.

To understand the physical origin of this bias-dependent behavior in the cur-
rent gain in SiGe HBTs, consider Figure 6.2, which shows a schematic doping and
Ge profile in a graded-base SiGe HBT. As derived in Chapter 4, the collector cur-
rent at any bias of a graded-base SiGe HBT is exponentially dependent upon the
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amount of Ge at the edge of the emitter-base (EB) space-charge region. Physi-
cally, as the collector current density increases, the base-emitter voltage must also
increase, and hence from charge balance considerations the EB space-charge width
necessarily contracts, thereby reducing the EB boundary value of the amount of Ge
(AE, G.(0)), and producing a bias and temperature dependence different from that
of a Si BJT [1]. Since this Ge grading effect is the physical result of the modula-
tion of the base width with increasing base-emitter voltage (W, (VpEg)), it can be
logically associated with the so-called inverse Early effect (commonly known as
the "late effect”) ! in SiGe HBTSs.

. LB B
%i Vpp=0

C

Vg~ 0

Doping Concentration and Ge %

v

Figure 6.2 Schematic diagram of the base profile of a SiGe HBT, illustrating the
physical origin of the Ge grading effect.

'Let it never be said that device engineers don’t have a sense of humor! The use of "late" to
describe the inverse Early effect is clearly a pun on Jim Early’s name.
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Figure 6.3 Illustration of the impact of Ge grading effects on SiGe HBT current
gain as a function of collector current.

The dependence of the collector current density on the Ge profile shape in a
SiGe HBT is given by

D app
Jesice(VBe, T) = M (quBE/kT - 1) n, o a
Nab W/b

YN AEg ge(grade)/kT eAEece(0)/KT
1— e—AEgYG?(grade)/kT ’ (6.1)

where AFE, G.(0) is the bandgap reduction due to Ge at the edge of the EB space-
charge region at bias Vg, and AE, g.(grade) is the Ge grading across the neutral
base (AE, g.(Wp) — AE; G.(0)) at bias Vpg. The result is an exponential degrada-
tion in J¢ and hence f as the base-emitter bias increases (Figure 6.3). In addition,
because J¢ depends exponentially on the Ge-induced bandgap reduction at the EB
junction divided by kT, this Ge-grading effect becomes much more pronounced
at low temperatures [1]. For a uniformly doped base with a triangular Ge profile
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shape, the collector current density under low-injection is given approximately by

D a,
Je sice q— - (quBE/kT B 1> nizo AT
Nab I/Vb
AE rade
{75%&%@@//”} _ (6.2)

The relationship between J¢ and Ge profile shape in (6.2) highlights the depen-
dence of the collector current density on Ge profile design. Since AEg G.(0)
changes with increasing base-emitter bias, any changes in the amount of Ge seen
by the device at that EB boundary will have a large impact due to the exponen-
tial relationship. Consequently, the more strongly graded the Ge profile, the more
serious Ge grading effect can be expected to be.

Given that Ge grading effect in SiGe HBTs impacts the bias-current depen-
dence of the current gain, a logical test-case circuit for examining the circuit-level
influence of Ge grading effect is the ubiquitous bandgap reference circuit, since
its functionality relies heavily on the identical dependence of Vpg (I¢) on tem-
perature between transistors of differing size. Given two transistors with a (realis-
tic) nonconstant base doping, and biased at the same collector current, two SiGe
HBTs with a sufficiently strongly graded Ge profile might be expected to "feel" the
Ge ramp effect differently, since the voltage-induced space-charge width changes
would differ slightly between the two. The conceivable result would be a slight
mismatch in Vg over temperature between the two transistors, thereby degrading
the output voltage stability of the bandgap reference circuit over temperature [2, 3].

6.1.1 Bandgap Reference Circuits

Since its introduction by Widlar in 1971 [4], the bandgap reference (BGR) circuit
has been widely used as a voltage reference source in A/D and D/A converters,
voltage regulators, and other precision analog circuits due to its good long-term sta-
bility and its ability to operate at low supply voltages. The BGR is able to provide
temperature stability by summing voltages with positive and negative temperature
coefficients. Modern BGRs can generate reference voltages with a temperature
coefficient of better than 4 ppm/°C over a range of 0 to 125°C [5].

The negative temperature-coefficient in the BGR comes from the base-emitter
voltage of a BJT (Figure 6.4). This voltage is added to the thermal voltage (kT/q),
with its positive temperature coefficient multiplied by some constant set by the
bandgap reference designer. For the purposes of BGR design, the collector current
of a bipolar transistor can be written as

Io(T) = BT" ¢ Bee/ KT oaVBe/KT (6.3)
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Figure 6.4 Illustration of the general principle underlying the bandgap reference
circuit (after [6]).

where B represents lumped process-dependent parameters and E,, is the bandgap
energy in the presence of heavy doping (Ego — AE;gp ). To arrive at an expression
for the temperature-dependent base-emitter voltage, Vg at a known temperature
and collector current (their "reference" values) can be measured and substituted
into (6.3). Solving for B yields

1
B = Ti:ﬁ o Ece=aVBER)/KTR (6.4)

Substituting for B in (6.3) and solving for Vg gives

E,e kT 1
VBE=qg —ln{ < } (6.5)

1 IC'R{T_I;}m e(Ege—qVBER)/KTR
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Figure 6.5 The Widlar bandgap reference circuit.

Rearranging (6.5) results in the familiar bandgap reference design equation [7].

E T E kT 1 kT T
VBE= ge__ { Ehd _VBE,R_ Rln ¢ +m Rln—}. (66)
qg Tr q g Icr qg Tr

In (6.6), Tr, Ic.gr, and Vg g are the reference values of the respective parame-
ters (typically referenced to 300 K). The negative temperature coefficient of Vgg
can now be seen more clearly, as Vpg is the effective bandgap minus several
temperature-dependent terms, the last of which controls the parabolic shape of
Vg on temperature.

Voltage references used Zener diodes as the reference element prior to Wid-
lar’s design [4]. These diodes typically had high breakdown voltages, limiting their
broad applicability. Widlar proposed using the negative temperature coefficient of
the emitter-base voltage of the BJT in conjunction with the positive temperature
coefficient of the difference in emitter-base voltages of two transistors operating at
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Figure 6.6 The Brokaw bandgap reference circuit.

different current densities. The combination of the positive and negative temper-
ature coefficients would give a zero temperature coefficient reference voltage. In
Figure 6.5, transistors O and Q> are biased at different current densities to pro-
duce temperature-proportional voltages across R, and Riz. Transistor Q3 senses
the output voltage through R», resulting in an output voltage of the Vg of O3 plus
the temperature-dependent voltage across Rj.

Brokaw improved upon Widlar’s design by reducing the effects of the base
currents flowing through R; and R; (Figure 6.6), as well as adding the capability
to produce output voltages greater than the bandgap [7]. In Brokaw’s circuit, the
emitter area of transistor O, is made larger than that of Q; (e.g., 8 times larger)
in order to produce the difference in current densities. When the voltage at the
common base is small, the voltage across R; is small, thus causing O, to conduct
more current through R;. The imbalance in collector voltages then drives the op-
amp to raise the base voltage until the two collector currents match. The difference
in Vg due to the difference in collector current densities appears across Rj, as
given by
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Figure 6.7 SiGe HBT collector current as a function of base-emitter voltage be-
tween 358 K and 218 K.

kT J
AVBE = VBE,I — VBE‘Z = —11’1—1 (67)
qg N

Since the currents flowing through Q; and Q; are equal, the current in R; is twice
that in Ry, resulting in

AVpE W

= 6.8
R 2Ry (6.8)
and a voltage across R; of
2Ry KT . J
V=" =L (6.9)
Ry g

The resulting output voltage is the sum of the base-emitter voltage of Q; and the
voltage across resistor R;, yielding

Vou =VBe1 + ——— In—. (6.10)
1

The output voltage of the bandgap reference is the sum of a negative temperature-
coefficient voltage, VpE 1, and a positive temperature coefficient voltage, k AVpE.
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Figure 6.8 Base-emitter voltage as a function of temperature at fixed bias current
for a Si BJT and a SiGe HBT. The lines represent a SPICE fit to the
data using the EG fitting parameter.

In the context of SiGe HBT based BGR implementations, it is key that detailed
knowledge of the impact of Ge profile shape on the temperature dependence of the
base-emitter voltage exists. Clearly, Vpg in turn depends on the variation of I¢
across the desired temperature range of interest (e.g., -55°C (218 K) to 85°C (358
K), as shown in Figure 6.7). As can be observed in Figure 6.8, the differences in
Vee(T) between a Si BJT and a SiGe HBT are small, but clearly observable, and
must be more carefully examined.

6.1.2 Theory

The Ge grading effect in SiGe HBTs is primarily determined by the "steepness" of
the Ge profile through the EB space-charge region, and the magnitude and shape
of N_,(x) at the space-charge to quasi-neutral base boundary. We can roughly
estimate the variation on the SiGe-to-Si current gain ratio (£ = fsige/fsi) With
Vg for varying amounts of Ge grading by considering a linearly graded SiGe HBT
with uniform doping levels in the emitter and base regions. From Chapter 4, we
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Figure 6.9 Theoretical dependence of SiGe-to-Si current gain enhancement factor
on base-emitter voltage as a function of Ge grading at 300 K and 77 K.

have

BsiGe

ﬁsi

1 — e~ AEgGe(grade) /KT (6.11)

o {WAEg,Ge<grade)/kTeAngGe“”/”}

VBE

and can write

o= { o= } { 6AEgGe(O) } { d:CPE } ( 2)
dl BE aAEg,Ge(O) axpE oV BE ’ ‘
to obtain [8]

0Z { -Z } { XpE } [ AEgG.(grade)/kT ] 6.13)
VBE &vi,BE — VBE 2Wio 1 — e—AEgGe(grade)/kT | '

where ¢y; g is the built-in potential of the EB junction, x, £ is the EB space-charge
width on the base side of the junction, and W}y is the neutral base width at zero-
bias. As shown in Figure 6.9, as AE, g.(grade) gets small (i.e., approaching a Ge
box profile), the Ge grading effect becomes negligible, yielding a flat § versus I¢
characteristic, as in a Si BJT. Equation (6.13) also predicts a weaker Ge grading
effect in transistors with higher base doping, since x,r becomes negligible with re-
spect to Wp. However, in practical SiGe HBT base profiles, which typically have
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a retrograded base doping level in the vicinity of the EB junction to reduce the EB
electric field, the Ge grading effect is enhanced, since x,g varies nonlinearly with
V. Finally, we note that due to the band-edge nature of Ge grading effect, its im-
pact on device performance should be greatly magnified at reduced temperatures,
as is clearly evident in Figure 6.9.

To determine the impact of the Ge grading effect on practical BGR circuits, we
must recast the SiGe HBT collector current density into the familiar BGR design
equation (6.6). First, the process-dependent parameters (B) and the Ge profile
dependent terms (&) can be lumped together in I¢ as

1o(T) = £ BT" e~ Eeo/KT oEii /KT aVie/KT (6.14)

and rewritten in terms of the base-emitter voltage as

app
Eg() Egb kT { IC }
Vg = — — +—In . (6.15)
q q q EBT™

In practice, we can measure the base-emitter voltage at a reference temperature and
collector current and solve for the lumped process parameters (B). Inserting the
lumped parameters back into the original Vg equation and simplifying yields the
desired SiGe HBT result [9]

1 T
VBE,SiGe = - {EgO - E;gp - AEg,Ge(O)} - q_R {EgO - E;ip - AEg,Ge(O)}

kT 1 — e~ AEgGe(grade)r/kTr
{T In < | — o~AEce(grade)/kT ) }
AE d
X <Q «.Ge(grade) )} 616)
T AE,;g.(grade)r

|
—~
= |3

The effects of Ge on the base-emitter voltage of the transistor can be gleaned
directly from this more generalized result. Observe that the effective bandgap at
the emitter-base junction is simply the Si result in the presence of doping-induced
bandgap narrowing (Ego — E;gp ), minus the bandgap reduction due to the amount
of Ge at the EB junction (AE, G.(0)). In addition, the shape of Vpg versus tem-
perature in a SiGe HBT is changed from that of a Si BJT due to the addition of Ge,
as is apparent in the last two terms of the equation. The ratio T//Tg enhances this
difference between Si BJTs and SiGe HBTs. For temperatures near the reference
temperature, the last two terms of (6.16) have little effect on Vgg(Ic,T), but as
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Figure 6.10 Theoretical dependence of the Vg deviation from linearity as a func-
tion of temperature for various amounts of Ge grading.

the temperature decreases, these effects can become more pronounced. This result
will later be used to compare the measurements of Si and SiGe devices.

Note that the effective bandgap parameters (Eg0— Egzp —AFE, G.(0)) and m cor-
respond to the SPICE modeling parameters EG and X71, respectively. The amount
of curvature in Vg versus temperature is affected by the addition of Ge, as is appar-
ent in the last two terms of (6.16). Assuming that the Ge grading (AE, g.(grade))
does not change significantly with temperature, the deviation from linearity of Vg
versus temperature (i.e., Vpg curvature) using (6.16) is actually reduced with in-
creasing Ge grading across the base. In the curvature results presented, the devi-
ation from linearity is calculated by drawing a line through the endpoints of Vg
across the relevant temperature range, and then subtracting the actual Vgg value
from the value on the line at each temperature, according to

Vee(TL) — Vee(TH)

T, — T, (T, —-T)|, (6.17)

Alinearity(T) = VBE(T) - VBE(TL) -

where in this case Tp, = 218 K (-55°C) and Ty = 358 K (85°C).

While this Ge-grading-induced Vg curvature reduction might naively appear
to be a good thing for BGR design, it in fact can worsen the performance of BGR
circuits, as discussed below. Figure 6.10 shows the theoretical deviation from lin-
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earity that results from three different hypothetical Ge profiles: 1) no Ge grading;
2) 8.6% Ge grading; and 3) 18.6% Ge grading. Note that a box-shaped Ge profile
(no Ge grading), in which the Ge concentration across the base is finite but con-
stant, will have the same deviation from linearity as a Si BJT. Figure 6.11 shows
the calculated percent reduction in peak deviation from linearity from 218 K to
358 K as a function of Ge grading in the base region of the device. Given sufficient
Ge grading, it is clear that differences between Si BJTs and SiGe HBTs should be
experimentally observable.
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Figure 6.11 Theoretical dependence of the peak Vpg deviation from linearity as a
function of Ge grading.

6.1.3 Measured Data and SPICE Modeling Results

In order to quantify the effects of the Ge profile shape on BGR operation, the ex-
perimental behavior of the base-emitter voltage as a function of bias current and
temperature must be precisely known. Two experiments [10] were conducted to
measure the base-emitter voltages for Si BJTs and SiGe HBTs of differing Ge pro-
file shape and emitter area across temperature and bias. The results from these
experiments were compared to both calibrated 1-D drift-diffusion simulations us-
ing SCORPIO, as well as SPICE simulations, to better understand the effect of the
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Ge profile shape on BGR operation.
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Figure 6.12 Measured Vg deviation from linearity as a function of temperature
for a 0.5 x 2.5 ym? Si BJT and SiGe HBT. The curves represent a
SPICE fit to the data using the X77 fitting parameter.

Because proper design of BGR circuits requires extremely accurate knowledge
of Vpep(Ic, T), we might naively expect them to be sensitive to Ge grading ef-
fect. An additional important question is whether standard compact models (e.g.,
SPICE) can accurately capture Vgg(Ic, T) in SiGe HBTs. To test this, the BGR
design equation (6.6) was fit to the data to determine the values of the SPICE mod-
eling parameters EG and X7I. A calibrated SPICE model was generated for each
of the transistors measured. In this analysis, Tr, Ic r, and Vg g are the reference
values of the respective parameters at 300 K, 50 uA, and Vgr(Ic r, Tr), respec-
tively. Of interest is the inferred value of the SPICE parameter EG, which controls
the slope and intercept of Vpg(T'), and the SPICE parameter X717, which controls
the deviation of Vg (T) from linearity (i.e., curvature). The base-emitter voltages
at Ic = 10,50, and 100 puA for Si BJTs of differing area and SiGe HBTs with
a 15% triangular Ge profile were measured to six decimal place accuracy over a
temperature range of -55 to 85°C. Vg as a function of temperature at 100 uA for
a 0.5 x 2.5 ym? transistor is shown in Figure 6.8, together with the fitted values
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of EG determined from SPICE. Note that the value of EG for the Ge profile is
lower than that of the Si BJT, as expected. The measured deviation from linearity
for both devices is shown in Figure 6.12, together with the fitted values of X717
determined from SPICE. The X7T value for the 0.5 x 2.5 yum” SiGe HBT is 4.68,
slightly lower than the deviation from linearity shown for the Si BJT, whose X717
value is 4.70. Interestingly, however, if we compare the same set of data on a larger
transistor, the variation between the Si BJT and SiGe HBT is measurably different
(Figure 6.13). Observe that the measured deviation from linearity for the 0.5 x 2.5
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Figure 6.13 Measured Vg deviation from linearity as a function of temperature
for 2.5%2.5 ym? Si BJT and SiGe HBT. The curves represent a SPICE
fit to the data using the X77 fitting parameter.

um? Si BJT is approximately the same as that for the 2.5 x 2.5 ym? Si BJT, while
the deviation from linearity for the 2.5 x 2.5 ym? SiGe HBT is substantially differ-
ent from that for the 0.5 x 2.5 yum? SiGe HBT, resulting in a device mismatch. This
result is expected for sufficient Ge grading (and nonconstant base doping) since at
constant current, the two devices with differing emitter areas will feel the effects of
the Ge-grading differently.

This Vpg(T) mismatch between the SiGe HBTs can be expected to have an
observable impact on BGR performance. To test this hypothesis, a simple BGR
circuit (Figure 6.6) was modeled in SPICE using both Si BJT and SiGe HBT mod-
els fit to measured data. The output voltage for each circuit was simulated and
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Figure 6.14 Calibrated SPICE modeling results for the adjusted BGR output volt-
age as a function of temperature for a Si BJT BGR and a SiGe HBT
BGR.

adjusted by subtracting their minimum values for ease of comparison. The simula-
tion results showing the shape of the BGR output voltage for the two different BGR
circuits from 218 to 358 K appear in Figure 6.14. Observe that the change in output
voltage across temperature is much worse for the SiGe HBT BGR circuit due to
the difference in the shape of Vg (T) of the two different sized transistors, with a
voltage stability of 31 ppm/°C compared to 15 ppm/°C for the Si BJT BGR. This
increase in output voltage curvature of the SiGe circuit is directly related to the
dissimilar X77 values used in the calibrated device models, and hence is reflective
of the presence of the Ge grading effect.

6.1.4 The Bottom Line

When discussing any second-order effect in transistors, it is important to clearly
understand both its physical origins and its potential implications for both device
and circuit designers, so that it can be effectively "designed around.” We can sum-
marize these implications for Ge grading effect as follows:

o Ge grading effect is likely to be important only in precision analog circuits,
not in digital or RF/microwave circuits. While the BGR circuit is a natural
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Figure 6.15 Calibrated SPICE modeling results for the adjusted BGR output volt-

age as a function of temperature for a Si BJT BGR and SiGe HBT
BGRs constructed from two different SiGe profiles.

candidate for observing Ge grading effect, any analog circuit that depends
strongly on current gain across a wide bias range, or that requires the match-
ing of Vg between multiple devices across both bias and temperature, could
be potentially affected.

While the Ge grading effect exists only in compositionally graded Ge pro-
files, these graded profile designs typically achieve the best dc and ac perfor-
mance, and thus represent the vast majority of commercially relevant SiGe
technologies. As such, Ge grading effect should never be discounted.

The impact of the Ge grading effect is expected to be highly dependent on
the specifics of the Ge profile shape, and thus will vary from technology to
technology. The results presented above were shown for a 15% triangular
Ge profile, and can be considered a worse case scenario for first genera-
tion SiGe HBT technology. As shown in Figure 6.15, a similar experiment
conducted for more modest Ge content profiles (8% peak Ge for the "trape-
zoidal profile," and 10% peak for the "other Ge" profile), showed little effect
on the output voltage of the SiGe HBT BGR. This observation is consis-
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Figure 6.16 Calibrated SCORPIO simulations of the Vg deviation from linearity
down to 77 K for a Si BJT and two SiGe HBT profiles.

tent with the generally excellent performance reported for SiGe HBT BGRs
fabricated from first generation SiGe HBT technology [11].

e Since the seriousness of the Ge grading effect depends on the Ge grading, it
is a phenomenon that will generally worsen with technology scaling, since
for constant strained layer stability, the peak Ge content in a SiGe HBT (and
hence the grading across the neutral base) will naturally rise. This scaling-
induced enhancement, however, will be at least partially offset by the natural
increase in base doping with scaling.

e Conventional modeling methodologies employed in Gummel-Poon (SPICE)
compact transistor models appear to adequately capture the Ge grading ef-
fect.

e Due to its thermally activated nature, cooling clearly exaggerates Ge grading
effect, and thus is potentially important for precision analog circuits required
to operate across a very wide temperature range. This can be easily seen in
Figure 6.16, which compares calibrated SCORPIO simulations of a Si BJT,
a 8% peak Ge content profile (labeled "SiGe (calibrated)"), and the 15% Ge
triangle profile discussed above, down to 77 K. Observe that the curvature
scales are much larger than those for the 218 K to 358 K temperature range.
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6.2 Neutral Base Recombination

Neutral base recombination (NBR) in bipolar transistors involves the recombina-
tion of injected electrons transiting the neutral base with holes, via intermediate
trap levels. Physically, NBR removes the desired injected electrons from the col-
lector current via recombination (i.e., they don’t exit the base), and increases the
undesired hole density (required to support the recombination process), thereby
degrading the base transport factor. Significant neutral base recombination thus
leads to an increase in the base current and a simultaneous decrease in the collector
current, thereby causing a substantial degradation in the current gain. Historically,
NBR presented serious design constraints for achieving high gain in early bipolar
transistors. Because NBR is determined by the presence of the various trapping
centers and other defects in the neutral base region of the device, it is generally
the quality of the bulk material after fabrication is complete that dictates the seri-
ousness of NBR in a given transistor. One can show that it is thermodynamically
impossible for a perfect (defect free) crystal to exist in nature, and thus NBR is an
immutable fact-of-life in bipolar transistors. From a design point of view, the issue
of the importance of NBR really becomes a matter of degree. Due to the fortuitous
existence of the high purity Si bulk material for use in modern advanced transistors,
the effectiveness of the annealing of implantation and processing-induced crystal
damage, and the small base widths in high-speed devices, the impact of NBR in
today’s Si BJTs can generally be considered negligible.

For fixed trap density, the impact of NBR on transistor characteristics can be
exaggerated, however, due to the presence of an increased total base minority car-
rier charge concentration (Q,;) that participates with the trap recombination pro-
cess. Because in a SiGe HBT the Ge-induced base bandgap reduction exponentially
increases Q,, compared to that in a comparably constructed Si BJT, one would
naively expect that the NBR would be strongly enhanced in a SiGe HBT compared
to a Si BJT, even at identical trap base density. This situation is also expected to
become especially important as the temperature changes, due to the thermally acti-
vated nature of Q,; in a SiGe HBT. It is essential, therefore, to understand the phys-
ical mechanism of NBR in SiGe HBTs, its impact on the transistor characteristics,
and possible circuit implications. This section presents a comprehensive investi-
gation of NBR in SiGe HBTs, and its influence on the temperature characteristics
of V4 and fV,. A direct consequence of NBR in SiGe HBTs is the degradation
of V4 when transistors are operated with constant-current input (forced-1p mode),
as opposed to a constant-voltage input (forced-Vgg mode), the bias mode that is
consistent with the first-order theory of output conductance presented in Chapter 4.
In addition, experimental and theoretical evidence indicates that with cooling, V4
in SiGe HBTs degrade faster than in Si BJTs for forced-1 g mode of operation. The



Second-Order Phenomena 205

differences in V4 as a function of the input bias and temperature for SiGe HBTs
can be accurately modeled using a modified version of SPICE. The performance of
various practical SiGe HBT analog circuits are analyzed across temperature using
this calibrated SPICE model, for situations with and without the presence of NBR.
We then use 2-D device simulations to understand the physical location of the par-
ticipating base trap levels. In light of these results, the implications of Ge profile
design on NBR in SiGe HBTs are discussed, and we conclude with the bottom-line
for SiGe HBT device and circuit designers.

6.2.1 Theory

The physical origin of NBR in bipolar transistors is the presence of traps in the
base region, which facilitate the recombination of the injected minority carriers
(electrons) and resident majority carriers (holes). Under forward bias, the electrons
injected into the base region, while drift-diffusing through the neutral base region,
will encounter base trap states, which in principle are distributed in some particular
fashion in both physical and energy space, and recombine with the holes in the base
region. The loss of charge in the neutral base due to NBR in a transistor will cause
a decrease in the collector current and a corresponding increase in the base current,
yielding a degraded f. The NBR current, therefore, is simply the rate at which
the minority carriers recombine and can be written as the ratio between the excess
minority carrier charge (Anp) and the minority carrier lifetime (z,;) integrated over
the base region according to

W

Jobr = q J de (6.18)
0 Tnp(X)

where Any, represents the spatial variation of the excess minority carrier density in
the base region. In general, 7, is a function of position due to the random distri-
bution of trap states in the base region. However, for mathematical convenience,
T, can be considered a constant by treating it as an effective minority carrier life-
time in the base (i.e., spatially averaged across the base). In general, An;, depends
on various factors, including the applied bias (both Vg and Vp), temperature,
and the specific shape of the base doping profile. Assuming: 1) steady-state con-
ditions; 2) negligible carrier generation in the base; 3) a 1-D solution; 4) that
Shockley-Read-Hall recombination dominates; 5) the Boltzmann approximation;
6) complete ionization of dopants; and 7) a constant position-averaged D,;, we
can determine Any by solving the second-order differential equation which results
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from the current continuity and drift-diffusion transport equations [8]

d’An,  g& dAny,
dx? kT dx

d’npo q¢ dnpo | qnyo dS _
dx2 kT dx kT dx

(6.19)

where nyg, &, and L, are the intrinsic minority carrier density in the base, the built-
in base electric field, and the minority carrier diffusion length (L, = \/(Dpp Tnp)»
respectively. This equation is especially useful for looking at situations having a
constant built-in electric field (such as in a linearly graded base bandgap in a SiGe
HBT or an exponentially varying base doping in a Si BJT). The standard EB and
CB Shockley boundary conditions are used in solving (6.19).

For a Si BJT with a constant base doping profile, (6.19) reduces to the case
from which J,,;, can be written as

2
q Dyp,si iy i edVpe/KT { cosh ys; — 1 }
Nab L si sinh ys; ’

Jupr (1) = (6.20)

where y = W}/ L,,. The importance of J,;. on the device operation clearly de-
pends on the magnitude of y. Ideally, when y is much larger than unity (i.e., when
Typ 18 Very large), observe that (6.20) is equal to zero, as expected. Since for a Si
BJT with constant doping we have

2
9 D0t 51 i v

Je(Si) = Wi N
a

(6.21)
Jupr can also be expressed in terms of the ideal J¢ by rewriting (6.20) using (6.21).
The collector current in the presence of NBR can be determined by finding the
slope of Any(x) at the CB space-charge region boundary of the quasi-neutral base
region. The normalized variation in the collector current and the current gain in a
Si BJT can then be determined as

AJ, i
€ (%) = { XS —1} x 100, (6.22)
Jcideal sinh ys;
and
A 1
AP g = — —1}p x100. (6.23)
pideal cosh yg; —1 + sinhS)I(S,-

Observe that in the limit of yg5; — O (the ideal case), (6.22) and (6.23) indicate
that no change in either J¢ or f should result. In the presence of strong NBR,
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however, (i.e., y — o), both J¢ and g fall rapidly to zero. Calculation of the
percentage normalized change in both J¢ and g for a Si BJT in the presence of
NBR, as a function of z,,, clearly shows that the variation in J¢ and f compared to
the ideal case gets larger as 7, decreases (i.e., as the trap density in the base region
increases), with an almost 10% decrease in J¢ when 7, is about 10 psec. For
the larger recombination lifetimes typically encountered in realistic Si BJTs base
regions, however, the NBR component clearly has a negligible effect on both J¢
and f. Solving (6.19) for a SiGe HBT requires the knowledge of &, which depends
on both the shape of the base doping profile and the grading of the Ge profile across
the neutral base. For a linearly graded Ge profile with a constant N, there exists
a constant Ge-grading-induced electric field across the base, which can be written
as

10_6 T T T 1TTTT II T T T 1TTTT II T T T T1TTT
= 358K — SiGe HBT =
=~ Ve = 0.64V (Ge(0)=2.0% ]
1077 & ~2 Ge(grade)=5.0%)—
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Figure 6.17 Theoretical variation in the NBR current density in both Si and SiGe
transistors as a function of minority carrier lifetime in the base region,

at both 358 K and 200 K.
kT i d [ N, —-AFE rade

g= 2 { b } _{ “b} - sGe(grade) (6.24)
q Ngp J dx | nip 2q W,

Using (6.19) and (6.24), one obtains a simplified differential equation for the SiGe
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HBT [8],

dzAnb {AEg,Ge(grade) } dAl’lb Anb Npo { AEg,Ge(grade) }2 _

— +
dx? 2W, kT dx Lib 2 Wy kT
(6.25)
Solving (6.25) with the appropriate boundary conditions yields
Any(x) = C1 ™ 4+ Cy ™ — (1 + mg) nyo(x), (6.26)
where the various terms are given by:
2 .
o () = y mp(S1) (AEq Ge(grade) x/Wy+AEq 6e(0))/kT (6.27)
Nab
2y
mo(x) = A5iGe — (6.28)
(AEg Ge(grade)/kT)? —2y¢.c,
AE Ge(grade) 4 siGe ’
=—— 1 +()y/1+ 6.29
mi2)(x) AW, kT =) AFE, g.(grade)/kT (6.29)

n30(0) ™Mo {eAVBE/KT 4 mo b — npo(Wh) {e"5/KT 4 my }

C = g 7 (6.30)

npo(0) e™Wo {WVBE/KT - mg | — npo (W) {e?2/KT 4 mo }

eleVh — emZVVb

2=

(6.31)

Substituting (6.26)-(6.31) into (6.18) we obtain finally

q {cl(em1 Wo N Cy(emWe — |
Tnb,SiGe mj my
_ (I + mo)[np(Wh) — nyo(0)] }

AE, G.(grade) /KT W, [

Jupr (SiGe) =

(6.32)

In general, 7,, in a SiGe HBT can in principle be different from that in a Si
BJT, due to the differences in the base profile. Using (6.18) and (6.32), one can
roughly estimate the impact of 7., Ge profile shape, and temperature on the NBR
component in both Si and SiGe transistors, respectively. A comparison between
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the NBR in SiGe HBT and Si BJT can be made at fixed Vgg, which is modeled
as a function of temperature to fit the data at Ic = 5.0 uA. Figure 6.17 shows the
variation of NBR base current components in both a SiGe HBT and a Si BJT as a
function of 7,, calculated at 358 K and 200 K, respectively. The SiGe HBT has
a trapezoidal profile shape with a Ge content at x = 0 of 2% and Ge grading of
5%, with a base width of 65 nm and base doping of 3x10'8 cm~3. For simplicity,
Tubs Mnp, and the Nc Ny product in the SiGe HBTs are assumed to be identical
to that in the Si BJT. Observe that the NBR-induced base current component gets
exponentially larger for decreasing 7,, and gets comparable to I¢ at very low z,;
values (< 1 psec). It can also be clearly seen that J,;,. in the SiGe HBT is larger
than that in a comparably constructed Si BJT and that this difference gets larger
with cooling.
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Figure 6.18 Theoretical variation of the ratio between the NBR currents in a SiGe
HBT and Si BJT as a function of Ge profile shape, at both 358 K and
200 K.

The NBR component in a SiGe HBT will be a thermally activated function of
the amount of Ge-induced bandgap reduction at the EB space-charge edge (that is,
AE; .(0)), since Qpp depends strongly (exponentially) on this quantity. The Ge
grading, however, is also expected to play a role in increasing the NBR component
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in a SiGe HBT since it affects the minority carrier base charge. Figure 6.18 shows
the calculated ratio between the NBR component in a SiGe HBT and that in a
comparably constructed Si BJT at 358 K and 200 K, for Ge profiles with varying
Ge content at the EB boundary and a constant integrated Ge content (i.e., stability).
As expected, the largest variation in NBR base current component is observed in a
box-profile SiGe HBT. With cooling, this SiGe-to-Si ratio gets exponentially larger
for all situations considered. Figure 6.19 shows the variation in the NBR ratio as a
function of reciprocal temperature for three different situations: 1) a 0% Ge profile
(i.e., Si BJT); 2) a 10% triangular Ge profile; and 3) a 7% trapezoidal profile (with
5% Ge grading). Clearly, the strongest increase in the NBR ratio is for a trapezoidal
SiGe HBT, due to the presence of a large bandgap reduction at the EB space-charge
boundary.
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Figure 6.19 Theoretical variation of the ratio between the NBR currents in a SiGe
HBT and Si BJT as a function of reciprocal temperature, for three
different Ge profiles.

In real transistors, the shape of the base doping profile will also influence the
Jupr 1atio due to the presence of a doping-induced, position dependent, built-in
electric field in the base region. Solving (6.19) in such situations is difficult, and
more often than not will not yield a closed-form solution. Instead, one can resort to
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more sophisticated numerical simulators to determine J,;. under such situations.
Note, however, that 1-D drift-diffusion simulators cannot easily model NBR be-
cause of the difficulty in modeling the base contact of a 1-D bipolar transistor (see
Chapter 12). Since NBR is a bulk effect, a 2-D (or 3-D) simulation tool is required
to properly account for this effect.

For an npn bipolar transistor with negligible EB space-charge region recombi-
nation, /g under arbitrary forward-active bias is the sum of the hole current back-
injected into the emitter, the hole current due to impact ionization in the collector-
base region, and the NBR component under discussion. For small values of V¢p,
the additional hole current due to impact-ionization is negligible and thus Ip is
dominated by the other two components. As L,;, gets comparable to W}, the NBR
component of /5 becomes increasingly important. With negligible NBR (the ideal
case), I g will be independent of V¢ p for any given Vg. However, under nonnegli-
gible NBR, any change in W}, with respect to L,; will perturb the NBR component
of Ip. Thus, an easy way to estimate the impact of NBR in a given transistor is
to observe the rate of decrease in Ig with respect to varying Vcp, at a fixed Vpg.
The base current in this case can be expressed as the sum of the drift-diffusion
component and the NBR component as

Jg = JB,d{]j’ + Jupr = Jpo quBE/kT + Jubro quBE/kT. (6.33)

Here Jyo is assumed to be independent of Vg, while J,.0 is a function of Vep
because of ys; and is given by (from (6.20))

q Dyp n,-2b { cosh yg; — 1 }
Nap Ly sinh ys; .

anr,O(Si) = (634)
Since the diffusion component of I is independent of V¢p, the change in I with
Ve will only be due to the variation in J,;, through the variations in Wj. There-
fore, in general, the input conductance of the transistor (g,) can be written as [8]

aJB aanr aanr aw/b
gu = = = (6.35)
oVes VBE oVes VBE oWy VBE oVcs VBE
Using (6.32),(6.33), and (6.34) we can determine the g, in a Si BJT
2
gu(Si) = % 01VBE/KT { M} L [ oW ] (6.36)
Nap Ly sinh? ys; 7 Ln» LOVeB

A more convenient way to compare the variations in J,,; between devices and
across temperature is to normalize g, to the base current at Vcp = 0V (g),).
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Therefore, by rewriting (6.36) using the expressions for both J¢ and V4 derived in
Chapter 4, we finally obtain g, in a Si BJT

gu(Si) _ —bsiVsEe, Ve = 0) x5, (cosh ysi = 1)
IB,S[(VBEr Vep =0) VA,S;(fOFCGd — VBE) sinh? XSi

g,(Si) =
(6.37)

where fs;(Vae, Vop = 0) represents the current gain measured at a given Vgg and
Vep = 0V and Vy si(forced — V) represents the Early voltage at a fixed Vpg.
Observe that when yg; is zero (representing the ideal situation in the transistor with
no NBR) that (6.37) predicts that g;l will be zero, as one would expect. On the
other hand, when ys; becomes large (i.e., significant NBR is present), then (6.37)
yields an increased value of g,. Since f and V4 are weakly bias dependent in
well-designed Si BJTs, it is expected that g, will be relatively constant in the low-
injection regime. Using (6.37) we can roughly estimate z,,;, from the knowledge of
the experimentally determined values for f, V4, and g, in a Si BJT, for arbitrary
bias.

Historically, the first experimental observation of NBR in SiGe HBTs was pre-
sented in [12], and a two lifetime region model was used to fit the simple first-order
theory to the data. By assuming a low lifetime region near the CB space-charge
region edge (associated with the SiGe growth interface), good agreement between
measured data and theory was reported.

The g), in a SiGe HBT with a trapezoidal Ge profile can in principle be obtained
directly from (6.32), but is quite complicated mathematically. However, in order to
qualitatively determine the device design parameters which strongly influence g),,
one can consider a simple box Ge profile. In this case, it is easily shown that g}, in
a SiGe HBT is the same as (6.37), except for the differences in f. This is expected,
since both J,- and g in a SiGe HBT are determined primarily by the amount of
Ge-induced bandgap reduction at the EB space-charge edge (i.e., AE; G.(0)). In
general, however, the NBR current component and hence g;, will be a function
of the amount of Ge introduced into the base region of a SiGe HBT (that is, EB
boundary value as well as Ge-grading). In addition, since the SiGe-to-Si J,,;, ratio
is effectively amplified by cooling, it is expected that the SiGe-to-Si g, ratio will
also exponentially increase with decreasing temperature.

6.2.2 Experimental Results

In order to better understand the influence of NBR on SiGe HBT operation, we
experimentally compared identically fabricated Si BJT and SiGe HBTs at various
temperatures and biases in order to highlight the experimental observation of NBR,
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Figure 6.20 Measured Gummel characteristics for a comparably designed SiGe
HBT and Si BJT, at both 358 K and 200 K.

the influence of NBR on V4 [13, 14], and the modeling of NBR in SiGe HBTs for
circuit applications [15]. SiGe HBTs with two different Ge profiles were consid-
ered: a 7% trapezoidal Ge profile that has approximately 2% Ge at x = 0 and 5%
Ge grading, and a 10% peak triangular Ge profile. Figure 6.20 shows the measured
Gummel characteristics for the trapezoidal Ge profile SiGe HBT and the Si BJT, at
358 K and 200 K, respectively. The similarity of Ig at both temperature extremes
is a good indication that the Si BJT is an excellent control for inferring Ge-induced
differences in NBR. Figure 6.21 compares the variation in the normalized-Ip as a
function of V¢ p for both the Si and SiGe transistors at 358 K at 200 K, respectively.
In this case, the transistors are biased in the low-injection region where their col-
lector and base currents are ideal. One can clearly observe the decrease in I at low
Ve due to the modulation of the NBR current component for both transistors, at
358 K and 200 K, respectively. The strong decrease in I p at larger values of V¢p is
due to an increase in the impact-ionization base current component. By observing
the variation in I g with V¢ p in the low-V¢ g range, one can easily conclude that the
Si BJT shows a weak NBR component (= 0.5% decrease in Ig), while the SiGe
HBT shows not only a larger NBR base current component, but also an increase in
the NBR with cooling, as anticipated from theory. It is important to note here that,
although the NBR component in the SiGe HBT is clearly larger than that in the Si
BJT, the magnitude of the NBR component is nevertheless still quite small (~ 3%
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Figure 6.21 Measured normalized Ip as a function of V¢p for a SiGe HBT and a
Si BJT, at both 358 K and 200 K.

of Ip at 200 K).

Using experimentally determined values for #, V4, and g, for the Si BJT, and
approximate values for both W}, and u,; at 300 K, we estimate 7, to be about 0.2
nsec from (6.37) for this transistor. We expect that 0.2 nsec actually underestimates
the real 7, value, because of the assumption of a constant doping profile in the
base region used to derive (6.20). Previous studies [16, 17] on the estimation of
minority-carrier lifetimes from experimental data suggest that a correction factor
has to be used to properly account for the effect of the base doping gradient on
the accurate estimation of 7, in real transistors. Therefore, by using an effective
doping-induced base grading factor (7 = In(N(0)/Nyp(Wp))) of 4.6, which is
reasonable in these transistors, we obtain a 7,; of about 2 nsec for the Si BJTs.
Due to the presence of large base doping concentration (peak Ny, ~ 5x10'8 cm™3)
in these devices, 7, is expected to be dominated by Auger recombination rather
than a pure SRH recombination process. Recent literature results [18] indicate
that for acceptor doping levels close to 1x10'° cm™3, 7, is approximately 55 nsec
and that the Auger recombination component is at least an order of magnitude
smaller than the SRH component. Indirect evidence for the presence of traps in the
base region of various UHV/CVD Si and SiGe transistors has been demonstrated
by performing liquid-helium temperature measurements of devices [19] (refer to
Chapter 9).
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Figure 6.22 Measured ratio of g, in a SiGe HBT and a Si BJT as a function of
reciprocal temperature.

The measured g;, in SiGe HBTs is not only expected to be larger than for a
comparably constructed Si BJT, but also thermally activated due to the presence of
Ge band-offsets in the base region. Figure 6.22 confirms this expectation for both
triangular and trapezoidal profile SiGe HBTs. Treating the presence of the graded
Ge profile as equivalent to an increase in #, we can roughly estimate 7, for these
SiGe HBTs by using (6.37). For instance, assuming that the 7% trapezoidal Ge
profile is equivalent to a 10% increase in # compared to the Si BJT and by using
the experimentally measured results for f, V4, and g, for the SiGe HBT, we obtain
a value of 7,;, of approximately 1.5 nsec for these SiGe HBTs. As expected, the 7,
values for both SiGe and Si transistors are comparable and the differences observed
in the measured g), are due primarily to the base bandgap differences induced by
the Ge. It is important to note that this thermally activated relationship of the ratio
between the g, in a SiGe HBT and that in a Si BJT can only be explained by the
variation in the base bandgap in SiGe HBTs and not by the small differences in z,
that might exist.

We have also experimentally observed that g;, in SiGe HBTs at low-injection
levels shows only a weak Vg dependence at all temperatures (Figure 6.23), mainly



216 Silicon-Germanium Heterojunction Bipolar Transistors

5.0 T T lllllll T T lllllll T T lllllll T T lll'lll T TTTTTIT

| 358K 200K Emitter Area 9‘ 4

375 4 A 08x25um? G‘A A _

| = O 2.0x2.5um? i /ﬁ‘ i
o

~ 25| A % —

1 W
2 - a _
3

= 1257 gigemsr /‘: ,X

=g ) K
° Fﬁ@@s—ﬁﬂiﬂﬂ—ﬂ‘“ i

1 llllllll 1 llllllll 1 llllllll 1 llllllll 11 1111

-1.25
10° 10 10° 102 107" 10°
Collector Current Density (mA/um?)

Figure 6.23 Measured g, as a function of collector current density in a SiGe HBT
with a triangular Ge profile. Two emitter areas are shown, at both 358
K and 200 K.

because of the cancellation of the bias dependence of § and V4 in (6.37). The
NBR base current component in both the Si BJT and SiGe HBT showed only a
weak dependence on the emitter size (Figure 6.23). This is not unexpected since
the NBR component is primarily determined by the presence of traps in the bulk
region of the intrinsic base region, independent of the emitter geometry.

6.2.3 Impact of NBR on Early Voltage

A direct consequence of NBR is a difference in the slope of the common-emitter
output characteristics of a transistor depending on whether the device is biased us-
ing forced-1p or forced-Vpg conditions [20]. This can be explained by comparing
the dc characteristics for a transistor under an ideal situation (no NBR) with that
in the presence of NBR (see Figure 6.24). Without NBR, the increase in I with
Ve is the same whether the transistor is biased under forced-Vgg or forced-Ipg
input drive, yielding the same V4 for both conditions. In the presence of NBR,
however, V4 measured using both techniques will differ because of the decrease
in Ip with V¢p. In a forced-Ip situation, Vpg is allowed to change in such a way
as to maintain constant Ig. Due to the fact that /g decreases with increasing V¢ p
in the presence of NBR, Vg is forced to increase so as to maintain constant /.
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Figure 6.24 Illustration of the effects of NBR on the Gummel and output charac-

teristics of a transistor.

This small increase in Vg exponentially increases I¢, leading to a much smaller
V4. In a forced-Vpg situation, however, the I¢ increase is due only to the decrease
in W}, for an increase in Vg, as one might expect in the ideal case. Thus, in the
presence of NBR, V4 (forced — Ig) will be smaller than V4 (forced — Vgg), and the
two quantities are related through g, as detailed in the following derivation.

Under nonnegligible NBR, the forced-1p operation of a transistor causes Vzg
to increase for an increase in V. From (6.33) one can determine

oJ, kT 9V, 1 0J npr
Bl _0=Jg0) |2 ZBE Ol (6.38)
Ve |, q Veely, Jot+Jdwo Ve |y,
from which we have
1 oJ, —q JV,
nbr,0 _ -9 BE . (6.39)
Joo + Juoro OVer |, kT Ve |y,
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Figure 6.25 Measured output characteristics of a Si BJT at 358 K and 200 K, using
both forced-1p and forced-VpEg techniques.

In the case of forced-VpE operation, we can define 8;4 as

PR S 2 I W)/
“oJp Ve |y, o+ Jdwo Ves |y,

(6.40)

Note that (6.39) and (6.40) must be exactly equal because both equations represent
the amount of NBR sampled in the transistor under the two different modes of
operation. Therefore,

, _ —q OVBg

=4 2BE) 6.41
8= kT Wes |, (641)

In general, the Early voltage from forced-Vpg and forced-Ig can be derived from
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Figure 6.26 Measured output characteristics of a SiGe BJT at 358 K, using both
forced-1p and forced-Vg techniques.

the Moll-Ross equation as (refer to Chapter 4)

-1
aJ,
Va(forced — V) = Jo(0) { (WCCB }
VBE
W, -1
9 dx
e {72)
X
5
and
aJ -
Va(forced — Ig) = Jc(0) ¢
WVee |y,
{Is}]
—0 dx
% 2
q oVBE R T 6.43)
kT Ve |, VIV”dx . ,
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Figure 6.27 Measured output characteristics of a SiGe BJT at 200 K, using both
forced-1p and forced-Vpg techniques.

Using (6.41)—(6.43) and rearranging the terms give, finally [8]

1 1
-~ — ) 6.44
Eu Va(forced — V) Va(forced — Ip) ( )

Since g), is small in a well-made Si BJT, the difference between Vi (forced —
Vee) and Vy(forced — Ip) is expected to be small, as is readily apparent from
Figure 6.21. Equation (6.44) predicts that in SiGe HBTs, however, the difference
between V4 (forced—Vpg) and V4 (forced— 1 g) will be greater because of the larger
g, compared to a Si BJT. Observe that using (6.44) one can also indirectly estimate
the ratio of g, between similarly constructed SiGe and Si transistors simply from
the knowledge of measured V4 values. For the present case, using the measured
V4 values for SiGe HBT (trapezoidal profile) and the Si BJT at 358 K and 200 K,
we obtain g,(SiGe) /g, (Si) ~ 3.0 at 358 K and g,(SiGe) /g, (Si) ~ 9.0 at 200 K,
which closely agrees with the results shown in Figure 6.22.

Recent transistor simulations have shown that V4 (forced — Ip) and hence the
PV, of bipolar transistors is smaller in the presence of NBR when compared to an
ideal situation [21, 22], and that variations in the base bandgap as well as temper-
ature changes will also significantly affect the 14 of transistors in the presence
of NBR. Figure 6.25 shows typical common-emitter output characteristics of a Si
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Figure 6.28 Measured Early voltage as a function of reciprocal temperature for a
SiGe BJT and a Si BJT, using both forced-1p and forced-Vpg tech-
niques.

BJT measured using both forced-Vpg and forced-1p input drive at 358 K and 200
K, respectively. Clearly, no noticeable difference exists between the two measure-
ments because of the fact that the transistor has only a weak NBR component in
the base current.

Figure 6.26 and Figure 6.27, however, show typical common-emitter output
characteristics for the SiGe HBT, also obtained using forced-1p and forced-Vpg at
358 K and 200 K, respectively. It is readily apparent from these figures that with
cooling, the slope of I¢ with respect to Vg increases in a forced-1 g measurement,
compared to a decrease in the same quantity for a forced-Vpg measurement. Fig-
ure 6.28 shows V4 obtained for both Si and SiGe transistors using forced-/p and
forced-VpEg conditions as a function of reciprocal temperature. Observe that the V4
in a Si BJT, obtained using both techniques, yields similar results, thus confirming
the presence of only a weak NBR component in the base current of these tran-
sistors. In the SiGe HBTs, however, we can clearly observe a quasi-exponential
degradation of V4 (forced — 1g) compared to a quasi-exponential improvement in
Va(forced — V) with cooling. While it is the bandgap grading in the SiGe HBT
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that increases the V4 (forced — V), it is the amount of AE, g.(x = 0) that causes
the exponential degradation in V4 (forced — Ig) with cooling. From these experi-
mental results, it is clear that such a strong temperature and input-bias dependent
situation for SiGe HBTs could potentially have important consequences on the per-
formance of SiGe HBT circuits which depend critically on the output conductance
of the transistor.
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Figure 6.29 Measured and simulated normalized base current as a function of
collector-base voltage.

6.2.4 Identifying the Physical Location of the NBR Traps

Given the experimentally determined presence of NBR in these SiGe HBTs, it is
logical to wonder about the physical location of the responsible traps and how they
may relate to the details of the device fabrication process. Calibrated 2-D device
simulations (in this case with MEDICI [23]) are best suited to this task, and provide
important insight into the physical mechanism of NBR in these SiGe HBTs. The
MEDICI simulation-to-data calibration process is nontrivial, and information on
proper meshing, parameter model choice, and the coefficient tuning methodology
is discussed in [24], as well as in Chapter 12. Given the importance of temperature
in experimentally assessing NBR in SiGe HBTs, simulation calibration across a
wide temperature range (e.g., 300 K to 200 K) is important in the context of NBR.
Note that the electron and hole lifetimes (i.e., trap densities) throughout the device
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Figure 6.30 Doping and Ge profile for a SiGe HBT with finite trap density at the
SiGe/Si growth interface.

are necessarily fixed during this calibration process.

Using these final calibrated parameters, we compared the measured and simu-
lated normalized base current dependence on Vcp (Figure 6.29). Below the onset
of impact ionization the simulations show only about 1.0% Ip reduction per volt
Vep, compared to the measured value (about 3.0% per volt Vep). Note that in-
troduction of a low lifetime region throughout the neutral base region changes the
total Ip dramatically, and fails to accurately model the normalized Ig dependence
on Vcp. This is not surprising given that: 1) the NBR-induced base current com-
ponent is only a small fraction of the total I in these devices; and 2) the total
base current of the SiGe HBT and Si BJT are nearly identical (meaning both have
similar overall base trap density).

A logical explanation to this mismatch between data and simulation is that the
additional traps responsible for the observed NBR are not uniformly distributed
throughout the base, but rather are located in the vicinity of the CB junction. This
hypothesis makes intuitive sense given that the original SiGe/Si growth interface is
a plausible location for additional traps. As shown in Figure 6.30, a box-like, low-
lifetime region (i.e., high trap density), located in the CB junction and centered
on the SiGe growth interface, can explain the measured results (refer to the curve
labeled "simulation with CB traps" in Figure 6.29). As can be seen in Figure 6.31,
the hole recombination rate (R) is strongly modulated by the changing Vg, and
yet the total base current remains unperturbed, consistent with the data. Note that in
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Figure 6.31 Simulated electron and hole densities, as well as the recombination
rate profile for a SiGe HBT with collector-base traps.

this case, the recombination process is modulated by the majority carriers (holes),
not the minority electrons one usually associates with NBR. One can estimate the
value of the hole lifetime due to the traps by using

A AW, Jc A AW, Ic AW,
AIBNqRAEAVI/nerqn E nbr _ JCAE nbr _ 1IC nbr’ (6.45)

T Vs T Ve T

where Alp is the Ig reduction due to the AV p increase, AW,,;, is NBR-induced
positional shift in the point where n = p as V¢ g increases, v; is the saturation veloc-
ity, and 7 is the effective hole lifetime. The resulting normalized CB conductance
becomes

r 1 olp ~ ﬂ aI/I/I'lbr
g”_ IB aVCB ~ VT aVCB’

(6.46)

Using the lifetime determined in this manner, one finds that under the constraints
of: 1) matching the total base current (hence f) at both 300 K and 200 K, while
simultaneously 2) matching the CB conductance at 300 K and 200 K, that there is
little flexibility in the trap lifetime and location if simulation-to-data calibration is
to be maintained. Moving the traps closer to the EB junction, for instance, degrades
p due to enhanced EB space-charge region recombination.
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6.2.5 Circuit-Level Modeling Issues

Precision current sources (CSs), which are used extensively in many analog circuit
applications, rely on the high V4 of the transistor to maintain a constant current
output for large output voltage swings, and thus require very high output resistance
(Royur). Given that in the presence of NBR there can be significant difference be-
tween the V4 of a SiGe HBT depending on whether it is voltage or current input
driven, we can naively expect that the presence of NBR will have a strong impact
on the performance of precision SiGe HBT CSs, particularly as the temperature
changes. To assess the effects of NBR in precision SiGe HBT analog circuits,
as well as shed light on the circuit-level modeling of NBR in SiGe HBTs, we
have analyzed the behavior of various SiGe HBT current sources: the Wilson CS,
the Cascode CS, the high-source-resistance CS, and the low-source-resistance CS,
across the realistic operating range of -55°C to 85°C.

In order to quantify the impact of NBR on the temperature characteristics of
these circuits, we first modified the conventional bipolar compact model (in this
case, the Gummel-Poon PSPICE model, but the approach is easily extendable to
any compact modeling tool) to accurately model the temperature dependence of
V4 in SiGe HBTs across temperature [14]. The influence of NBR on the transistor
characteristics is modeled in SPICE by considering a Miller resistance (r, = 1/g,)
placed across the CB junction (Figure 6.32), whose values at various temperatures
can be obtained experimentally from the inverse slope of the measured I versus
Ve characteristics. In a forced-Vpg input-drive situation, the variations in V¢p
will force a current through r, that flows into the voltage source to decrease Ip by
Ai, = Vcp/ry, as one would expect in the presence of NBR.

In this situation, the variation in I¢ with V¢ p is largely controlled by the SPICE
VAF parameter. In the forced-Ip input-drive situation, however, Ai, is forced to
flow into the device causing I¢ to increase by f x i,, thereby degrading V4. Fig-
ure 6.33 shows the close agreement between the appropriately modified SPICE
model and the common-emitter output characteristics for the SiGe HBT at both
358 K and 200 K. In this case we have introduced a new parameter to control the
temperature dependence of V4 (XTVAF).

Calibrated SPICE models were used to investigate and compare the tempera-
ture characteristics of R,,; in CSs built with SiGe HBTs both with NBR and with-
out NBR (i.e., the ideal case). Figure 6.34 shows the circuit schematic for both the
Cascode and Wilson CSs, and Figure 6.35 shows the modeling results for R, in
these SiGe HBT CSs for situations both with and without NBR in the transistors, as
a function of temperature. Under an ideal situation, both CSs show an increase in
R,,;: because of the increase in both f and V4 with cooling. In the presence of NBR
in the transistors, however, the R,,; of both CSs is not only smaller (worse) com-
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Figure 6.32 Schematic showing the approach to modeling NBR in SPICE using
the collector-base resistance r,.

pared to the ideal case (no NBR) but also has an opposite temperature dependence.
Observe that the default SPICE model does not accurately predict the temperature
dependence of R,,; in these CSs because of the lack of a parameter to account for
the temperature dependence of V4 in the SiGe HBTs.

Other commonly used CS configurations include the high-source-resistance CS
and low-source-resistance CS, shown in the inset of Figure 6.36. Unlike the Wil-
son, and Cascode CSs, these circuits correspond to the forced-1p and forced-VpEg
input-bias modes of operation, respectively. The modeling results for the ratio be-
tween the R, of these circuits in situations with NBR to that without NBR, as
a function of temperature are shown in Figure 6.36. The variable resistor value
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Figure 6.33 Measured data versus calibrated SPICE modeling results at 358 K and
200 K.

was chosen such that the transistor was biased at I¢ ~ 1.0 pA at all temperatures.
The low-source-resistance SiGe HBT CS shows near-ideal behavior of R, across
this temperature range because the transistor is biased in an almost pure forced-
Vg input-bias mode. The high-source-resistance SiGe HBT CS, however, shows
a significant degradation in the R,,, ratio with decreasing temperature because of
the NBR-induced degradation in V4 resulting from operating the transistor in an
almost pure forced-Ip input-bias mode. Finally, if we compare the performance
of a SiGe HBT cascode and high-source-resistance CS with that of comparably
designed Si BJT CSs, in the presence of NBR, we find that the use of SiGe HBT
in the Cascode CS architecture gives substantial improvement in R, to that ob-
tained for a Si BJT-based Cascode CS (R, (SiGe)/R,,:(Si) = 2.8 at 300 K).
As the circuits are biased closer to a forced-1p input-bias mode situation, as in
the high-source-resistance CS, however, one can clearly see the degrading effect
of NBR in the SiGe HBT circuit. In this case, the performance of the SiGe HBT
high-source-resistance CS and the Si BJT high-source-resistance CS are compa-
rable (R, (SiGe)/ Ry, (Si) = 1.0 at 300 K), and the Si BJT-based CS actually
outperforms the SiGe HBT CS at lower temperatures (R,,;(SiGe)/ Ry (Si) = 0.7
at 200 K) [8].

While conventional Si BJT compact models can be appropriately modified to
accurately capture NBR effects for circuit design, small-signal equivalent circuits
of the transistor remain very useful for circuit analysis and offer additional insight
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Figure 6.34 Circuit schematics of the Cascode and Wilson precision CSs.

into how device effects such as NBR couple to actual circuit operation. The first
attempts to develop a small-signal model for the SiGe HBT were based on a linear
superposition principle [25], but were shown to produce incorrect modeling of the
emitter current. More recent work yielded a new hybrid-z small-signal model for
the SiGe HBT, which properly accounts for the presence of significant NBR [26].
As depicted in Figure 6.37, the output resistance

1
Fo = (6.47)
olc
and the collector-base resistance
1
ry = ——— (6.48)
alg
Ve VBE

are the required model parameters. From direct analysis of this new SiGe HBT
hybrid-z model, we can determine that

ry® (6.49)

Ic _ Ic
{ VA(ﬁ)rced—IB)+VCE VA(forced—VBE)+VCE }

and thus
' 8u 1 ~ 1 IC
Iz rulp - Va(forced — Ig) + Vcg  Va(forced — Vgg) + Veg'
(6.50)
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Figure 6.35 Comparison of calibrated SPICE modeling results both with NBR and
without NBR for the output resistance of both Cascode and Wilson
precision current sources as a function of temperature.

consistent with the result obtained by a more device-physics oriented transport
formulation, as derived in (6.44). More details on the model extraction from ex-
perimental results, and its validity, are given in [26].

6.2.6 Device Design Implications

Experimental results, first-order theoretical calculations, and simulation results
clearly show that the Ge-induced band offsets in the base region of a SiGe HBT can
be used to exponentially enhance V4 and V4 compared to that of a comparably
constructed Si BJT. Unfortunately, however, these same Ge-induced band offsets
will also amplify the otherwise weak NBR component in the transistors. Since the
NBR current component in a SiGe HBT is a thermally activated function of the
band offset at the EB space-charge region boundary, one would like to decrease the
Ge-concentration at the EB boundary to weaken the impact of NBR on the device
characteristics. This reduction in Ge, however, will also clearly reduce the f of
the transistor, which is exponentially dependent on AE, g.(x = 0). In practice,
where one typically works under a constant thermodynamic stability criterion for
the requisite SiGe strained layers, any reduction in the Ge-concentration at the EB-
boundary will allow an increase in the Ge-grading across the base region. This is
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Figure 6.36 Calibrated SPICE modeling results for the ratio of the output resis-
tance both with NBR and to that without NBR for the output resistance
of both high- and low-source-resistance current sources.

advantageous for many SiGe HBT analog circuits, where one can trade f (typically
not a limiting parameter) for larger V4 and higher f,,,. Thus, a triangular-shaped
Ge profile SiGe HBT is expected give the maximum benefit for Vy, V4, and fiax,
and also result in a lower NBR-induced base current component. Experimental
results, however, indicate that even in a triangular Ge profile SiGe HBT, the NBR
component is significantly larger than in a comparably designed Si BJT (of equal
neutral base trap density). Therefore, any introduction of Ge into the base region
of a SiGe HBT, which is obviously intended to improve transistor performance,
will naturally amplify the effects of any NBR base current component that may be
present.

As discussed above, the presence of NBR causes Ip to be dependent on V¢ p,
hence affecting the relative V4 (forced — Vpg) versus V4 (forced — Ig) values. A
consequence of this difference is a much stronger-than-expected temperature de-
pendence of the performance of SiGe HBT precision analog circuits, depending
on the transistor input biasing condition of the circuit. For example, temperature
characteristics consistent with simple SiGe theory (Chapter 4) for the SiGe HBT
precision current sources are obtained when the transistors are biased using forced-
Vg input drive, whereas, a strongly degraded circuit performance at reduced tem-
peratures is seen for a forced-1p input biasing mode. Since in most analog circuit
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Figure 6.37 New hybrid-z equivalent circuit for the SiGe HBT which properly ac-
counts for the dependence of terminal currents on V¢ p in the presence
of significant NBR.

designs the input-bias for a transistor is not purely Vg driven, it is clear that the
temperature performance of SiGe HBT precision circuits will be degraded due to
the presence of NBR in the transistors. Therefore, in order to minimize the impact
of NBR on the overall performance of SiGe HBT precision analog circuits, it is
important that one carefully design the input-bias of those transistors from which
large V4 is required to be closer to a forced-Vpg mode. The modeling method-
ology using a modified SPICE code that we have introduced should allow circuit
designers to quantify the impact of NBR and thus gauge its importance in specific
SiGe HBT circuit designs.

6.2.7 The Bottom Line

The presumption in this section is that significant NBR exists in the SiGe HBTs
under consideration. In this situation we can say:

e An observable difference between Vy(forced — Vgg) and V(forced — Ig)
will exist in the SiGe HBT, and will be reflected in the output characteristics
of the transistor.

e The measured V4 (forced — V) value in the presence of NBR will be con-
sistent with simple device theory (Chapter 4), but the V4 (forced — 1p) will
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be degraded (lower) compared to simple theoretical expectations.

o This input-drive-dependent V4 difference will be amplified in the SiGe HBT
compared to a comparably constructed Si BJT. That is, Ge-induced bandgap
engineering will always act to enhance the effects of NBR.

o This input-drive-dependent V4 difference will get larger (worse) as the tem-
perature decreases.

e Careful 2-D simulations can be used to identify the physical location of the
traps responsible for the NBR component, and correlated with the fabrication
process.

e Accurate compact modeling of SiGe HBTs for circuit design which includes
NBR can be accomplished using existing Si BJT models, but may require
an additional parameter to account for the inherently different temperature
dependence in V4 between a SiGe HBT and a Si BJT. Such NBR-compatible
models can provide a detailed assessment of the role of NBR-induced V4
changes on particular circuits.

NBR, while clearly inherent to bipolar transistor operation because finite trap
densities necessarily exist in semiconductor crystals, does not necessarily strongly
perturb the characteristics of modern SiGe HBTs. The experimental results pre-
sented in this chapter show a significant NBR base current component, and thus
are instructive for understanding and modeling NBR in SiGe HBTs, but we have
also measured devices from other SiGe technologies which do not show appre-
ciable NBR-induced V4 changes. Thus, we do not consider NBR in any way to
be a "show-stopper" for SiGe HBT deployment, but rather something to be care-
fully monitored and assessed during technology development and qualification. In
this case, a simple bench-top measurement of Ig(Veg)/Ip as a function of Ve p at
two different temperatures (e.g., 300 K and 200 K) provides a simple and power-
ful tool for accurately assessing the presence of significant NBR in a given SiGe
HBT technology generation. If present, appropriate steps can be taken to either
try and correct the situation by process modification, or models can be developed
which accurately account for the effect, thus ensuring that circuit designs are not
negatively impacted.

6.3 Heterojunction Barrier Effects

In order to achieve maximum performance, SiGe HBTs must be biased at very
high collector current densities (typically, above 1.0 mA/um?). High-injection
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heterojunction barrier effects (HBE), which occur in all HBTs, can cause severe
degradation in key transistor metrics such as, f§, g, Va, fr, and fi.x, especially at
reduced temperatures (see Chapter 9 for more detail on temperature effects). Care-
ful transistor optimization is therefore required to delay the onset of the HBE to
well above the current density levels required for normal circuit operation. Since
the severity of the HBE is mainly determined by the amount of Ge-induced band
offset at the SiGe/Si hetero-interface and the collector doping level, one needs to
carefully design the CB junction of the HBT. In order to delay the onset of Kirk
effect and hence HBE, one can easily increase the collector doping level (Ng.).
Increasing N, however, decreases f,x and BVcgo due to the increase in Ccp
and the CB electric field, respectively, presenting serious design constraints.

As will be seen, the shape and position of the Ge profile in the CB region of
a SiGe are critical in determining the characteristics of the onset of HBE and the
rate of degradation in HBT characteristics with increasing Jc. While large Ge
grading is desirable for increasing V4, fr, and f,,qx of a SiGe HBT, the increased
Ge concentration at the CB junction increases the induced barrier associated with
HBE. To reduce the impact of the barrier on device performance, one can either
gradually decrease the Ge at the CB region or place the SiGe-Si heterointerface
deeper inside the collector region, instead of having an abrupt SiGe-Si transition at
the interface. Obviously, these methods lead to an increase in the total Ge content
of the film, which imposes film stability (and hence manufacturing) constraints on
the fabrication process. These device design trade-offs clearly indicate that there
exists no specific design solution to completely eliminate HBE. One can, however,
tailor the CB design to suit the application at hand, and offers testament to the
versatility that can be achieved with bandgap engineering.

We experimentally and theoretically examine the impact of Ge profile shape
and the scaling of collector doping profile on high-injection HBE in SiGe HBTs
operated over a wide temperature range of -73°C to 85°C [27, 28], as well as
address compact modeling issues [29]. The results indicate that careful Ge profile
design tailored with a proper collector profile design is required to push the barrier
onset current density (Jc parrier) to well beyond the typical circuit operating point.

We limit our discussion here to what we term "high-injection HBE," occur-
ring at high-J¢ in the device [8]. We note, however, for completeness, that there
is another class of heterojunction barrier effects associated with the physical mis-
placement of the SiGe/Si hetero-interface with respect to the EB and CB junctions.
As discussed in Chapter 4, as a general rule, the graded-base Ge profile should
begin and end in the space-charge regions of the EB and CB junctions, outside the
neutral base, since the transition from low bandgap (SiGe) to high bandgap (Si)
is thereby effectively "buried" in the appropriate space-charge regions. If, instead,
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Figure 6.38 SiGe HBT band diagrams illustrating a Ge-misplacement-induced
barrier.

the Ge profile is brought down inside the neutral base, parasitic conduction band
barriers will result, as illustrated in Figure 6.38. These parasitic barriers can oc-
cur by an error in epitaxial growth conditions that places the boron base profile in
an incorrect position with respect to the Ge profile, or more commonly, the base
profile can out-diffuse past the Ge layer due to excessive thermal cycle, or some
other enhanced diffusion process. In either case, due to barrier-induced minority
carrier pile-up in the base, the electrical consequences of this Ge misplacement can
be severe, resulting in a severe degradation in the transistor dc and ac performance,
even at low-J¢ values (it is the J¢ dependence that differentiates this phenomenon
from high-injection HBE). Such Ge-misplacement-induced HBE, however, are not
fundamental to the operation of SiGe HBTs, and thus proper SiGe film growth and
fabrication techniques can be used to easily eliminate them. For this reason, they
will not be addressed in detail here, and the interested reader is referred to [30] for
more detail.

6.3.1 High-Injection in SiGe HBTs

Although there are several ways to equivalently define high-injection in bipolar
transistors, a state of high-injection in the device can be said to generally occur
when the local minority carrier density in the emitter, base, or collector region,
approaches and then exceeds the local ionized doping level. The onset of high-
injection clearly depends on the construction and doping profiles of the device, but
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Figure 6.39 Normalized current gain as a function of collector current density for
a Si BJT and SiGe HBT, at 358 K and 200 K.

as a general rule-of-thumb for modern Si-based bipolar transistors, current densi-
ties in excess of about 1.0 mA/um? are usually sufficient to induce high-injection
in the collector region. High-injection in the base and emitter are typically of lesser
importance given the relatively higher doping densities in those regions.

In Si BJTs operated under high-injection in the collector, there are several
phenomena that can cause the collector and base currents to deviate from their
ideal low-injection behavior (i.e., Ic, I o« e9V8£/kT) including Kirk effect [31],
Webster-Rittner effect [32, 33], the IR drop associated with the base and emitter
resistances, and quasi-saturation due to collector resistance. Among these, Kirk
effect (or "base push-out") is usually the most important in practical Si BJTs (and
SiGe HBTs). The physical basis of Kirk effect lies in the fact that the increased
minority carrier concentration in the CB region, at high-injection, is sufficient to
compensate for the doping-induced charge in the CB space-charge region, caus-
ing the space-charge region to first collapse, and then to be pushed deeper into the
collector region as J¢ (hence nc¢) rises. The displacement of the CB space-charge
region effectively increases the basewidth, which leads to a decrease in the collec-
tor current (J¢ o« 1/W}), and an increase in the base transit-time (7 o 1/ I/Vbz),
thus causing a premature degradation in both # and fr.

One can estimate the J¢ at the onset of Kirk effect (J¢ iy« ) by considering the
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Figure 6.40 Extrinsic transconductance as a function of collector current density
for a Si BJT and 3 SiGe HBT profiles, at 358 K and 200 K.

electron current density in the collector, which can be written generally as

Jc ® gqvsnc, (6.51)

where v; is the electron saturation velocity and n¢ is the electron concentration in
the collector. At the onset of Kirk effect, the built-in electric field at the original
CB interface is reduced to zero and is moved (pushed) to a region deeper inside the
collector. Using Poisson’s equation, we can determine the electron concentration
required to reduce the electric field to zero as

2e(Vcp + &ni)
qw?,

epi

nc &% Ny + (6.52)

where W,,,; is the collector epi-layer thickness and ¢;; represents the CB built-in
potential. Therefore, by combining (6.51) and (6.52) we obtain

} |

The direct relationship between the onset of Kirk effect and the collector doping
level is obvious. To get a feel for the numbers, if we assume realistic values for the

2e(Vep + &ni)

2
quc W/ep,'

Jekirk ® qVs Nge { I+ (6.53)
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Figure 6.41 Simulated electric field distribution in a Si BJT and SiGe HBT at both
low and high current density at 200 K.

uniformly doped collector (e.g., Ng. = 1x10'7 cm™), and an epi-layer thickness
of 0.5 um, we thus expect from (6.53) that the onset of Kirk effect will occur at
approximately 1.6 mA/um?.

Since maximum device performance is achieved at large current densities,
one usually needs to increase Ny to provide additional immunity to Kirk effect,
thereby increasing the CB electric field, and decreasing the CB breakdown volt-
age. Thus, a fundamental trade-off exists in Si BJTs between device performance
(i.e., peak fr) and maximum operating voltage (i.e., BVcEo), as reflected in the
so-called "Johnson-limit" [34]. Note that at reduced temperatures, the slight in-
crease in the saturation velocity with cooling will naturally increase J¢ giqx (refer
to Chapter 9 for the design implications).

The story of high-injection is more interesting in SiGe HBTs. In SiGe HBTs,
the transition from a narrow bandgap SiGe base layer to the larger bandgap Si col-
lector layer introduces a valence band offset at the SiGe-Si heterointerface. Since
this band offset is masked by the band bending in the CB space-charge region dur-
ing low-injection operation, it has negligible effect on the device characteristics. At
high-injection, however, the collapse of original CB electric field at the heteroint-
erface exposes the offset, which opposes hole injection into the collector. The hole
pile-up that occurs at the hetero-interface induces a conduction band barrier that
then opposes the electron flow from base to collector, causing an increase in the
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Figure 6.42 Simulated conduction band edge as a function of depth for a Si BJT
and SiGe HBT, for various current densities at 200 K.

stored base charge which results in the sudden decrease in both fr and f,x. The
"pinning" of the collector current due to this induced conduction band barrier, and
the simultaneous increase in the base current due to valence band offset, causes a
rapid degradation in desirable characteristics of the SiGe HBT at a HBE onset cur-
rent density, and can present serious device and circuit design issues. This effect
was first reported in [35, 36], and later addressed by others authors [27, 37, 38].
In addition, since the transport currents are thermally activated functions of the
barrier height, it is expected that the HBE will have a much more pronounced im-
pact at reduced temperatures, raising important questions about operation over a
wide temperature range [28, 39]. It is therefore essential that the collector profile
and the Ge profile be designed properly to reduce the impact of HBE on circuit
performance.

6.3.2 Experimental Results and Simulations

SiGe HBTs with three different Ge profiles were measured (an 15% Ge triangle,
an 10% Ge trapezoid, and an 8% Ge trapezoid), along with a comparably designed
Si BJT control. The collector profile was identical for all of the transistors and
was selectively implanted to simultaneously optimize f7 (at high J¢) while main-
taining an acceptable BV gp of about 3.3 V. The Gummel characteristics of all of
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Figure 6.43 Simulated barrier height as a function of current density at 358 K and
200 K. Inset shows the temperature dependence of the barrier height
at fixed current density.

the transistors are ideal across the measured temperature range of 200 K to 358
K. While the SiGe HBTs and Si BJTs have differing current gains, as expected,
a normalization of § as a function of J- shows that there is a clear difference in
high-injection behavior for the SiGe and Si devices, particularly at reduced tem-
peratures (Figure 6.39). As will be seen, this strong decrease in # at high current
densities is the result of both J¢ and Jp phenomena associated with HBE. A sen-
sitive test for clearly observing high-injection HBE in SiGe HBTs is to extract the
transconductance (g,,) at high J¢ from the Gummel characteristics, at high and
low temperatures. As shown in Figure 6.40, a clear dip in the g, at 200 K at a J¢
of about 2.0 mA/um? can be clearly seen. By comparing g,, and f at Jc = 2.0
mA/um? between the SiGe HBT and the Si BJT at 358 K and 200 K, respectively,
one can easily deduce that the differences are associated with the Ge profile, and
hence are a signature of high-injection HBE. In addition, Figure 6.40 suggests that
the trapezoidal Ge profiles show a weaker degradation in g, at 200 K compared
to the triangular Ge profile, because of the presence of a smaller Ge band offset in
the CB junction (15% Ge versus 8% and 10% Ge, respectively), indicating that the
specific design of the Ge profile plays a role, as expected.

To shed light on both the physics of HBE in SiGe HBTs, as well as determine
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the optimum doping and Ge profiles for scaled SiGe HBTs, we have used numerical
device simulation (in this case, the 1-D drift-diffusion simulator SCORPIO [40]).
Carefully calibrated simulations based on measured SIMS profiles show agreement
with data for f, V4, fr, and f.x to within £15% over -73°C to 85°C (and labeled
as "calibrated profile" in subsequent figures). Figure 6.41 shows the electric field
distribution in the base-collector region of both calibrated SiGe and Si transistors
at low- and high-J¢. Observe that at low-J¢, the CB built-in electric field entirely
covers the SiGe/Si heterointerface. At high-injection (J¢ = 4.0 mA/um?, past peak
fr), however, the CB space-charge region is pushed deep into the collector region
in both transistors due to Kirk effect and in the SiGe HBT a barrier is formed at
the original SiGe/Si heterointerface, and can be clearly seen in the high-J¢ field
distribution.

Figure 6.42 shows the evolution of the induced conduction band barrier to elec-
trons in the SiGe HBT as a function of J¢. Clearly, the electron barrier appears
only at high injection and this can be correlated with the exposure of the SiGe/Si
valence band offset (Figure 6.44). In addition, the magnitude of the induced con-
duction band barrier (¢p) gets larger as the device is biased progressively into
higher injection, while at very large current densities ¢ g eventually saturates (Fig-
ure 6.43). Although ¢p at a fixed J¢ decreases with cooling due to the shift in
operating point with temperature (refer to Chapter 9), its impact will be much
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Figure 6.45 Measured base current density as a function of base-emitter voltage
for a Si BJT and SiGe HBT, at three different temperatures.

greater at low temperatures due to its thermally activated nature as a band-edge
phenomenon.

The sudden increase in Jp accompanying the barrier onset in a SiGe HBT (Fig-
ure 6.45) is the result of the accumulation of holes in the base region due to HBE
(Figure 6.46). At low-injection one clearly sees that the hole concentration in the
base is unperturbed compared to a Si BJT. At high-injection, however, not only
is the hole profile pushed out into the collector region (Kirk effect) but also the
presence of the barrier increases the hole concentration close to the CB junction.
The calibrated simulations are clearly capable of quantitatively capturing the mea-
sured differences in g,,(J¢), f(J¢), and fr(J¢c) between SiGe HBTs and Si BJTs
operating across a wide temperature range [28].

6.3.3 Profile Optimization Issues

A fundamental trade-off in collector profile design exists between maximizing both
BVcgo and fpa, in SiGe HBTs. RF and microwave power amplifiers require
large BV ko, and therefore the collector doping must be reduced. Obviously, such
a reduction in N, will adversely affect the large-signal performance due to the
premature onset of HBE. We have investigated two hypothetical collector profiles
for transistors suited for such high-power RF applications: 1) the calibrated profile
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Figure 6.46 Simulated hole density profile in the base collector junction for a Si
BJT and SiGe HBT at two different biases at 200 K.

with Ny reduced by 0.2x; and 2) a flat 5x10'® cm™ collector doping profile. The
emitter, base, and the Ge profiles were left unchanged in order to investigate the
performance differences solely due to Ny scaling. In order to keep W), constant
while scaling the collector profile, we have abruptly dropped the N, at the CB
junction. These profiles are expected to yield a BV go in the range of 5-7 V.

Figure 6.47 shows the simulated f7 for these transistors compared to the cal-
ibrated SiGe HBT, at both 358 K and 200 K. Clearly, the reduced Ny . in both
devices causes a much earlier onset of the barrier effect, and premature roll-off in
Jfr compared to the original profile. While both scaled-collector devices have com-
parable peak fr, a more rapid decrease in the fr of the SiGe HBT with constant
collector doping profile is observed compared to the device with a 0.2x reduced
Ng.. This is expected, since there is no retrograded doping to oppose the Kirk-
effect/barrier effect process once it is triggered.

One can also, in principle, "tune" the barrier onset by properly adjusting the Ge
retrograde profile shape. A higher Ge grading in the base region of a SiGe HBT
provides better high-frequency performance throughout the temperature range. In-
creasing the Ge grading, however, necessarily increases the Ge content in the CB
junction, which leads to a stronger barrier effect at high-injection. In order to
reduce the impact of barrier effect in such cases, one can either more gradually de-
crease the Ge or push the Ge deeper into the collector. In either case, however, one
is limited by the amount of Ge that can be added because of the stability constraints
of the SiGe films. Various retrograde profile shapes that have varying stability have
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Figure 6.47 Simulated normalized cutoff frequency as a function of collector cur-
rent density for different collector profiles at 358 K and 200 K.

been investigated to shed light on the optimum approach (Figure 6.48). Figure 6.49
shows the trade-offs in film stability with each SiGe retrograde design point. All
three of these Ge profiles achieve similar § and peak fr compared to the calibrated
control profile, and thus shed light on the optimum approach to tailor the impact of
HBE on high J¢ performance.

Figure 6.50 compares the simulated fr versus J¢ for the various retrograded
Ge profiles with that of the calibrated profile, at 358 K and 200 K. Observe that
by increasing the retrograde slope one can simultaneously increase J¢ pgrrier and
reduce the fr roll-off at high-Jc. The retrograde 2 profile is clearly not optimum,
however, because only marginal improvement in J¢ parrier 1S achieved at the cost of
a significant lowering of the film stability. On the other hand, with an abrupt box-
shaped Ge profile in the collector (retrograde 3), which has a stability point close
to retrograde 1, we obtain similar peak f7 but with a much higher J¢ pgprier. In this
case, however, one faces a more rapid degradation in fr beyond the barrier onset
when compared to the other retrograde designs. These retrograde design tradeofts
are expected to hold for devices with more aggressive scaling of the base and Ge
profiles, as discussed in detail in [28].
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Figure 6.48 Doping profiles with varying Ge profile shapes used to investigate the
effects of Ge retrograde on barrier effects in SiGe HBTs.

6.3.4 Compact Modeling

The successful insertion of SiGe HBTs into practical systems requires accurate
compact circuit models for design. Because SiGe HBTs are typically modeled
using Si BJT-based compact models (e.g., SPGP, VBIC, MEXTRAM, or HICUM),
it is important to assess the accuracy of these models for capturing unique device
phenomena such as high-injection HBE. Of interest in this context is how well
existing compact models can fit fr — J¢ and f — J¢ at very high current densities,
particularly for SiGe HBTs optimized for high breakdown voltage (low Ng.).

As discussed above, the neutral-base charge, which dominates the extrapolated
forward transit time (7 ) at high current density, is subjected to two dominant high-
injection effects in SiGe HBTs: Kirk effect and HBE. While semiempirical or em-
pirical models of the neutral-base charge in SiGe HBTs have been presented (e.g.,
[41]), these models cannot accurately fit measured fr data at very high J¢, espe-
cially for high-breakdown voltage devices (BVcgo > 5-7 V). Figure 6.51 shows
the measured and fitted cut-off frequency as a function of J¢ for such a device. Ob-
serve that neither the VBIC or the HICUM models accurately capture the f7-J¢
data above 2.0 mA/um?. This modeling failure also causes discrepancies in other
ac device parameters important in RF circuit design (e.g., Cgg).

In most compact models, the Kirk effect and HBE are lumped into a single
function, assuming the Kirk effect and barrier effect occur simultaneously. This
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Figure 6.49 SiGe stability diagram showing the stability points of the simulated
profiles.

assumption, however, is no longer valid when the SiGe/Si heterojunction is located
either in the neutral base region or deeper in the epitaxial collector. The latter, for
instance, might be found in SiGe HBTs optimized for high breakdown voltage.
Figure 6.52 illustrates the impact of the Kirk effect and barrier effect on a SiGe
HBT with a deep heterojunction. One finds that the neutral base is not subjected to
the SiGe/Si barrier when the Kirk effect onset occurs. That is, the barrier effect is
significant only when J¢ is much higher than the critical onset current density of
Kirk effect (JC,barrier > JC,Kirk)-

The other effect that compact models fail to capture is that the functional form
of the fr — J¢ roll-off in SiGe HBTs is also determined by the depth of Si/SiGe
heterojunction. Figure 6.53 shows simulated values of 7 as a function of J¢ for
different SiGe/Si heterojunction locations (x = 0 implies the SiGe/Si heteroint-
erface is at the metallurgical CB junction). For a shallow heterojunction location
(i.e., 120 nm), barrier effect is significant when Kirk effect occurs (consistent with
the experimental results presented in the previous section). For a deeper barrier lo-
cation (i.e., 220 nm), however, the barrier effect is not significant, since the pushed-
out base caused by Kirk effect has not yet reached the SiGe/Si heterointerface. A
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Figure 6.50 Simulated normalized cutoff frequency as a function of collector cur-
rent density for different Ge profile shapes at 358 K and 200 K.

"kink" behavior in the transit time as a function of J¢ results when the Kirk effect
and barrier effect occur at different J¢, and can be seen in Figure 6.51 between 1-2
mA/um?. To accurately capture this phenomenon, a new transit time model that
decouples the two effects is thus needed [29].

To obtain deeper insight into how the neutral-base charge density depends on
Jc, and how high-injection in SiGe HBTs might best be modeled, we first consider
calibrated 2-D MEDICI simulations [23]. Three different types of transistors were
simulated: 1) a Si BJT; 2) a SiGe HBT with an infinitely deep SiGe/Si heteroint-
erface (i.e., Ge extended into the subcollector); and 3) a SiGe HBT with 220-nm
deep heterointerface (as measured from the metallurgical CB junction). The trape-
zoidal Ge profile used in the simulations has a peak Ge content of 10%, and is
graded linearly across the neutral base, but is constant through the CB junction, as
depicted in Figure 6.52.

Figure 6.54 shows the simulated energy band diagram as a function of depth at
two high J¢ values (1.96 and 5.40 mA/um?) for both SiGe HBT profiles. Both J¢
values correspond to a large pushed-out base region (i.e., under Kirk effect). In this
pushed-out base region, the electric field is low and the band is approximately flat,
as expected. The electron mobility is maximized and is approximately constant
across the neutral base region, and thus the assumption of charge neutrality in this
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region is valid.

At Je = 1.96 mA/um?, the SiGe/Si heterointerface is still covered by the CB
space-charge region, and no barrier is induced in Ec. At 5.4 mA/um?, however,
the SiGe/Si heterointerface is exposed in the neutral base, and the heterojunction-
induced electric field is suppressed by the piled-up holes, resulting in the formation
of a barrier in the conduction band (Figure 6.54).

Considering a 1-D transistor, the forward transit time can be modeled as

- q IE An(x)dx N q IB An(x)dx N q fc An(x)dx
! AJc AJc AJc

=T.+1+ 1. (6.54)

Hence, An/AJc as a function of depth determines the dependence of 7, on Jc.
Figure 6.55 and Figure 6.56 show An/AJ¢ as a function of depth for the three
transistors when the barrier effect is not significant (1.96 mA/um?), and is sig-
nificant (5.4 mA/um?), respectively. The 7., 73, and 7. can be obtained by the
integration shown in (6.54). Since the barrier effect occurs when the heterojunc-
tion is located in the pushed-out base, it only changes z,. As shown in Figure 6.55
and Figure 6.56, when the SiGe HBT is not subjected to the barrier effect, the shape
of An/AJ¢ in the neutral base is triangular. When the SiGe HBT is subjected to
the barrier effect, however, the shape of An/AJ¢ in the neutral base is trapezoidal.
Moreover, the slope of the trapezoid is approximately equal to the slope of the tri-
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angle under the same bias conditions. A co