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Preface

While the idea of combining the semiconductor silicon and the semiconductor ger-
manium for use in transistor engineering is an old one, only in the past decade has
this concept been reduced to practical reality. The fruit of that effort is the silicon-
germanium heterojunction bipolar transistor (SiGe HBT). The implications of the
SiGe success story contained in this book are far-ranging and likely to be quite last-
ing and influential in determining the future course of the electronics infrastructure
fueling the miraculous communications explosion of the twenty-first century.

This book is intended for a number of different audiences and venues. It should
prove to be a useful resource as: 1) a hands-on reference for practicing engineers
and scientists working on various aspects of SiGe technology, including: charac-
terization, device design, fabrication, modeling, and circuit design; 2) a textbook
for graduate or advanced undergraduate students in electrical and computer engi-
neering (ECE), physics, or materials science who are interested in cutting-edge
integrated circuit (IC) device and circuit technologies; or 3) a reference for tech-
nical managers and even technical support / technical sales personnel in the semi-
conductor industry. It is assumed that the reader has some modest background
in semiconductors and bipolar devices (say, at the advanced undergraduate ECE
level), but we have been careful to build "from-the-ground-up" in our treatment.

The spirit and vision for this book from day one was that it be "SiGe HBT from
A to Z." That is, the book is intentionally very broad as well as very deep, and pro-
ceeds from a basic motivation and history of the subject, to materials, to technol-
ogy and fabrication issues, to a detailed discourse on a wide range of fundamental
aspects of SiGe HBT operation and design, spanning dc and ac characteristics, in-
cluding noise and linearity. These fundamental topics are then supplemented by
an even closer look at some of the "fine points" which might be confronted by ex-
perts in the field, including second-order phenomena, temperature effects, radiation
tolerance, and numerical simulation. We conclude with a brief glimpse at likely fu-
ture directions for SiGe technology. While we recognize that not all readers have
need for exposure to all of these subjects, we like the notion of having a complete
reference on the subject contained under one cover.

xv
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We have written this book in a manner consistent with our own preferences.
Hence, it contains detailed, careful expositions of theory, a discussion of key de-
vice design trade-offs and constraints, "bottom-line" arguments on how important
this or that phenomenon may be in the overall scheme of things, supporting data
to bear out the various claims and theoretical arguments presented, and sufficient
breadth and depth to be useful to both the novice and the expert. We also prefer
a fairly informal writing style to ensure reader friendliness, and believe it is im-
portant to grasp the historical background, trends, and evolution of any subject.
We have gone to considerable length to carefully reexamine and explicitly state as-
sumptions in our theoretical treatments, and we have also intentionally not skipped
the intermediate steps in some of the more important derivations – they are not of-
ten seen and deserve to be appreciated. We have highlighted what we feel to be the
"open issues" associated with SiGe research that are in need of increased attention
by the academic and industrial communities. This book contains a fairly substan-
tial body of previously unpublished data and theory, as well as many careful and
critical reinterpretations of the various nuances of the theory of SiGe HBTs. We
have found again and again that while some particular theoretical discourse may
previously reside in the literature (and even be widely cited), the existing presen-
tation is often either confusing, is not correctly applied, does not fit the facts, or in
some way is in need of a closer look. We have done that here. As with any in-depth
work of this sort, there will be some among you who may disagree with our theory
or interpretations. That’s what science is all about! Feel free to contact us with any
questions (or gripes!).

As any honest professor will readily concede, our graduate students play an
absolutely essential role in our research. We professors may supply ideas, give en-
couragement, and guide interpretations (okay, and chip in some dollars as well!),
but in the end, the really hard work belongs to our students. No exception here.
Perhaps the greatest pleasure for us as professors is to behold the blooming of our
students and the career successes they enjoy once they "leave the nest." We would
like to take this opportunity to thank our graduate students, past and present, in-
cluding (J.D.C.) — David Richey, Alvin Joseph, Bill Ansley, Juan Roldán, Stacey
Salmon, Lakshmi Vempati, Jeff Babcock, Suraj Mathew, Mike Hamilton, Kartik
Jayanaraynan, Greg Bradford, Usha Gogineni, Gaurab Banerjee, Shiming Zhang,
Krish Shivaram, Dave Sheridan, Gang Zhang, Ying Li, Zhenrong Jin, QingQing
Liang, Ramkumar Krithivasan, Zhiyun Luo, Tianbing Chen, Yuan Lu, and Chen-
dong Zhu; and (G.N.) — Jin Tang, Jun Pan, Yan Cui, Yun Shi, Muthu Varadhara-
japerumal, and Seema Hegde. A special debt is owed to some of our students, since
we have borrowed (unpublished) passages from several of their dissertations and
theses (thanks especially to Alvin, David, and Stacey).

Much of the work presented in this book would not have occurred if our funding
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sponsors had not embraced our vision of what is important in SiGe research. Spe-
cial thanks are due to (industry sponsors) — IBM (Alvin Joseph, Dave Harame,
Jim Dunn, Seshu Subbanna, Dave Ahlgren, Greg Freeman, Dean Herman, and
Bernie Meyerson), Texas Instruments (John Erdeljac, Lou Hutter, Badih El-Kareh,
and Dennis Buss), On Semiconductor (Joe Neel and Julio Costa), Maxim Semicon-
ductor (Stewart Taylor), Analog Devices (John Yasaitis and Brad Scharf), Northrop
Grumman (Harvey Nathanson, Bill Hall, and Rowan Messham) Hughes Electron-
ics, now Boeing (Kay Jobe and Dave Sunderland), and the Semiconductor Re-
search Corporation (Justin Harlow, Dale Edwards, and Jim Hutchby); and (gov-
ernment sponsors) — NASA Goddard Space Flight Center (Robert Reed, Cheryl
Marshall, Paul Marshall, Hak Kim, Ken LaBel), the Defense and Threat Reduction
Agency (Lew Cohn), DARPA, the U.S. Army Space and Missile Defense Com-
mand (Charlie Harper and Aaron Corder), NAVSEA Crane (Steve Clark and Dave
Emily), Mission Research Corporation (Dave Alexander and Mary Dyson), the
Office of Naval Research (Al Goodman), the NASA Center for Space Power and
Advanced Electronics (Henry Brandhorst), the Naval Research Laboratory (Fritz
Kub), the National Science Foundation, EPSCOR, and the Jet Propulsion Labora-
tory (Jagdish Patel).

It is also true that much of the work presented in this book would have been
impossible without the generous support of the SiGe team at IBM, which provided
our research group with ready access to their state-of-the-art hardware. In fact,
the lion’s share of the data presented in this book was measured on IBM devices,
and we are especially grateful to Bernie Meyerson, Dean Herman, David Harame,
Alvin Joseph, and Seshu Subbana, in particular, for making that happen. Many cur-
rent members of the IBM SiGe team contributed directly to various aspects of our
research, including Greg Freeman, Dave Ahlgren, Rob Groves, Jim Dunn, Chuck
Webster, Fernando Guarin, Lou Lanzerotti, Kim Newton, Herschel Ainspan, and
Mehmet Soyuer. John Cressler would like to reach back and thank his colleagues at
IBM Yorktown who played a pivotal role in his early education in bipolar devices
and SiGe HBTs, including Denny Tang, Tak Ning, Hans Stork, Jim Comfort, Em-
manuel Crabbé, Achim Burghartz, Jack Sun, Dave Harame, Keith Jenkins, Kent
Chuang, Jim Warnock, and Scott Stiffler.

We would like to thank Mike Palmer and Charles Ellis of the AMSTC for
assistance in wire-bonding and fabrication, as well as Dick Jaeger and Dave Irwin
for their constant support during the arduous writing process. Several individuals
scattered across the globe contributed to various ideas or data presented in this
book, including: Stewart Taylor, Larry Larson, Joerg Osten, Dieter Knoll, Robert
Plana, and Frank Herzel. Our apologies if we have left anyone out. The body
of knowledge contained in this work truly represents the efforts of a great many
dedicated engineers and scientists.
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Whew! This book has been a year-long labor of love, and although "fun" might
be too harsh a word, given the countless hours required, SiGe is a subject we care
deeply about, love to talk about, and remain fascinated by. There are many inter-
esting puzzles left in SiGe! It has been immensely satisfying to see both the dream
of SiGe and this book become a reality. We hope our efforts please you. Enjoy!

John D. Cressler
School of Electrical and Computer Engineering

Georgia Institute of Technology
December 2002

Guofu Niu
Department of Electrical and Computer Engineering

Auburn University
December 2002



Chapter 1

Introduction

Simply stated, silicon-germanium is "an idea whose time has come." 1 While the
concept of combining silicon (Si) and germanium (Ge) into an alloy for use in
transistor engineering is an old one, only in the past decade has this concept been
reduced to practical reality. The implications of this success story are far ranging
and likely to be quite lasting and influential in determining the future course of
the communications explosion during the twenty-first century. This introductory
chapter sets the stage for the detailed look at the silicon-germanium heterojunc-
tion bipolar transistor (SiGe HBT) presented in this book. We first examine the
compelling features of the semiconductor Si, look at integrated circuit (IC) needs
to support the emerging Information Age, and then examine application-induced
design constraints. Armed with this background, the notion of using bandgap-
engineering in Si to create the SiGe HBT is introduced, and we address why SiGe
HBT BiCMOS technology has emerged as an important enabler for twenty-first
century communications systems. We conclude with an historical perspective of
this fascinating field, some performance trends, and a view of the looming technol-
ogy battleground between Si, SiGe, and III-V technologies.

1.1 The Magic of Silicon

We live in a silicon world. This statement is literally as well as figuratively true.
Silicates, the large family of silicon-oxygen bearing compounds such as feldspar
(NaAlSi3O6), beryl (BeAl2(Si6O18)), and olivine ((MgFe)2SiO4), make up 74%
of the earth’s crust. Si is the third most abundant element on planet Earth (15%
by weight), after iron (35%) and oxygen (30%). One need go no further than the

1"There is one thing stronger than all the armies of the world, and that is an idea whose time has
come." Victor Hugo

1
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beach and scoop up some sand to hold Si in your hand. More important, however,
Si, with its many compelling characteristics, has almost single-handedly fueled the
emergence of the Information Age. Global semiconductor sales, of which Si cap-
tured well over 90%, totaled $204,400,000,000 in 2000 [1]. We humans owe a
significant debt to this unique element. Indeed, it is the very existence of Si micro-
electronics that has enabled emergence of the Information Age, which is so pro-
foundly reshaping the way we live and work and play and communicate. Why Si?
This profound market dominance of Si rests on a number of surprisingly practical
advantages Si has over other competing semiconductors, including the following.

• Si is wonderfully abundant (there are a lot of beaches in the world), and
can be easily purified to profoundly low background impurity concentrations
(below 1010 impurities / cm3). Given that the atomic density of Si is 5x1022

atoms / cm3, this means that in a production-grade Si wafer, the impurities
are smaller than 1 part in 1012 (0.000001 ppm), making them some of the
purest materials on Earth.

• Si crystals can be grown in amazingly large, virtually defect-free single crys-
tals (200 mm diameter wafers are in production today worldwide, and are
rapidly evolving to 300 mm). The resultant large Si wafer size translates
directly into more ICs per wafer, effectively lowering the cost per IC. Given
that a 200 mm Si boule is roughly 6 feet long, Si crystals are literally the
largest and most perfect on the face of planet Earth.

• Si has excellent thermal properties, allowing for the efficient removal of dis-
sipated heat. The thermal conductivity of Si at 77 K is actually larger than
that of copper.

• Si can be controllably doped with both n-type and p-type impurities to ex-
tremely high dynamic range (less than 1014 to greater than 1021 cm−3), at
moderate incorporation temperatures (e.g., < 1000 ◦C). In addition, the ion-
ization energies of the three principal dopants for Si (boron, phosphorus, and
arsenic) are all at shallow levels in the bandgap (< 50 meV), making them
essentially 100% ionized (electrically active) at room temperature.

• Si can be very easily grown or deposited in three different material forms:
crystalline Si, polycrystalline Si ("poly" Si), or amorphous Si, each of which
finds different uses in IC technologies.

• Si can be etched relatively easily, using either "wet" chemistries (e.g., KOH)
or with "dry" chemistries (e.g., with reactive ion etching using CF6).
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Figure 1.1 End-on view of the Si lattice along the �� axis (after [2]).

• Like most of the technologically important semiconductors, Si crystallizes
in the diamond lattice structure (Figure 1.1 and Figure 2.1). The crystal
structure of Si is a direct consequence of its electron orbital configuration
(1s22s22p63s23p2), and is thus the underlying reason why Si has so many
desirable mechanical and thermal properties. (It’s a shame that crystallized
Si, despite the fact that it shares an identical lattice structure with that of
crystallized C (our beautiful diamonds), ends up with an opaque, fairly unin-
spiring, greyish-silver appearance.)

• The energy bandgap of Si is of moderate magnitude (1.12 eV at 300 K). If
the bandgap were too small (< 0.5 eV), the intrinsic carrier density would be
too large at 300 K, making parasitic off-state leakage currents too large. If,
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instead, the bandgap were too large (> 2.0 eV), then typically it becomes dif-
ficult to etch and diffuse dopant impurities (bandgap is a reflection of atomic
bonding strength).

• Si is nontoxic and highly stable, making it in many ways the ultimate green
material (although its common dopant sources of di-borane, phosphine, and
arsine fall decidedly into the "nasty" category).

• Si has excellent mechanical properties, facilitating ease of mechanical han-
dling during the fabrication process. For a 200-mm diameter crystal, for
instance, this allows the Si wafers to be cut to roughly 600-µm thickness,
maximizing the number of wafers per Si boule. This mechanical stability
also minimizes wafer warpage with fabrication, and in addition allows pro-
cessing to occur under very large thermal gradients without serious conse-
quences (e.g., under rapid-thermal annealing conditions, ramping from 25◦C
to 1,000◦C in 10 seconds).

• It is remarkably easy to form very low resistance ohmic contacts to Si, us-
ing a wide variety of metals and doping conditions. Specific contact re-
sistances below 10–20 Ωµm2 can be achieved, for instance, with a heavily
doped polysilicon emitter contact, minimizing parasitic device resistances.

• The damage and resultant interface states associated with cleaving or truncat-
ing a Si crystal to produce a crystalline surface are not excessively numer-
ous and, importantly, can be easily passivated to manageable levels (e.g.,
with hydrogen). In device terms, this results in a low surface recombina-
tion velocity for Si, and a reduction in parasitic leakage currents and noise
associated with surface leakage phenomena.

• The diffusion coefficients of the common Si dopants are "reasonable," mean-
ing that these dopants can be ion-implanted, and then effectively moved to
active substitutional sites using comparatively small thermal cycles (temper-
ature and time). This modest annealing cycle also very efficiently restores
the crystalline integrity of the Si lattice. This fact is crucial for allowing
the formation of shallow junctions, and the maintenance of the thin doping
profiles needed for making high-speed transistors.

• Perhaps most importantly, an extremely high-quality dielectric can be triv-
ially grown on Si, simply by flowing oxygen across the wafer surface at an
elevated temperature (or even sitting it on the shelf for a few short minutes).
This dielectric, silicon-dioxide (SiO2, "quartz" to geologists) is one of na-
ture’s most perfect insulators (it possesses a breakdown strength greater than
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10 MV/cm) and can be used for electrical isolation, surface passivation, a
planarization layer, an etch stop, or as an active layer (e.g., gate oxide) in the
device. SiO2 also acts as a wonderful diffusion and ion-implantation barrier
to dopants, and thus functions as an ideal masking material for layer-by-layer
stenciling of the features of our integrated circuits.

Figure 1.2 The global communications landscape in 2002, broken down by the
various communications standards, and spanning the range of: wireless
to wireline; fixed to mobile; copper to fiber; low data rate to broadband;
and local area to wide area networks. WAN is wide area network, MAN
is metropolitan area network, the so-called "last mile" access network,
LAN is local area network, and PAN is personal area network, the
emerging in-home network. (Used with the permission of Kyutae Lim,
Georgia Tech.)

Simply put, it is a remarkable fact that nature blessed us with a single material
embodying the features one might naively wish for when building low-cost tran-
sistors and ICs. From a semiconductor manufacturing standpoint, Si is literally a
dream come true. Why is Si the driver of the Information Age? There is literally no
other semiconductor that so nicely "fits the bill" as a material from which to con-
struct the roughly 2x1020 transistors that currently reside today on planet Earth.
Interestingly, the wonderful selling points of Si as a fundamental enabler of the
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Information Age have little to do with the device or circuit designer’s desires, or
needs, and in fact are largely driven by manufacturing, yield, and ultimately cost
issues. That is, mundane, but nonetheless compelling, economic issues command
the driver’s seat. They still do, and clearly will far into the future.
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Figure 1.3 Projected global growth in information flow for wired voice, wireless
voice, and Internet services (after [3]).

1.2 IC Needs for the Twenty-First Century

Despite the relative infancy of the Information Age, the requirement for integrated
circuits and systems is undergoing explosive growth in the global marketplace, a
growth that is unlikely to abate in the foreseeable future (Figure 1.2). Indeed,
there are few people today who would project any kind of saturation, at least un-
til the physical limits of our conventional semiconductor devices are reached in
the 2010–2015 time frame. Even as those horizons inexorably come into view,
the frantic search for faster and more complex circuits will only shift directions;
it will not cease. Clear evidence for these trends can be found in the growth in
average global information flow for wired voice, wireless voice, and Internet ap-
plications (Figure 1.3). As can be seen in the evolutionary path of Internet-based
services, the Information Age is rapidly evolving into what might be appropriately
termed the Internet Age, since the Internet appears to be the predominant enabling
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Figure 1.4 Trends in data transmission rates for optical fiber backbone networks.
TDM is time division multiplexing, and WDM is wavelength division
multiplexing (after [3]).

medium. The wireline data transmission rates along the global fiber backbone net-
work required to support this projected growth in Internet services are increasing
exponentially, fueling what can be termed the Communications Revolution (Fig-
ure 1.4).

Because of this relentless pace in global information generation, manipulation,
storage, and transmission, an insatiable appetite for exponentially greater system-
level computational complexity and performance has resulted, translating at the
IC level into a demand for increasingly faster logic, increasingly higher memory
density, and increasingly higher carrier frequencies for communications channels,
as embodied in the well-known Moore’s Law growth patterns in the various IC
metrics. All at a lower price! Faster, denser, cheaper, the motto of the IC marketer
in the twenty-first century. Often a disturbing oxymoron to us IC designers.

1.3 Application-Induced Design Constraints

Where does this evolutionary juggernaut of faster, denser, cheaper ICs leave us
poor device and circuit designers? Ask anyone working in the IC trenches, and
they will tell you that as IC operational throughput rises, life as a device and circuit
designer gets exponentially more difficult! To appreciate why this is so, one simply
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needs to consider the design constraints imposed by the various types of IC venues
that are required to support emerging Information Age applications. By way of
illustration, consider simultaneously a classical digital IC (e.g., a microprocessor),
a classical analog IC (e.g., a data converter), and a classical RF or microwave IC
(e.g., a low noise amplifier). If we deconvolve the various constraints a device
and circuit designer necessarily confronts when designing, modeling, laying out,
fabricating, testing, packaging, and selling such ICs, some fundamental observa-
tions can be made. (Cost is clearly a primary constraint for all application sectors.)
These application-induced IC design constraints include:

• Digital circuits (e.g., a microprocessor):

– switching speed;

– power consumption;

• Analog circuits (e.g., a data converter):

– frequency response;

– output conductance;

– current gain;

– 1/f noise;

– power consumption;

– temperature coefficient;

– device-to-device matching;

– resistor tolerance;

• RF and microwave circuits (e.g., a low-noise amplifier):

– broadband noise;

– 1/f noise;

– linearity;

– power gain;

– power consumption;

– Q of inductors and capacitors;

– impedance matching;

– transmission lines;

– modulation scheme (e.g., GSM versus CDMA, etc.).
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A cursory glance at these three disparate application arenas paints a very clear pic-
ture. The performance requirements at the device and circuit level vary radically
depending on the intended application. For instance, the key driving force in low-
noise amplifier (LNA) design might be transistor noise figure, but a logic designer
on a microprocessor design team most likely could care less about noise figure.
This design constraint disparity translates to the system level as well. If we con-
sider a generic radio frequency (RF) transceiver, which might, for instance, make
up a cell phone, we see that multiple device technologies are required, ranging
from: an RF power amplifier capable of large voltage swings, an RF LNA with very
low noise capability, RF mixers and oscillators, memory, passives for matching and
filtering, data converters, and digital complementary-metal-oxide-semiconductor
(CMOS) for baseband processing (Figure 1.5). In today’s cell phones, these in-
dividual functional blocks are typically packaged as separate ICs using distinct IC
technologies in order to achieve acceptable system performance at the lowest possi-
ble cost (e.g., GaAs metal-semiconductor field effect transistor (MESFET) or HBT
technology for the low-noise amplifier (LNA) and power amplifier (PA), Si BJT
technology for the mixer and oscillator and converters, and Si CMOS technology
for baseband processing and digital signal processing (DSP)).

Figure 1.5 A generic RF transceiver architecture.

Given the over-arching theme of cost constraints at the IC level, however, we
are led to a logical conclusion. It would be nice if a single IC device technol-
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ogy was capable of simultaneously supporting all of the types of self-conflicting
circuit design needs: digital, analog, and RF. That is, a "one-technology-fits-all"
approach would seem to offer compelling advantages from a cost standpoint, po-
tentially enabling "system-on-a-chip" (SoC) integration (Figure 1.6). While the
extent to which SoC will dominate the global communications market over the
long haul remains a contentious issue, clearly the trend in most foreseeable com-
munications applications favors an increased level of functional integration in or-
der to achieve reduced form factor, lower chip count, longer battery life, reduced
packaging complexity, and ultimately lower total system cost.

Figure 1.6 Block diagram of a generic cell phone, suggesting a path to single chip
integration.

The system-level SoC dream can quickly translate, however, into a device de-
signer’s nightmare. Any practicing device engineer will tell you that a single tran-
sistor technology simultaneously capable of delivering low-power, high-linearity,
low-noise, and high-speed operation for RF, analog, memory, and digital circuits
all at a low cost just doesn’t exist. Or does it? If we scan the entire field of available
IC technologies, we are led inexorably to a logical conclusion. As SoC IC design-
ers we would ideally like to combine the superior RF and analog performance
properties of III-V technologies with Si CMOS for digital and memory functions,
all married together with the economy of scale and low cost associated with Si IC
manufacturing. A Si-compatible, III-V device technology? You bet!

1.4 The Dream: Bandgap Engineering in Silicon

As wonderful as Si is from a fabrication viewpoint, from a device designer’s per-
spective, Si is hardly the ideal semiconductor. The carrier mobility for both elec-
trons and holes in Si is comparatively small, and the maximum velocity that these



Introduction 11

carriers can attain under high electric fields is limited to about 1x107 cm/sec under
normal conditions. Since the speed of a device ultimately depends on how fast
the carriers can be transported through the device under sustainable operating volt-
ages, Si can thus be regarded as a somewhat "slow" semiconductor. In addition,
because Si is an indirect gap semiconductor, light emission is painfully inefficient,
making active optical devices such as diode lasers impractical. Many of the III-V
compound semiconductors (e.g., GaAs or InP), on the other hand, enjoy far higher
mobilities and saturation velocities, and because of their direct gap nature, gen-
erally make efficient optical devices. In addition, III-V devices, by virtue of the
way they are grown, can be compositionally altered for a specific need or applica-
tion (e.g., to tune the light output of a diode laser to a specific wavelength). This
atomic-level custom tailoring of a semiconductor is called bandgap engineering,
and yields a large performance advantage for III-V technologies over Si [4]. Un-
fortunately, these benefits commonly associated with III-V semiconductors pale in
comparison to the practical deficiencies associated with making highly integrated,
low-cost ICs from these materials. There is no robust thermally grown oxide for
GaAs or InP, for instance, and wafers are smaller with much higher defect den-
sities, more prone to breakage, poorer heat conductors, etc. These deficiencies
translate into generally lower levels of integration, more difficult fabrication, lower
yield, and ultimately higher cost. In truth, of course, III-V materials such as GaAs
and InP fill important niche markets today (e.g., GaAs MESFETs for cell phones,
AlGaAs or InP-based lasers), but III-V semiconductor technologies will never be-
come mainstream if Si-based technologies can do the job.

While Si ICs are well suited to high-transistor-count, high-volume micropro-
cessors and memory applications, RF and microwave circuit applications, which by
definition operate at significantly higher frequencies, generally place much more
restrictive performance demands on the transistor building blocks. In this regime,
the poorer intrinsic speed of Si devices becomes problematic. That is, even if Si
ICs are cheap, they must deliver the required device and circuit performance to
produce a competitive system at a given frequency. If not, the higher-priced but
faster III-V technologies will dominate (as they indeed have until very recently in
the RF and microwave markets).

The fundamental question then becomes simple and eminently practical: is it
possible to improve the performance of Si transistors enough to be competitive
with III-V devices for RF and microwave applications, while preserving the enor-
mous yield, cost, and manufacturing advantages associated with conventional Si
fabrication? The answer is clearly yes, and this book addresses the many nuances
associated with using strained SiGe alloys to practice bandgap engineering in the
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Si material system, a process culminating in the SiGe HBT. 2

While the basic idea of using SiGe alloys to bandgap-engineer Si devices dates
to the 1950s (Shockley considered it early in the transistor game), the synthesis of
defect-free SiGe films proved surprisingly difficult, and device-quality SiGe films
were not successfully produced until the mid-1980s. This difficulty has a very
obvious physical underpinning. While Si and Ge can be combined to produce a
chemically stable alloy, their lattice constants differ by roughly 4.2% and thus SiGe
alloys grown on Si substrates are compressively strained. This process is referred
to as pseudomorphic growth of strained SiGe on Si, with the SiGe film adopting
the underlying Si lattice constant. These SiGe strained layers are subject to a fun-
damental stability criterion limiting their thickness for a given Ge concentration
[5, 6]. Deposited SiGe films that lie below the stability curve are thermodynam-
ically stable, and can be processed using conventional furnace or rapid-thermal
annealing, or ion-implantation without generating defects. Deposited SiGe films
that lie above the stability curve, however, are "metastable" and will relax to their
natural lattice constant (> Si) if exposed to temperatures above the original growth
temperature, generating device-killing defects in the process. For a manufacturable
SiGe technology, it is obviously key that the SiGe films remain stable after process-
ing. Stability of SiGe strained layers will be discussed at length in Chapter 2.

1.5 The SiGe HBT

Introducing Ge into Si has a number of consequences. First and most important,
because Ge has a larger lattice constant than Si, the energy bandgap of Ge is smaller
than that of Si (0.66 eV vs 1.12 eV), and thus SiGe will have a bandgap smaller
than that of Si, making it a suitable candidate for bandgap engineering in Si. The
compressive strain associated with SiGe alloys produces an additional bandgap
shrinkage, and the net result is a bandgap reduction of approximately 75 meV for
each 10% of Ge introduced. This Ge-induced "band offset" occurs predominantly
in the valence band, making it conducive for use in tailoring npn bipolar transistors.
In addition, the compressive strain lifts the conduction and valence band degenera-
cies at the band extremes, effectively reducing the density-of-states and improving

2It is technically correct to refer to silicon-germanium alloys according to their chemical compo-
sition, Si1−xGex, where x is the Ge mole fraction. Following standard usage, such alloys are usually
referred to as "SiGe" alloys. Note, however, that it is common in the material science community to
also refer to such materials as "Ge:Si" alloys. In this book we will follow standard usage and denote
these materials as SiGe alloys. Believe it or not, this field also has its own set of slang pronunciations.
The colloquial usage of ¿’sig-ee¿ to refer to "SiGe" (begun at IBM in the late 1990s) has come
into vogue recently, although we remain purists in this regard, sticking with the more traditional
"silicon-germanium."
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the carrier mobilities with respect to pure Si (the latter due to a reduction in carrier
scattering). Because a practical SiGe film must be very thin if it is to remain stable
and hence defect free, it is a natural candidate for use in the base region of a bipolar
transistor (which by definition must be thin to achieve high-frequency operation).
The resultant device contains an n-Si / p-SiGe emitter-base heterojunction and a p-
SiGe / n-Si base-collector heterojunction, and thus this device is properly called an
"SiGe double-heterojunction bipolar transistor," although for clarity we will con-
tinue the standard usage of "SiGe heterojunction bipolar transistor" (SiGe HBT).3

The SiGe HBT represents the first practical bandgap-engineered transistor in the
Si material system.

Perhaps most importantly, SiGe HBTs can be quite easily teamed with best-
of-breed Si CMOS to form a monolithic SiGe HBT BiCMOS technology. While
this might seem at first glance to be a mundane advantage, it is in fact a funda-
mental enabler for SiGe’s long-term success, provided SiGe HBTs can be realized
without an excessive cost penalty compared to standard Si ICs. The integration of
SiGe HBTs with Si CMOS is also the fundamental departure point between SiGe
technology and III-V technologies. If SiGe technology is to be successful in the
long haul, it must bring to the table the RF and analog performance advantages of
the SiGe HBT, and the low-power logic, integration level, and memory density of
Si CMOS, into a single cost-effective IC that enables SoC integration (i.e., SiGe
HBT BiCMOS). This merger appears to be the path favored by most companies
today. Typically, SiGe HBTs (often with multiple breakdown voltages) exist as an
"adder" to a basic CMOS IC building-block core, to be swapped in or out as the
application demands, without excessive cost burden. Typical state-of-the-art SiGe
HBT BiCMOS technologies generally have a roughly 20% adder in mask count
compared to "vanilla" digital CMOS, and are viewed by many as an acceptable
compromise between performance benefit and cost, depending on the application.
In truth, SiGe HBT BiCMOS technologies are the future of the SiGe HBT, since it
enables system-on-a-chip solutions across a very broad market base for both wired
and wireless applications, all at an acceptable cost. This is clearly the evolutionary
path being traveled today by almost all companies with commercially viable SiGe

3A common misconception persists in the literature that the SiGe HBT is not a "true" HBT, but
rather some sort of "mutant" bipolar junction transistor (BJT). While it is true that the fundamental
doping profile design of most SiGe HBTs in production today does not follow the lines of their III-V
HBT brethren, the SiGe HBT is still an HBT. Traditional III-V HBTs exploit a wide bandgap emit-
ter to reduce the back-injected base current (i.e., improve the emitter injection efficiency), thereby
allowing an acceptable current gain while using a lightly doped emitter and a very heavily doped
base. SiGe HBTs, on the other hand, typically employ a graded-Ge-base design with a heavily doped
emitter and moderately doped base, similar to what might be found in a conventional Si BJT. Never-
theless, SiGe HBTs do in fact still contain dual SiGe/Si heterojunctions and thus should be properly
referred to as HBTs.
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technologies.

1.6 A Brief History of SiGe Technology

The concept of the HBT is an old one, dating to the fundamental BJT patent issued
to Shockley in 1951 [7]. Given that the first bipolar transistor was built from Ge,
it seems quite likely that Shockley even envisioned the combination of Si and Ge
to form a SiGe HBT (he was a bright guy!). The basic formulation and opera-
tional theory of the HBT was pioneered by Kroemer, and was in place by 1957
[8, 9]. 4 Reducing the SiGe HBT to practical reality, however, took 30 years due to
material growth limitations. Once device-quality SiGe films were achieved in the
mid-1980s, progress was quite rapid from that point forward. An interesting his-
torical discussion of early SiGe HBT development is contained in [10]. Table 1.1
summarizes the key steps in the evolution of SiGe HBT technology.

The first functional SiGe HBT was demonstrated in December of 1987 [16], 5

but worldwide attention became squarely focused on SiGe technology in June of
1990 with the demonstration of a non-self-aligned SiGe HBT grown by ultra-high
vacuum/chemical vapor deposition (UHV/CVD), with a peak cutoff frequency of
75 GHz [18, 19]. At the time, this SiGe result was roughly twice the performance
of state-of-the-art Si BJTs (Figure 1.7), and clearly demonstrated the future per-
formance potential of the technology. Eyebrows were lifted, and work to develop
SiGe as a practical circuit technology began in earnest in a large number of labora-
tories around the world.

In December of 1990, the first emitter-coupled-logic (ECL) ring oscillators us-
ing self-aligned, fully integrated SiGe HBTs were produced [20]. The first SiGe
BiCMOS technology was reported in December of 1992 [22], and the first LSI
SiGe HBT circuit (a 1.2 GSample/s 12-bit digital-to-analog converter) was demon-
strated in December of 1993 [23]. The first SiGe HBTs with frequency response
greater than 100 GHz were described in December of 1993 [24, 25], and the first

4Kroemer was awarded the Nobel Prize in 2000 for his work in bandgap engineering.
5It is an interesting and often overlooked historical point that at least three independent groups

were simultaneously racing to demonstrate the first functional SiGe HBT, all using the molecular
beam epitaxy (MBE) growth technique: an IBM team [33], a Bell Labs team [34], and a Linköping
University team [35]. The IBM team is fairly credited with the victory, since it presented (and
published) its results in early December 1987 at the IEDM (it would have been submitted to the
conference for review in the summer of 1987) [16]. Even for the published journal articles, the IBM
team was the first to submit their paper for review (on November 17, 1987), followed by the Bell
Labs team (on November 23, 1987), and the Linköping University team (on February 22, 1988). All
three papers appeared in print in the spring of 1988. The first SiGe HBT demonstrated using (the
more manufacturable) CVD growth technique followed shortly thereafter [17].
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Table 1.1 Key Steps in the Evolution of SiGe HBT Technology

Historical Event Year Reference
Fundamental HBT patent 1951 [7]
Drift-base HBT concept 1954 [8]
Basic HBT theory 1957 [9, 12, 13]
First growth of SiGe strained layers 1975 [11]
First growth of SiGe epitaxy by MBE 1985 [14]
First growth of SiGe epitaxy by UHV/CVD 1986 [15]
First SiGe HBT 1987 [16]
First ideal SiGe HBT grown by CVD 1989 [17]
First high-performance SiGe HBT 1990 [18, 19]
First self-aligned SiGe HBT 1990 [20]
First SiGe HBT ECL ring oscillator 1990 [20]
First pnp SiGe HBT 1990 [21]
First SiGe HBT BiCMOS technology 1992 [22]
First LSI SiGe HBT Integrated Circuit 1993 [23]
First SiGe HBT with peak fT above 100 GHz 1993 [24, 25]
First SiGe HBT technology in 200-mm manufacturing 1994 [26]
First SiGe HBT technology optimized for 77 K 1994 [27]
First SiGeC HBT 1996 [28]
First high power SiGe HBTs 1996 [29, 30]
First sub-10 psec SiGe HBT ECL circuits 1997 [31]
First SiGe HBT with peak fT above 200 GHz 2001 [32]

SiGe HBT technology entered commercial production on 200-mm wafers in De-
cember of 1994 [26]. The 200-GHz peak fT barrier was broken in November of
2001 for a non-self-aligned device [32], and for a self-aligned device in February
of 2002 [36]. SiGe HBT technologies with fT above 300 GHz are clearly a real-
istic goal at this point, making SiGe HBTs quite competitive in performance with
competing III-V HBT technologies.

To date, the IC with the highest SiGe HBT device count on a single chip is
a 69 × 69 cross-point switch containing greater than 100,000 0.5-µm SiGe HBTs
[37]. The highest demonstrated level of SiGe HBT BiCMOS integration to date is a
10.8× 10.8 mm2 mixed-signal, single-chip OC-192 10 Gb/s SONET/SDH mapper
with integrated serializer/deserializer, clock and data recovery circuits, and syn-
thesis unit, containing 6,000 0.5-µm SiGe HBTs and 1,200,000 CMOS transistors
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Figure 1.7 Historical trends in published peak cutoff frequency values for various
Si BJT technologies compared with the first high-performance SiGe
HBT result.

[36, 38].
Not surprisingly, research and development activity in SiGe devices, circuits,

and technologies in both industry and at universities worldwide has grown rapidly
since the first demonstration of a functional SiGe HBT in 1987. This global inter-
est is nicely reflected in the number of SiGe HBT technical publications in IEEE
journals and conferences from 1987 until present, as shown in Figure 1.8.

During the evolutionary path of SiGe HBTs, a large number of SiGe HBT de-
vice technologies have been demonstrated at laboratories throughout the world, us-
ing a variety of different SiGe epitaxial growth techniques. Commercial SiGe HBT
technologies now exist in companies around the world, including: IBM [36], 6 Hi-
tachi [39], Conexant (Jazz) [40], Infineon [41], NEC [42], IHP [43], IMEC [44], TI
[45], Philips [46], Lucent [47], ST Microelectronics [48], TEMIC [49], and CNET
[50].7 In recent years, these various SiGe HBT technologies have been leveraged
to demonstrate a large number of impressive digital, analog, RF, and microwave
circuit results for wireless and wireline communications applications [51]–[100].

6For fascinating historical insight into the development of SiGe technology at IBM, see [10].
7Only the most recently published version of the SiGe technology from each respective company

is given. For the interested reader, each paper contains relevant references to earlier versions of that
respective company’s SiGe technologies.
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Figure 1.8 Historical trends in the yearly number of SiGe HBT papers published
in IEEE journals and conferences (source: IEEE Xplore).

A large number of commercial products using SiGe HBTs are currently on the
market, and a foundry service through MOSIS for SiGe HBT BiCMOS technol-
ogy is available [101], all healthy signs for a new device technology. A variety of
review papers on SiGe materials, devices, circuits, and technologies can be found
in the literature [102]–[119], and four books (excluding the one you are reading)
dealing in one way or another with SiGe materials and devices have been published
[120]–[123].

1.7 SiGe HBT Performance Trends

While performance trend charts should always be taken with a grain of salt as
to their predictive power, it is nonetheless instructive to examine how SiGe HBT
performance has progressed from 1987 until present. For reasons that may or may
not meet with approval from all quarters, we have chosen to limit these SiGe HBT
trend data in the following manner:

• Consider only results published in the peer-reviewed technical literature.

• Consider either SiGe HBTs or SiGeC HBTs.8

8A SiGe HBT that has carbon-doping (e.g., less than 0.20% C) in the base to suppress boron
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Figure 1.9 Historical trends in peak cutoff frequency for integrated, self-aligned
SiGe HBT and SiGeC HBT technologies.

• Consider only self-aligned, fully integrated, Si-processing-compatible SiGe
HBT technologies. This eliminates, for instance, non-self-aligned device re-
sults that were primarily intended as profile demonstrations. It also elim-
inates III-V-like mesa-isolated technologies, which cannot be easily inte-
grated with high-transistor-count IC processes, although such device tech-
nologies clearly have merit for certain microwave and millimeter wave ap-
plications.

• Consider either SiGe HBT or SiGe HBT BiCMOS technologies.

• Consider only room-temperature (300 K) results.

This definition captures greater than 95% of published SiGe HBT results, and lim-
its the trend data to SiGe device technologies that are at least potentially manufac-
turable and hence in principle commercially viable.

We note that while peak cutoff frequency (fT ) is reasonably straightforward to
measure using standard S-parameter techniques (assuming proper calibration and

out-diffusion is properly referred to as a SiGe:C HBT, or simply SiGeC HBT (pronounced "silicon
germanium carbon," not "silicon germanium carbide"). This class of devices should be viewed as
optimized SiGe HBTs, and is distinct from HBTs fabricated using SiGeC alloys with a much higher
C content (e.g., 2–3% C) needed to lattice-match SiGeC alloys to Si.
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Figure 1.10 Historical trends in peak cutoff frequency as a function of collector-
to-emitter breakdown voltage for integrated, self-aligned SiGe HBT
and SiGeC HBT technologies.

parasitic de-embedding is performed), the same cannot be said for fmax. It has
become common practice in the literature to cite fmax numbers using unilateral
gain (U) extrapolations, which often gives more optimistic numbers than those
determined from extrapolations of the maximum available gain (MAG). The fmax
data presented does not distinguish between the two techniques, and thus adds a
level of uncertainty to the fmax data presented.

Figure 1.9 shows the historical trends in peak fT from the first self-aligned
device demonstration in December of 1990 [20] until present. It is interesting to
note that until about 1998, peak fT remained in the 50–75 GHz range, suggest-
ing that most research groups were on a profile design and fabrication learning
curve, or else attempting to migrate their technologies from research-level demon-
strations into commercial IC technologies, and thus worrying less about transistor
performance than manufacturability, qualification, and yield. It is interesting to
note that both the 100-GHz and 200-GHz fT barriers were broken within 6 months
of each other, 100 GHz being reached in September 2001 by four separate groups
[48, 124, 125, 126], and 200 GHz being reached in February of 2002 [36]! 9 It is

9Note that non-self-aligned SiGe HBTs with fT > 100 GHz were demonstrated as early as 1993
[24, 25], and a 210-GHz non-self-aligned SiGe HBT was demonstrated in November of 2001 [32].
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also clear from Figure 1.9 that after 2001, many groups began migrating towards
C-doping of their SiGe HBTs to reduce boron out-diffusion in the base profile, and
thereby improve fT .
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Figure 1.11 Historical trends in peak maximum oscillation frequency for inte-
grated, self-aligned SiGe HBT and SiGeC HBT technologies.

It has been appreciated since 1965 that a fundamental reciprocal relationship
exists between transistor peak fT and BVCEO [127], and the SiGe HBT data qual-
itatively bear out this trend (Figure 1.10). Most published SiGe HBT results are
centered upon an fT × BVCEO product of about 200 GHz-V, slightly higher than
original "Johnson limit" for Si of 170 GHz-V. More recent results suggest that
higher values of the fT×BVCEO product are attainable as SiGe device technologies
evolve, and have been clustered in the 250–300-GHz-V range over the 1999–2001
time frame. The present record for the fT ×BVCEO product for a SiGe HBT is 420
GHz-V [36], substantially higher than one might naively expect given past trend
data. 10

Whether this is indirect evidence of an alternative transport mechanism (i.e.,
ballistic transport) at this level of vertical scaling remains to be seen. It is also
worth noting that the current density at which peak fT is reached has also been
steadily rising over time, from about 1.5 mA/µm2 in 1990 (50 GHz at BVCEO =

10Note added in press: the demonstration of a SiGe HBT with 350-GHz peak fT (BVCEO = 1.4
V), to be presented at the IEDM in December of 2002, increases this number to 490 GHz-V [128]!
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Figure 1.12 Historical trends in peak maximum oscillation frequency as a function
of peak cutoff frequency for integrated, self-aligned SiGe HBT and
SiGeC HBT technologies.

3.2 V) to about 10.0 mA/µm2 in 2002 (210 GHz at BVCEO = 2.0 V). This JC rise
over time clearly presents a host of challenges in terms of device reliability and
technology metalization needs, not to mention system-level, voltage-compression
design constraints induced by the ever-shrinking BVCEO.

While peak fT is very useful as a technology figure-of-merit, fmax is a more
relevant circuit-level performance metric. Figure 1.11 shows that the SiGe HBT
peak fmax data has risen over time is a similar manner to that of peak fT , as might
be naively expected. In 2002, best-of-breed SiGe HBTs have attained peak fmax
in the 200-GHz range (the present record being 285 GHz [129]), quite impressive
even by III-V HBT standards. Figure 1.12 shows that for most SiGe technolo-
gies, peak fmax is generally comparable to or even exceeds peak fT .11 Achieving
comparable fT and fmax is highly desirable for many types of high-speed circuit
applications, and this trend for SiGe is different from that seen in most traditional
III-V HBT designs, where fmax greatly exceeds fT . This ability of SiGe HBTs to
simultaneously maintain both high fT and high fmax is a direct result of the inher-
ently low-parasitic nature of highly-scaled, self-aligned Si device structures, and is
a decided advantage from an application standpoint.

11Please see the above cautionary note concerning the interpretation of fmax data extrapolations.
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Figure 1.13 Historical trends in unloaded ECL gate delay for integrated, self-
aligned SiGe HBT and SiGeC HBT technologies.

Unloaded ECL ring oscillator gate delay has historically been used as a "one-
step-better" technology performance metric, since it is easy to implement and is the
simplest "real" circuit demonstration vehicle, with a delay that depends strongly on
both fT as well as the resistive and capacitive device parasitics. Figure 1.13 shows
the SiGe HBT ECL gate delay trend data. The fact that this data is roughly fol-
lowing a linear decrease on log-linear scales indicates that this performance data is
following a classical Moore’s Law exponential growth pattern. The long-standing
10 psec ECL delay barrier was broken in December of 1997 [31], and has since
marched steadily downward to the present record of 4.3 psec [36].

1.8 The IC Technology Battleground: Si Versus SiGe Ver-
sus III-V

And the winner is? From the very beginning it has been, and remains to this day, a
highly contentious issue as to whether SiGe technology will be able to successfully
position itself to dominate existing and future IC market sectors across a broad ar-
ray of application fronts. Even broad-brushed comparisons of the relative merits of
the competing IC device technologies can be perilous, given that there is no such
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Figure 1.14 Headline News: "SiGe ‘Pac-Man’ gobbles up GaAs competition!"
(Used with the permission of Michael W. Davidson, Florida State Uni-
versity.) This SiGe Pac-Man was found on a SiGe RFIC designed by
TEMIC Semiconductors. Pac-Man was originally designed by Toru
Iwantani and programmed by Hideyuki Mokajima and his associates.
The name Pac-Man is derived from the Japanese slang "Paku-paku,"
which means "to eat." Originally, the Japanese named the game "Puck-
man," but it was changed to "Pac-Man" upon launching in the United
States. Pac-Man is the best-selling video game in history.

thing as a true "apples-to-apples" comparison, and one will inevitably be accused
of a personal bias of this or that sort, or be charged with comparing one inferior
example of a given technology with a superior example of a competing technology,
thus artificially skewing the result. In addition, the potential circuit applications of
any given technology are so diverse, some favoring one performance metric, oth-
ers favoring another performance metric, that sweeping generalizations are simply
impossible, and the reader should be wary when they are attempted. Given this dis-
claimer, however, it is nonetheless instructive in this context to make some general
comparisons of the performance metrics that might be encountered, for instance,
while designing an radio-frequency integrated circuit (RFIC) using each of the
various device topologies (Table 1.2).

From an RF viewpoint, state of the art SiGe HBTs offer frequency response,
noise figure, and linearity comparable to current-generation III-V devices, and bet-
ter than both Si BJTs and Si CMOS (even highly scaled CMOS). SiGe HBTs offer
better low-frequency (1/f) and phase noise than all of the competition, with the
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Table 1.2 Relative Performance Comparisons of Various Device Technologies for
RFICs (Excellent: ++; Very good: +; Good: 0; Fair: −; Poor: −−)

Performance SiGe Si Si III-V III-V III-V
Metric HBT BJT CMOS MESFET HBT HEMT
Frequency response + 0 0 + ++ ++
1/f and phase noise ++ + − −− 0 −−
Broadband Noise + 0 0 + + ++
Linearity + + + ++ + ++
Output conductance ++ + − − ++ −
Tranconductance/area ++ ++ −− − ++ −
Power dissipation ++ + − − + 0
CMOS integration ++ ++ N/A −− −− −−
IC cost 0 0 + − − −−

possible exception of Si BJTs. Being a bipolar transistor, the transconductance per
unit area of a SiGe HBT is much higher than for either Si or III-V FETs, and for
profile designs with a graded Ge base, the output conductance of a SiGe HBT is
also superior to either Si or III-V FETs. SiGe HBTs also have the beneficial feature
that their broadband noise is minimized at very low current densities (typically 10×
lower than peak fT ), in direct contrast to FETs (Si or III-V), making them very at-
tractive from a power dissipation point of view for portable applications.12 III-V
devices, especially high-electron-mobility transistors (HEMTs), will continue to
provide the very best noise performance, albeit at a higher cost, and given their
larger bandgaps and hence breakdown voltages, III-V devices will make the best
power devices. The long-term advantage of SiGe HBTs over the competition is a
strong function of system-level integration and cost. That is, the ability of SiGe
HBTs to integrate easily with conventional CMOS distinguishes them fundamen-
tally from all III-V technologies. SiGe technology is essentially equivalent to Si
technology in that sense, and enjoys all of the advantages associated with the econ-
omy of scale of Si IC manufacturing, including yield and die cost.

Which device technology is likely to walk away from the IC technology battle-
ground? The SiGe advocates obviously embrace the notion depicted in Figure 1.14,
in which SiGe swallows the GaAs competition. Wishful thinking? The III-V ad-

12That the SiGe HBT exhibits far lower power dissipation than CMOS at fixed RF noise figure
is wonderfully ironic, given that the large power dissipation associated with ECL is ultimately what
doomed Si BJT technology to CMOS domination in the digital world. Sweet revenge!
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vocates clearly see no need for a SiGe upstart! As a interested spectator on the
device technology battleground, however, it has been mildly amusing to witness
the III-V camp at technical conferences slowly but surely change from a "SiGe is
no threat at all, please go away" mentality in the early to mid-1990s, to a grudg-
ing but gradual acceptance of SiGe as a serious contender in the late 1990s, to a
recent near-paranoia of being supplanted and marginalized by SiGe technology.
SiGe technology is indeed evolving rapidly, and given its happy marriage to con-
ventional high-volume, low-cost Si fabrication (and CMOS), it does embody the
best of both the III-V and Si worlds, a decided advantage. The CMOS advocates,
of course, confidently and zealously maintain that it is simply inevitable that scaled
CMOS will "conquer the world," leading to little or no need for either SiGe or III-
V devices. Perhaps. While the CMOS tsunami did in fact effectively gobble up Si
BJT-based ECL in the high-end server market in the early 1990s, and now dom-
inates the digital microprocessor world, the wireless and high-data-rate wireline
domains are another matter entirely, and place far more stringent demands on the
devices than simple digital logic.

To this question of long-term market dominance, there is simply no easy an-
swer: only time will tell. In the end, the outcome is likely to be the obvious one:
SiGe, III-V, and CMOS will all be around 10 years from now, and each will con-
tinue to hold important market share for the foreseeable future, in sectors that value
their respective strengths. Clearly CMOS will continue to dominate the digital
world, and will grow in importance in the low-end wireless sector. SiGe will make
steady inroads into a broad array of both wireless and wireline markets, particularly
as frequency bands and data rates continue to rise. III-V technologies will continue
to dominate the small but important microwave market and the RF power ampli-
fier market. Given the fact that the global electronics market is already enormous
($1,128,000,000,000 in 2000 [1]), and growing rapidly with no real end in sight,
holding even a small niche market is likely to be sufficient to provide long-term
sustenance for a variety of device technologies.

The worldwide interest in SiGe as a commercial IC technology is growing
rapidly. Very rapidly. For those with lingering doubts as to the beautiful efficacy
of the SiGe solution for a wide variety of twenty-first IC needs, it should be noted
that there are virtually no companies in the world with a vested interest in commu-
nications ICs that do not at present have SiGe technology either in production or
under development, or at least in use via foundry services. That message in itself
is instructive, and should be considered carefully by SiGe pundits. With this requi-
site background, we now dive into the deep, rich, and fascinating subject of SiGe
HBTs. Enjoy!
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Chapter 2

SiGe Strained-Layer Epitaxy

It is ironic, in the present context, that the first functional transistors were in fact
fabricated from Ge. Little time elapsed until the recognition that Si would prove
to be a much better commercial platform for the emerging transistor field than Ge,
and except for a few niche applications, Ge dropped out of vogue and was soon for-
gotten as a viable device material. Interestingly, however, it was appreciated very
early in the game that the appropriate combination of Si and Ge, being chemically
compatible semiconductors with differing bandgaps, would present interesting de-
vice engineering opportunities. Unfortunately, it took nearly 30 years to reduce
that idea to the practical reality of device-quality SiGe strained-layer epitaxy. In
this chapter we examine the creation of strained-layer epitaxy from Si and Ge, and
explore the stability constraints that the SiGe world is governed by. We then ad-
dress the resultant band structure and transport parameters of SiGe alloys, followed
by a brief discourse on remaining open issues that merit further attention.

2.1 SiGe Alloys

Si and Ge are both Group IV elemental semiconductors, and crystallize in the di-
amond lattice structure, as depicted in Figure 2.1. For a comprehensive table of
the bulk structural, mechanical, and electrical properties of both Si and Ge, refer to
the Appendix. Si and Ge are completely miscible over their entire compositional
range, giving rise to chemically stable SiGe alloys that preserve their parent dia-
mond crystal structure and that have a linearly interpolated lattice constant given
to first order by Vegard’s rule,

a(Si1−xGex) = aSi + x (aGe − aSi), (2.1)

where a is the lattice constant, and x is the Ge fraction. Diffraction measurements

35
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Figure 2.1 Unit cell of the diamond lattice (after [1]).

of actual SiGe films show minor departures of this linear dependence and can be
fit by a parabolic relationship of the form

a(Si1−xGex) = 0.002733 x2 + 0.01992 x + 0.5431 (nm), (2.2)

as depicted in Figure 2.2 [2].

2.1.1 Pseudomorphic Growth and Film Relaxation

The lattice mismatch between pure Si (a = 5.431 Å) and pure Ge (a = 5.658 Å)
is 4.17% at 300 K, and increases only slightly with increasing temperature. When
SiGe epitaxy 1 is grown (actually it is more properly said to be deposited) onto a
thick Si substrate host, this inherent lattice mismatch between the SiGe film and
the underlying Si substrate can be accommodated in only one of two ways.

First, the lattice of the deposited SiGe alloy distorts in such a way that it
adopts the underlying Si lattice constant, resulting in perfect crystallinity across
the growth interface. In essence, the SiGe film is forced to adopt its host’s smaller

1The word "epitaxy" is derived from the Greek word epi, meaning "upon" or "over."
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Figure 2.2 Theoretical and experimental lattice constant of a Si1−xGex alloy as a
function of Ge fraction.

lattice constant. This scenario is known as "pseudomorphic" 2 growth, and is the
desired result for most device applications. Under processing conditions that favor
pseudomorphic growth, the SiGe film is forced into biaxial (in-plane) compression.
In this case, the SiGe lattice constant in the growth plane is determined by the Si
substrate, and the result is a tetragonal distortion (extension) of the normally cubic
SiGe crystal in the orthogonal direction, in accordance with the Poisson ratio. The
SiGe alloy is now under strain, and "SiGe strained-layer epitaxy" results. Because
of the additional strain energy contained in the SiGe film during pseudomorphic
growth, it embodies a higher energy state than for an unstrained film, and hence
nature does not favor this growth condition except under a very narrow range of
conditions, as discussed below.

Second and alternatively, the SiGe film can "relax" during growth to the natural
lattice constant determined by its Si and Ge fraction, as given by (2.2). The SiGe
film relaxes via misfit dislocation formation, resulting in a break in crystallinity
across the growth interface, and a defected film unsuitable for high-yielding de-
vice applications. Relaxation during SiGe growth occurs when the pent-up strain
energy is sufficiently large that misfit dislocations nucleate and then glide (move).

2The word "pseudo" is derived from the Greek word pseudēs, meaning "false," and the word
"morphic" is derived from the Greek word morphē, meaning "form." Hence, pseudomorphic literally
means false-form.
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Figure 2.3 Schematic 2-D representation of both strained and relaxed SiGe on a Si
substrate.

In essence, when the strain energy in the film exceeds the activation energy re-
quired for misfit formation and movement, the film will relax, releasing the stored
strain energy. Not surprisingly, this relaxation mechanism is complex, and vary-
ing degrees of residual (post-growth) strain can reside in relaxed SiGe films. The
misfit dislocations formed during the relaxation process may be either confined
to the original growth interface plane, or "thread" their way up through the over-
laying SiGe epitaxy, or both, and in either case represent a bad situation from a
device design perspective, since such defects can act as generation/recombination
(G/R) trapping centers, and high-diffusivity pipes for dopants, which are well-
known yield "killers" in bipolar technologies. 3 These two growth scenarios are
depicted schematically in Figure 2.3 and Figure 2.4.

Practically speaking, if we imagine an unrestricted SiGe growth process for
some arbitrary Ge fraction, it would proceed as follows. Since the Si substrate is
very thick (about 600 µm for a 200-mm wafer), and very stiff, it remains essentially
unchanged during the epitaxial growth process. Assuming a pristine initial growth
interface, the growth of the SiGe film will begin pseudomorphically, adopting the

3It is worth pointing out that SiGe-based FET device technologies are inherently less sensitive to
such strain relaxation induced defects, simply because the FET is a majority carrier device. Minority
carrier devices such as the pn junction and bipolar transistor will always be less tolerant of growth
induced defects.
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Figure 2.4 Schematic representation of misfit dislocation formed at the Si/SiGe
growth interface.

underlying Si lattice constant, but when a given "critical thickness" is reached, the
strain energy becomes too large to maintain local equilibrium and the SiGe film will
relax to its natural lattice constant, with the excess strain energy being released via
misfit formation. In practice, it is also common for the film to remain pseudomor-
phic until the end of the growth cycle, even though it may have exceeded the critical
thickness. Such a SiGe layer is said to be "metastable." Metastable films will relax
during subsequent thermal processing steps that add energy to the system, and thus
are not suitable for use in Si-fabrication-compatible SiGe technologies. During the
relaxation process, whenever it occurs, chaos results, as can be clearly seen in the
plan-view TEM micrograph of a relaxed and heavily defected SiGe film shown in
Figure 2.5.
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Figure 2.5 Plan-view TEM (top down image) of an unstable SiGe film that has
been annealed and undergone relaxation. The visible linear structures
are misfit dislocations.

2.1.2 Putting Strained SiGe into SiGe HBTs

Regardless of the growth technique used, or the structure and self-alignment schemes
employed in the transistor, strained SiGe films found in today’s commercially vi-
able SiGe HBTs all have a similar form. As depicted in Figure 2.6, the deposited
SiGe film actually consists of a three-layer composite structure:

• A thin, undoped Si buffer layer;

• The actual boron-doped SiGe active layer;

• A thin, undoped Si cap layer.

The Si buffer layer is used to start the growth process off on the right foot, and
serves two purposes. First, the Si buffer layer helps ensure that a pristine SiGe epi-
taxial growth interface is preserved between the original Si substrate, which was
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Figure 2.6 Schematic epitaxial SiGe film for use in a SiGe HBT. The film consists
of a thin Si buffer layer, the compositionally graded SiGe layer of thick-
ness (h), and a Si cap layer of thickness (H). The boron base doping is
contained within the SiGe layer.

grown by a high-temperature Si epitaxy process, and the coming SiGe strained
layer that will be grown by a more difficult low-temperature epitaxy process. Main-
taining a contaminant-free growth interface with perfect crystallinity is essential for
obtaining device-quality SiGe films. Second, this Si buffer layer also frequently
plays a role in device design, since it allows the incorporation of intrinsic layers
(i-layers) to be easily embedded in the collector-base junction, and can be used to
decrease the junction field and aid in breakdown voltage tailoring [3].

The active SiGe layer, of thickness h, has a position-varying Ge composition,
and an embedded boron doping spike, typically deposited as a boron box profile of
say 10 nm by 2–4x1019 cm−3, for an integrated base charge of roughly 2–4x1013

cm−2. The SiGe layer forms the active region of the bandgap-engineered device,
and the specific shape, thickness, and placement of the Ge profile with respect to
the boron base profile will in large measure determine the resultant performance of
the transistor. The dc and ac trade-offs and implications of Ge and doping profile
design in SiGe HBTs are discussed at length in subsequent chapters.

Finally, the Si cap layer, of thickness H , serves four purposes. First, it provides
a Si termination to the SiGe composite. This is particularly important since most
SiGe HBT fabrication approaches involve some form of oxidation step to form
the emitter-base spacer used in self-alignment, and SiGe does not oxidize well.
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Figure 2.7 Cross sectional TEM showing the active device region of a fabricated
SiGe HBT. The (stable) strained SiGe base layer has a peak Ge content
of 10% and is defect free, and cannot be delineated from the Si matrix.

Second, the Si cap provides additional space to allow the modest out-diffusion of
the boron base profile during processing, while at the same time providing room
for the emitter out-diffusion. Third, as with the Si buffer layer, a Si cap layer
can be used to introduce an active i-layer into the emitter-base junction to lower
the junction electric field and thereby reduce the parasitic EB tunneling current,
which typically limits the base current ideality at low-injection, and hence degrades
device reliability. Finally, an unintentional but nonetheless important consequence
of having this Si cap layer is that it helps improve the overall stability of the film
(discussed at length below), increasing the thickness and Ge fraction of the layer
to levels higher than might otherwise be expected.

Proper surface cleaning and careful growth of such a three-layer SiGe film
can result in beautiful device-quality films, as can be seen in the cross-sectional
TEM of a commercial SiGe HBT technology shown in Figure 2.7. In this case,
perfect crystalline structure is obtained and the original growth interface cannot
even be determined by casual viewing. For all intents and purposes the SiGe film
has become part of the Si host crystal, resulting in a perfect crystal.

2.1.3 The Challenge of SiGe Epitaxy

In the earliest use of Si epitaxy, films were grown to provide well-controlled re-
gions of uniformly doped material upon the less-uniform bulk-grown silicon wafer,
which served only as a growth template. All subsequent definition and fabrication
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of active device regions was based upon lithographic patterning and ion implan-
tation. The use of epitaxy to form active layers in silicon-based devices (e.g., the
base region of a SiGe HBT) is a relatively recent development.

Employing Si epitaxy in device fabrication enables one to overcome the fun-
damental limitations faced by ion implantation, which include: the implantation
energy-dependent Gaussian distribution of dopants as a function of depth, ion chan-
neling of the implanted dopant species, and the need for high temperature annealing
to remove implant damage and activate the dopants. Although progress has been
made in reducing ion-implanted base-widths in Si BJTs, base widths in the sub-
100-nm regime are difficult to control in practice, limiting Si BJT performance to
below about 50-GHz peak fT . In principle, however, using Si epitaxy, the dopant
profiles can be grown into the epitaxial layer at a precise location, tailored in shape
within the vertical section of the device, be made atomically abrupt, be electrically
active as grown, and may be combined within an alloy such as SiGe. In theory.
Reality dictates that the thermal budget of conventional Si epitaxy, combined with
that of subsequent routine device processing (e.g., additional implant activation
steps or oxidation), makes attaining these theoretical ideals difficult.

The high thermal budget associated with conventional Si epitaxy may be under-
stood as follows. The successful realization of device-quality Si epitaxy requires
that we first prepare an atomically "clean" Si surface that will serve as the epi-
taxial growth template. The historical approach taken in growing Si epitaxy has
been to bake the Si wafer in a hydrogen atmosphere at temperatures high enough
(generally in excess of 1,000◦C) to evaporate surface oxides, as well as remove
(or dissolve) surface carbon and dopant contamination. Film growth is then com-
menced at high temperatures, assuring that residual growth system contaminants
such as oxygen or carbon do not incorporate into the growing epitaxial layers. Be-
cause both the cleaning and growth temperatures for conventional Si epitaxy are in
the range of 1,000◦C, they are incompatible with the requirements of epitaxy for
the purposes of advanced device applications. At such temperatures, any advantage
obtained from precise device layer formation by epitaxy is lost in the subsequent
diffusion of dopants away from their intended locations. In the more extreme case
of working with a strained material set such as SiGe alloys, a further risk is the
potential for high-temperature relaxation of such layers by defect formation. The
key to the successful use of Si (or SiGe) epitaxy to make advanced devices is thus
to affect high-quality film growth at very low temperatures (< 600◦C). It is the in-
herent difficulty of this feat that delayed progress in SiGe HBT development until
the mid-1980s.
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2.2 SiGe Growth

A number of growth techniques have been developed over the past 25 years with
a demonstrated capability to produce device-quality SiGe films. In this context,
by "device-quality" we mean visibly defect-free SiGe films that have been used to
produce ideal or near-ideal individual SiGe HBTs. We do not imply that all such
tools are commercially viable when considered for entering high-volume, large-
scale production of a SiGe HBT technology.

While we will intentionally avoid an exhaustive discussion of the contentious
issues surrounding which SiGe growth technique is best for producing SiGe HBTs,
it is nonetheless instructive to consider the various metrics that delineate the various
growth techniques, and which should be considered when selecting a growth tool
for commercial production of SiGe HBTs. These factors include:

• Cross-wafer profile and doping control;

• Wafer-to-wafer, and run-to-run profile and doping control;

• Wafer throughput;

• Background contaminant levels;

• Ease of changing Ge profiles;

• Ease of growth surface preparation and cleaning;

• Ease of wafer size scale-up;

• Required vacuum level;

• Film growth temperature and time;

• Patterned wafer versus blanket wafer deposition;

• Batch versus single wafer processing;

• Tool operating and maintenance costs;

• Selective versus nonselective epi deposition;

• Loading effects associated with isolation pattern fill;

• Compatibility with CMOS toolsets and fabrication facilities;

• Ability to incorporate C doping;
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• Capability of both n-type and p-type doping polarities.

Each available SiGe growth tool has pluses and minuses when measured against
such a list. Perhaps the ultimate measure, however, of which tools are best suited
for building SiGe HBTs is to see which tools are actually being used in the field
to produce commercial SiGe HBT products, and have thus stood the test of time.
Of these, the ultra-high vacuum/chemical vapor deposition (UHV/CVD) technique
[4] and the atmospheric pressure chemical vapor deposition (APCVD) technique
[5]–[7] are clearly at the forefront today. 4 Both tools are commercially avail-
able as "turn-key" SiGe growth systems, and are in use around the world. Due to
space constraints, only UHV/CVD and APCVD will be described in detail. The
interested reader is referred to [10] for more detail on other growth techniques.

2.2.1 Surface Preparation

In any form of Si-based epitaxy, we can consider the film growth process as two
distinct phases, the first being preparation of the initial growth interface, the second
being film growth itself. Both are equally important in obtaining device-quality
SiGe films. Successful growth of SiGe films clearly begins with a obtaining a
pristine growth interface [11]. When considering the means of growth surface
preparation, one must first identify the nature of the surface to be prepared. In
classical high temperature Si epitaxy, the surface being prepared was that of an
unpatterned, bulk-grown Si wafer. This is the most straightforward growth inter-
face to prepare, since the absence of any subsurface patterning allows exposure
to a high thermal budget without detrimental effects. If patterned and implanted
regions were present during the thermal cycles employed in classical Si epitaxy,
where temperatures in excess of 1,000◦C for 10 minutes are typical, dopant redis-
tribution and reincorporation during subsequent film growth would both occur at
high levels. Limiting oneself to nonpatterned substrate materials forces the prepa-
ration of a class of devices known as "mesa" transistors, where blanket Si layers are
deposited, and subsequently etched back to isolate the varied regions required for
device fabrication. Such mesa-isolated device structures are generally inconsistent
with highly integrated, CMOS-compatible IC fabrication. This fact drove the de-
velopment of growth techniques and cleaning procedures that are compatible with
the use of prepatterned substrates, as dictated by the needs of subsequent device
integration.

4We note, however, that the earliest device-quality SiGe films [8], and in fact the first SiGe HBT
demonstration [9], were actually grown by MBE, a technique pioneered (and still in heavy use today)
for producing bandgap engineered III-V materials of various types.
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2.2.2 Growth Techniques

The UHV/CVD technique eliminates the high thermal budget of conventional epi-
taxy by chemical means. It was discovered [4] that one could passivate a Si surface
with hydrogen by employing a simple wet chemical procedure: a 10–15 second
etch in a dilute 10:1 H2O/HF solution. The hydrogen adlayer created during this
wet etch reduces the reactivity of the growth interface approximately 13 orders of
magnitude from that of a bare Si surface with respect to its oxidation rate in ambi-
ent air. This passive behavior extends to the adsorption of dopant species as well.
It was further found that such hydrogen passivated Si surfaces de-wet completely
when extracted from the HF bath, so that the handling of blanket film growth wafer
preparation is particularly straightforward. Wafers are dry as pulled from the etch,
and may thus be loaded directly into the growth chamber. Patterned wafers hav-
ing a variety of exposed surface materials, both semiconductor and dielectric, may
also be prepared in this manner. A liability of working with patterned wafers is
that they may not de-wet completely when materials other than Si are present, re-
quiring a blow-dry of these surfaces prior to their insertion into the film growth
chamber. However, in most SiGe HBT processes, simple structures have been em-
ployed in which the top-most exposed surface is everywhere silicon, rendering the
wafer fully hydrophobic, and thus allowing patterned wafers to de-wet completely.
The resultant hydrogen terminated Si surface, as employed in UHV/CVD, is robust
from a number of viewpoints.

A long-standing difficulty in the deposition of active device regions, such as
in epitaxial base technology, stems from the presence of electrically active impu-
rities at the initial growth interface. It is common to find a boron dose in excess
of 1012 cm−2 at the initial growth interface, even in the UHV conditions employed
in MBE. A variety of methods are employed to reduce the magnitude and impact
of this contamination, a common method being the deposition of a buffer layer of
material to bury the contamination well below the active device region. However,
if one is depositing layers on patterned substrates, this is not a viable approach. In
particular, when the epitaxial base is being deposited upon a wafer containing pat-
terned collector regions, one is in effect growing the base-collector junction, and
little unintended dopant is tolerable. In the instance of UHV/CVD, the residual
boron dose at the growth interface is in the range of 109–1010 cm−2, and is thus of
no consequence in the resultant device. It is important to note that the boron con-
tamination under consideration is sourced from the ambient. In the instance where
boron doped regions are existent upon the wafer itself prior to film growth, care
must be taken in preceding processing to avoid the accidental cross contamination
of wafer regions. Having addressed the means employed to prepare the initial Si
surface for device-quality epitaxy, one must consider the epitaxial growth itself.
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The utilization of high temperatures for conventional Si epitaxy has frequently
been ascribed to the need to provide for adatom mobility, such that a high-quality
epitaxial layer would result. Furthermore, high temperature growth was known to
suppress the inclusion of undesirable dopant species in the films being deposited.
A subtlety of chemical vapor deposition is that one in fact may grow epitaxial
Si at room temperature if one considers the trivial case, where a monolayer of
the Si source gas adsorbs on a Si lattice site. This is in fact the case for growth
by UHV/CVD, where the gaseous species silane (SiH4) is employed as the Si
source. For an additional layer to deposit, thermal energy is required to drive off
residual surface hydrogen, enabling the adsorption of an additional monolayer of
film. As such, adatom mobility is not a key issue in setting the lower bound on the
temperature at which Si may be deposited epitaxially by UHV/CVD. In the limit
of CVD techniques employing film growth at higher temperatures and pressures, it
is possible to grow films at rates exceeding the rate of adatom ordering, such that a
transition from epitaxial to either polycrystalline or amorphous film growth takes
place. Regardless, for films ranging from pure Ge to pure Si, temperatures in the
range 400–500◦C, respectively, have been shown adequate for the deposition of
high-quality epitaxial layers by UHV/CVD. Therefore, the thermal budget of the
UHV/CVD process does not contribute measurably to that of the overall transistor
fabrication process, a key advantage.

To achieve adequate film purity during low temperature epitaxy, several di-
vergent approaches have been employed. Best known are the UHV techniques
associated with MBE, where excellent ultimate vacuum in the range 10−11 torr is
commonly achieved. This vacuum level degrades significantly during film growth,
but films of high purity and perfection are achieved after many hours of film
growth. To reduce the complexity and expense of such an apparatus, UHV/CVD
utilizes a chemically selective form of the UHV technique. Recognizing the need
to eliminate only those species that are chemically active with Si, a simplified UHV
methodology employing O-ring seals and quartz reaction tubes is employed. Al-
though relatively "soft" levels of UHV are achieved, typically in the range of 10−9

torr, the preponderance of the residual gas is hydrogen, which is unimportant in
such trace quantities. Oxygen and water levels are reduced to the range of 10−11

torr partial pressure. Carbon-bearing species are not detectable owing to the use
of turbo-molecular pumping. This selective chemical approach to purity has sub-
sequently become the rule, where systems with base pressures from that found in
UHV/CVD to those operating in the absence of vacuum pumps (e.g., APCVD)
commonly utilize load-locks, gas scrubbers, and other methods to selectively elim-
inate potentially problematic impurities from the growth environment.

Films are deposited by UHV/CVD at temperatures in the range of 400–500◦C,
those temperatures corresponding to the growth of pure Ge, and pure Si, respec-
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tively. Wafers are HF-passivated as described above, and then loaded into the load-
lock of the UHV/CVD apparatus. Note that the UHV/CVD system is a batch tool,
and SiGe films can be deposited on multiple device wafers at the same time, greatly
enhancing throughput. After pump-down below 10−6 torr, wafers are transferred
under flowing hydrogen into the UHV section of the apparatus, and growth is com-
menced immediately. The gaseous sources employed are silane (SiH4), germane
(GeH4), diborane (B2H6), and phosphine (PH3). Film growth rates may be var-
ied from 0.1–100 Å/minute as a function of temperature and film Ge content, with
typical rates of 4–40 Å/minute. These growth rate limits are used to ensure a pre-
cise a cross-wafer dimensional control on the order of 1–2 atomic layers in this
instance. This level of precision is required if one is to compete effectively with
the control of ion implantation, the benchmark for doping control in Si processing.
The deposition of compositionally graded Ge profiles with peak Ge content of 10–
30% over dimensions of 50–150 nm can be routinely practiced with UHV/CVD
with excellent cross-wafer, wafer-to-wafer, and run-to-run control.

The APCVD SiGe deposition tools [5]–[7] have recently emerged as an im-
portant commercially viable technique for the growth of SiGe films. The APCVD
technique deposits Si and SiGe at atmospheric pressure using SiH2Cl2 and GeH4

gas sources. The SiGe film deposition is typically carried out in a conventional
induction-heated, air-cooled Si epi reactor. Unlike for UHV/CVD, an in-situ RCA
preclean is used on the starting wafers, followed by a short prebake (e.g., 1,070◦C
for 10 minutes), followed by a gaseous HCl etch for a short additional time. Gas
purifiers and a loadlock system are used in the place of UHV to control oxygen
and carbon contamination. APCVD systems are single wafer tools, with the wafers
placed horizontally on a quartz holder. While little wafer-to-wafer and run-to-run
tracking data are available in the literature, the fact that such APCVD reactors are
being used to produce commercial SiGe HBT technologies (e.g., [12]) bodes well
for its capabilities.

2.3 Stability Constraints

The thickness of the SiGe-bearing layer is clearly a key variable in SiGe HBT
device design. The maximum thickness for obtaining pseudomorphic growth post-
fabrication (i.e., after any thermal anneals or ion-implantation steps which might
relax an overstable film) is known as the "critical thickness" (hcrit). The origi-
nal concept of critical thickness in strained-layer epitaxy was introduced in [13]
based on equilibrium theory, and defined to be the film thickness below which
it is energetically favorable to contain ("freeze in") a given misfit by storing the
elastic energy in the distorted (strained) crystal, and above which it is favorable



SiGe Strained-Layer Epitaxy 49

to release (part of) that elastic energy by generating misfit dislocations at the het-
eroepitaxial growth interface. This theoretical approach to stability calculations in
SiGe strained layers can be termed "energy minimization" [13, 14]. Alternatively,
the much-cited work of Matthews and Blakeslee [15, 16] defined critical thickness
in terms of the mechanical equilibrium of a preexisting threading dislocation. In
this case, the force of the dislocation segment residing at the hetero-interface is
balanced with the component of the force per unit length acting on the threading
component of the dislocation in growth plane. The thickness at which these two
forces are equal is defined to be the critical thickness. This theoretical approach to
stability calculations in SiGe strained layers can be termed "force balance" [15]–
[18]. The interested reader is referred to a review article on stability calculations
in SiGe strained layers [19].

Figure 2.8 SiGe strained-layer thermodynamic stability diagram comparing
UHV/CVD experimental data to Matthews and Blakeslee’s theoretical
result (after [21]).
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Figure 2.9 Schematic epitaxial SiGe film for use in a SiGe HBT. The film consists
of a thin Si buffer layer, the active SiGe layer, and a Si cap layer.

2.3.1 Theory

Despite the large body of literature that exists on critical thickness calculations
and measurements in the SiGe system, there is significant disagreement between
those basic theories and experimental results on actual device-quality SiGe films
(Figure 2.8 [20, 21]). The origin of this discrepancy apparently lies in the use of
a Si cap layer on top of the SiGe strained layer in practical SiGe films used in
SiGe HBTs, as shown schematically in Figure 2.9. The difficulties encountered
in modeling such a Si/SiGe/Si multilayer arise because the theoretical approaches
[13]–[18] do not properly account for the stored elastic energy in the top Si cap
layer (which helps improve overall film stability). Recent work [22], however, has
recently expanded existing force-balance theory to properly account for the effects
of the Si cap layer, and shows excellent agreement between theory and experiment,
for both CVD and MBE grown films. That theoretical approach to stability calcu-
lations in device-compatible SiGe films will be outlined below, following [22]. For
simplicity, only the calculation of the equilibrium critical thickness is attempted,
since partially relaxed films (i.e., films with residual strain) are significantly more
complex to model. The primary physical assumptions include: a force balance so-
lution for the in-plane stress, isotropic behavior, and equal elastic moduli. Under
these conditions, far from any lateral free surface, the state of stress is uniformly
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biaxial of magnitude σ, and is related to the film strain (ε) by

σ =
2G (1 + ν) ε

(1 − ν)
(2.3)

along the in-plane axes, with G the shear modulus of the SiGe layer, and ν its
Poisson ratio. Referenced to the {111} slip plane surfaces and the < 110 > slip
directions, the shear stress component (τ) of σ is given by

τ = cosλ cosφ σ, (2.4)

where λ is the angle between the Burger’s vector (the magnitude and direction of
the slip from the motion of a single dislocation) and the direction of the interface,
normal to the dislocation line, and φ is the angle between the slip plane and the
normal vectors to the strained interface.

The in-plane strain ε arising from the lattice mismatch between Si and Ge is
0.042x, where x is the Ge fraction. In a Si/SiGe/Si heterostructure, the strain that
acts to generate a misfit dislocation is

ε = 0.042 x −
b cosλ

2(h +H)
, (2.5)

where b is the magnitude of the Burger’s vector, and h and H are the thicknesses
of the buried SiGe layer and the Si cap layer, respectively (refer to Figure 2.6).

Dislocation self-stress terms associated with the strain energy required to cre-
ate straight misfit dislocation segments in both the interface planes, and with the
dislocation-dislocation interaction energy between the two parallel segments, act
to counteract (balance) this shear stress component. The self-stress of a strain-
relaxing 60◦ misfit dislocation on the slip plane of the lower Si buffer/SiGe inter-
face is given by

τSiGe =
G b

(

1 − ν
4

)

4π (1 − ν) h
ln
h +H

b
. (2.6)

Similarly, the self-stress associated with the upper SiGe/Si cap interface can be
written as

τSi =
G b

(

1 − ν
4

)

4π (1 − ν) h
ln
H

b
, (2.7)

and the self-stress term connecting the bottom and top interfaces (i.e., Si buffer/SiGe
and SiGe/Si cap) is

τSi−SiGe = −
G b

(

1 − ν
4

)

4π (1 − ν) h
ln
h +H

h
. (2.8)
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Note that in the latter term, the negative interaction energy represents a decrease in
free-energy of the film.

The ratio of the stored misfit strain in the Si cap layer to that in the buried SiGe
layer of the Si/SiGe/Si multilayer enables a determination of the respective amount
of stored elastic strain energy in both the SiGe and Si cap layers. The total misfit
strain (εt) in the SiGe/Si cap composite is

εt = 0.042 x
{

h

h +H

}

, (2.9)

where x h/(h+H) is the average fractional Ge content. Note that by letting H = 0,
we are considering only the misfit strain of the SiGe layer (εb), and obtain the well-
known expression

εb = 0.042 x . (2.10)

The misfit strain in the Si cap layer (εc) is then given by the difference between the
εt and εb, as

εc = −0.042 x
{

H

h +H

}

. (2.11)

Intuitively, (2.11) indicates that if the SiGe buried layer incorporates the nucle-
ation energy of a single misfit dislocation, the Si cap layer holds energy only for
H/(h +H) misfit dislocations. This energy density factor (δ) can vary from zero
for a SiGe layer with no Si cap, to unity, for an infinitely thick Si cap. Hence, the
presence of a Si cap layer, and its associated stored energy, is expected to improve
film stability.

Finally, the excess resolved shear stress (τexc) driving the bending of thread-
ing dislocations to form single and/or double misfit dislocation segments will then
be given by the difference between the external stress (τ) and the internal stress
components (τSiGe, τSi, and τSi−Ge) according to

τexc = τ − τSiGe − δτSi − δτSi−SiGe, (2.12)

where δ is the energy density factor. Substituting (2.3)–(2.11) into (2.12) under
equilibrium conditions (i.e., τexc = 0), this force balance solution yields an implicit
expression of the critical strained layer thickness (hcrit) as a function of Ge fraction
(x) of

x =
b cosλ

0.084hcrit

[

γ +
1 − ν

4

4πcos2λcosφ(1 + ν)

[

ln
hcrit +H

b
+ δln

H

b
− δln

1
γ

]]

(2.13)
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Figure 2.10 SiGe strained-layer thermodynamic stability diagram comparing Fis-
cher’s theory and experimental data (after [22]). The dashed line rep-
resents the Matthews and Blakeslee theoretical result. Open symbols
represent stable (defect-free) films, and closed symbols represent re-
laxed films.

where

δ =
H

hcrit +H
(2.14)

and

γ =
hcrit

hcrit +H
. (2.15)

This theoretical result gives a generalized statement of the balance between
external and internal forces acting in a realistic Si/SiGe/Si multilayer of arbitrary
geometry, and is a measure of the transition between a thermodynamically stable
state and a metastable state that will relax upon heat treatment or any other common
fabrication step that adds energy to the system.
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Figure 2.11 Hypothetical SiGe profiles for stability analysis.

2.3.2 Experimental Results

Inserting appropriate values for the various material parameters into (2.13), one
can now calculate stability curves for various Si cap layer thicknesses. Generally
accepted values for growth on the (001) Si surface are: cos λ = 0.50, cos φ = 0.82,
b = 3.84 Å, and ν = 0.36. Figure 2.10 shows a comparison between (2.13) and a
variety of CVD and MBE grown SiGe samples. The results are also qualitatively
consistent with the earlier UHV/CVD results shown in Figure 2.8, which include a
wide variety of Ge profile shapes and doping profiles. Agreement between theory
and experiment is excellent and serves to confirm the approach. These results are
particularly nice in that they confirm what has been long suspected by practitioners
of SiGe technology: namely, that the original Matthews and Blakeslee stability
result is quite conservative for practical (Si-capped) SiGe films. That is, thicker
SiGe layers with more Ge content than might otherwise be expected can be used
without violating film stability constraints.



SiGe Strained-Layer Epitaxy 55

0.00 0.05 0.10 0.15 0.20 0.25
0

20

40

60

80

100

120

Average Ge Fraction

S
iG

e 
Th

ic
kn

es
s 

(n
m

)

H=1000 nm
H=80 nm
H=40 nm
H=0 nm

Ge 1
Ge 2
Ge 3

Stable

Relaxed

Figure 2.12 SiGe strained-layer thermodynamic stability diagram comparing the-
oretical stability calculations with example SiGe profiles.

2.3.3 Stability Calculations

As a practical issue, one often needs to determine if a given SiGe profile design is
expected to be thermodynamically stable or not. That is, one needs to place a given
SiGe profile data point on a stability diagram, and compare it to the calculated
stability curve. This experimental stability point can be placed on the stability
diagram according to the following prescription. Let h be the thickness of the
Ge layer (not including the Si buffer or Si cap layer), as measured by secondary
ion mass spectroscopy (SIMS) or other techniques. For a position-dependent Ge
profile, the stability point must be calculated as an average value of Ge fraction
across h according to 5

x =
1
h

h
∫

0

x(z) dz. (2.16)

The ordered-pair (x, h) can then be placed on the stability diagram and com-

5There are clearly untested assumptions associated with taking an average value of the Ge frac-
tion, since the theoretical analysis above only explicitly holds for constant Ge content over h (i.e., a
Ge box profile).
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pared to theoretical calculations of hcrit versus x, for variable values of Si cap layer
thicknesses H .

As an example, consider the three hypothetical Ge profiles shown in Figure
2.11. Following the determination of (x, h) for each Ge profile, each point can
be placed on the stability diagram (Figure 2.12). For each profile, one then com-
pares the calculated stability point with the critical thickness curve calculated using
(2.13) with the appropriate Si cap thickness (H) for the profile in question. In this
case, we see that profile 1 is clearly thermodynamically stable, profile 2 is close
to the stability boundary, and profile 3 is metastable, and can thus be expected to
relax during fabrication.

Figure 2.13 Schematic deformation of the SiGe conduction band constant energy
ellipsoids with compressive strain.

2.4 Band Structure

The resultant energy band structure obtained in a strained SiGe alloy with respect
to its original Si constituent is clearly key to its usefulness in transistor engineering.
For the purposes of designing a SiGe HBT, we desire a SiGe alloy which:

• Has a smaller bandgap than that of Si;
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Figure 2.14 Schematic deformation of the SiGe valence bands with compressive
strain.

• Has a band offset that is predominantly in the valence band;

• Either improves or at least does not substantially degrade the carrier transport
parameters (mobilities or lifetime) with respect to Si.

As will be seen below, strained SiGe fulfills all of these requisite conditions.
Both Si and Ge are indirect energy gap semiconductors (see the Appendix for a

list of material parameters, energy band structure, and effective mass parameters for
bulk Si and Ge). Si has a principal bandgap of 1.12 eV at 300 K, located in the Γ−X
(��) equivalent k-space directions, and thus there are six equivalent principal
conduction bands in Si (one each for [100], [010], [001], [100], [010], and [001]).
Ge, on the other hand, has a principal bandgap of 0.66 eV at 300 K, located in the
Γ − L (��) equivalent k-space directions, and thus there are eight equivalent
principal conduction bands in Ge (one each for [111], [111], [111], [111], [111],
[111], [111], and 111]). There are three principal valence bands in Si and Ge: the
heavy-hole (hh), light-hole (lh), and split-off (so) bands. The hh and lh bands are
degenerate at the Γ point (

−→
k = 0) in both Si and Ge.

Since Ge has a significantly smaller bandgap than Si (primarily due to its larger
lattice constant), it is not surprising that the bandgap of SiGe will be smaller than
that of Si. The strain in a pseudomorphic SiGe alloy, however, also plays an im-
portant role in shaping the final band structure and carrier mobilities.

As predicted by early theoretical calculations [23]–[25], in a Si-rich (low Ge
fraction) pseudomorphic (strained) SiGe alloy, there are a number of consequences
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to the band structure of Si that result from the addition of a small amount of Ge,
including:

• The 6-fold conduction band degeneracy of Si is lifted, resulting in a 2-fold
(out-of-plane) and 4-fold (in-plane) band splitting (Figure 2.13).

• The 4-fold degenerate conduction bands move downward in energy, resulting
in a small net conduction band offset (∆EC > 0).

• The 2-fold degenerate conduction bands move upward in energy.

• The heavy-hole and light-hole valence band degeneracy of Si is lifted (Fig-
ure 2.14).

• The heavy-hole valence band moves upward in energy resulting in a net va-
lence band offset (∆EV > 0). This heavy-hole band movement is the most
substantial in the strained SiGe system, resulting in a valence band offset
large enough to be useful in transistor engineering.

• The light-hole and split-off valence bands move downward in energy.

• The film strain produces band-edge curvature distortion that perturbs the car-
rier effective masses and hence the conduction and valence band density-of-
states, as well as the carrier mobilities and lifetime parameters.

2.4.1 Density-of-States

It is generally agreed upon that the effective conduction and valence band density-
of-states product (NC NV ) is reduced strongly due to strain-induced distortion of
both the valence and conduction band extrema, a consequence of which is the re-
duction in the electron and hole effective masses [26]. A comprehensive set of
effective mass parameters as a function of Ge content and doping is very difficult
to experimentally determine since it involves tedious cyclotron resonance stud-
ies, and is not available in the literature. It is far easier to infer the change in
the density-of-states product (which is proportional to the effective masses) with
Ge content by using transistor collector current measurements [27], although this
technique cannot discriminate between the strain-induced changes to the hole and
electron masses. Even here, the uncertainty in the carrier mobilities and the in-
herent position-dependence of the doping profiles makes it difficult to minimize
the experimental error bars involved. Figure 2.15 shows representative results for
NC NV as a function of Ge content [28]. The substantial reduction in NC NV with
increasing Ge content can be considered undesirable since it translates directly to
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Figure 2.15 Reduction in the valence band and conduction band effective density-
of-states product due to SiGe.

a reduction in collector current in the SiGe HBT (refer to Chapter 4), and hence
reduces the available current gain. Fortunately, however, the same reduction in
effective masses that produces the decrease in NC NV also increases the carrier
mobilities, which partially offset the impact on the collector current.

2.4.2 Band Offsets

The final band-edge alignments in strained SiGe are shown in Figure 2.16, yielding
a Type-I band alignment scheme: both ∆EC and ∆EV are positive, and thus the
SiGe conduction and valence band edges are contained within the original Si band
edges. In the case of practical SiGe films, the valence band offset is by far the
largest and most significant, as desired.

From a device design perspective, accurate experimental knowledge of the
band offsets in SiGe is crucial. While the body of literature is reasonably large
in this context (see, for instance, [29]–[34]), the precise determination of the band
offsets in SiGe are in general very difficult to measure due to several experimental
complexities. For instance, ∆Eg determined from transistor measurements [33]
(typically from temperature measurements of IC ) require assumptions on the mag-
nitude and temperature dependence of various parameters compared to that in Si
(e.g., mobility). In addition, the base region of SiGe HBTs is doped heavily
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Figure 2.16 Schematic band alignments of strained SiGe grown on a Si substrate.

(typically above 1018 cm−3), and has position-dependence near the EB and CB
junctions. This practical complexity adds a (position-dependent) contribution of
doping-induced bandgap narrowing to the problem, which unfortunately is indis-
tinguishable electrically from Ge-induced bandgap narrowing, thereby forcing an
unjustified assumption to be made (usually that the two effects are additive [34]).

Capacitance-voltage measurements on lightly-doped p-type SiGe MOS capac-
itors, though still nontrivial, and requiring a theoretical data fit, are generally con-
sidered more straightforward to interpret than those made on HBTs [29]–[32]. Fig-
ure 2.17 shows one of the most current examples of C-V determined valence band
offset data in strained SiGe on Si [29]. Even here, the sample scatter is nonnegli-
gible, but nevertheless clearly demonstrates the widely cited trend of a near-linear
valence band offset as a function of Ge fraction for low-Ge content SiGe alloys.
The standard rule of thumb for SiGe device design of 74 meV / 10% Ge content
appears to represent an acceptable approximation across the practical range of 0–
30% Ge content used in transistor design. Even so, it is worth noting that such band
offset measurements are performed on constant Ge content films (or superlattices
of such films), and thus their extrapolation to the position-dependent Ge profiles
used in actual SiGe HBTs requires that additional (often ignored) assumptions be
made.



SiGe Strained-Layer Epitaxy 61

0.00 0.05 0.10 0.15 0.20 0.25 0.30
0

50

100

150

200

250

line = 0.74x (eV)
CV Data

Equivalent Germanium Fraction (x)

V
al

en
ce

 B
an

d 
O

ff
se

t (
m

eV
)

Figure 2.17 Measured valence band offset as a function of Ge fraction (data after
[29]).

2.5 Transport Parameters

Given the known Ge- and strain-induced changes to the energy, degeneracy, and
local curvature of both the conduction and valence bands in Si, it is to be expected
that both the carrier effective masses will be significantly altered in strained SiGe
compared to their original Si values. Because carrier transport parameters (the
carrier mobilities µn and µp, and the carrier lifetimes τn and τp) depend intimately
on the band structure and the resultant carrier effective masses (mn

∗ and mp
∗), all

of the carrier transport parameters can be expected to change with the addition of
Ge to Si.

These changes to the device transport parameters in SiGe are important be-
cause: 1) the collector current in a SiGe HBT is proportional to the minority elec-
tron mobility in the base (µnb); 2) the base current is proportional to the minority
hole mobility in the emitter (µpe); 3) the base transit time is reciprocally propor-
tional to µnb; 4) the base resistance, which is important in both dynamic switching
and noise performance, is proportional to the hole mobility in the base (µpb); and
5) the recombination statistics and parasitic leakage currents that influence both
current gain and output conductance depend reciprocally on τn and τp. Accurate
knowledge of how these transport parameters depend on doping, temperature, and
Ge fraction is particularly important in achieving predictive 2-D simulation of SiGe
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Figure 2.18 Majority and minority hole mobility in Si using Klaassen’s mobility
model [35, 36].

HBTs, as will be discussed at length in Chapter 12.
Given the obvious importance of determining the precise influence of Ge on

the various transport parameters, arriving at quantitative values for them is a no-
toriously difficult problem. For example, SiGe films suitable for transport param-
eter measurements are generally incompatible with those found in practical SiGe
HBTs, which require very thin and heavily doped regions, often with composi-
tionally graded Ge content. In addition, accurate measurements of minority carrier
transport parameters in heavily doped SiGe is a particularly challenging problem
even in Si, requiring accurate knowledge of bandgap narrowing, as well as inde-
pendent lifetime data. Not surprisingly, available transport parameter data in the
literature is sparse and often inconsistent. We offer here some guidelines regarding
generally agreed-upon information.

It is reasonably well-established via calibration of data with 2-D simulations
using various interchangeable mobility models that the so-called "Philips unified
mobility model" (the "Klaassen model" [35, 36]) for both electrons and holes
works reasonably well in modeling Si BJTs. This temperature-dependent model
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Figure 2.19 Majority and minority electron mobility in Si using Klaassen’s mobil-
ity model [35, 36].

has a companion set of consistent bandgap narrowing parameters (refer to the dis-
cussion in Chapter 12) and distinguishes between majority and minority carrier
mobilities. Figure 2.18 and Figure 2.19 show the respective minority and majority
hole and electron mobilities at 300 K over a doping range of practical interest in
SiGe HBTs. Observe that in the range of base doping of interest to SiGe HBTs
(1018−1019 cm−3), the minority carrier mobility is higher than the majority carrier
mobility, a distinct advantage from a dynamic performance point of view.

In strained SiGe films, the carrier mobilities will be altered from their Si values
due to local distortion to the band extrema due to strain effects, as well as the
additional influence of alloy scattering on the carriers. Because of the nonisotropic
nature of the strain in pseudomorphic SiGe on Si, it can also be expected that the
changes to the mobilities will depend on the transport direction (either parallel
to the original SiGe growth interface or orthogonal to the original SiGe growth
interface).
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Figure 2.20 Normalized hole mobility as a function of doping and Ge content (af-
ter [38]). The squares represent the mobility component parallel to the
growth interface (in-plane), the circles represent the component trans-
verse to the growth interface (out-of-plane), and the triangles repre-
sent the unstrained mobility.

2.5.1 Hole Mobility

The largest body of literature exists for the majority hole mobility in p-type SiGe
(see, for instance, [37]–[39]). There is general agreement that the addition of Ge
to Si increases the majority hole mobility, although the exact extent of the mo-
bility enhancement as a function of both doping and Ge content is still debated.
Representative results for both in-plane (parallel to the growth interface) and out-
of-plane (orthogonal to the growth interface) are shown in Figure 2.20 [38]. In
the context of SiGe HBTs, the in-plane hole mobility is by far the most important
since it largely determines the base resistance, and thereby directly impacts the
frequency response (via fmax), the dynamic switching speed, and the broadband
noise performance. In a typical SiGe HBT having a polysilicon emitter contact
and a partially realigned poly-to-Si interface (high poly-to-Si surface recombina-
tion velocity Spe), the emitter is very heavily doped (> 1020 cm−3) and the hole
lifetime is thus far more important in determining the base current than the out-of-
plane hole mobility. Observe that for the in-plane hole mobility there is about a
35% improvement in µp at 10% Ge content at 1018 cm−3, and the dependence on
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Ge fraction is near-linear. Ge-induced strain also clearly plays a large role in the
observed hole mobility improvement.

2.5.2 Electron Mobility

There is less available experimental data and less agreement on the effects of strain
on the electron mobility in SiGe compared to comparably-doped Si. Experimen-
tal results are more difficult to obtain in this context, since it is the out-of-plane
minority electron mobility (in the p-type base) that is of the greatest importance.
Figure 2.21 shows representative electron mobility results for both the in-plane
(parallel to the growth interface) and the out-of-plane (orthogonal to the growth
interface) transport directions [40]–[42]. Observe that for the out-of-plane electron
mobility there is about a 15% degradation in µn at 10% Ge content at 1018 cm−3,
and the dependence on Ge fraction is reasonably linear at low Ge fraction.
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Figure 2.21 Normalized hole mobility as a function of doping and Ge content (af-
ter [41]). The squares represent the mobility component parallel to the
growth interface (in-plane), the circles represent the component trans-
verse to the growth interface (out-of-plane), and the triangles repre-
sent the unstrained mobility.
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2.5.3 Choice of SiGe Parameter Models

The over-arching principle in SiGe parameter model selection is to bear in mind
that practical SiGe HBTs employ low-Ge content films (typically less than 30%
peak Ge and less than 15% average Ge), and thus are for the most part Si-like.
Hence, proven Si parameter models should always be used as a starting point in
SiGe HBT simulations. Our recommendations for parameter model selection for
SiGe HBT simulation include the following:

• Use Klaassen’s unified mobility model (and associated bandgap narrowing
model) for Si as a starting point for SiGe HBT simulations.

• If needed, add a linear scale factor (Kp) to account for the enhancement of
the hole mobility with increasing Ge fraction (x) according to [28]:

µp(SiGe) (x) = (1 +Kp x) µp(Si). (2.17)

For instance, if Kp = 5, then we have a 50% enhancement of µp(SiGe) over
µp(Si) at 10% Ge content.

• If needed, add a linear scale factor (Kn) to account for the degradation of the
electron mobility with increasing Ge fraction according to [28]:

µn(SiGe) (x) = (1 +Kn x) µn(Si). (2.18)

For instance, if Kn = −5, then we have a 50% degradation of µn(SiGe) over
µn(Si) at 10% Ge content.

• Use the default Si lifetime models [43].

• Use the default Si velocity saturation model.

• Use the default Si bandgap model, and account for Ge-induced band offsets
by using the simple expression:

∆Eg
∼= ∆EV = 0.74 x. (2.19)

Make sure the band offset is placed in the valence band (the default for most
simulators).

• Assume that the doping-induced bandgap narrowing and the Ge-induced
band offsets are additive. Experience shows that this assumption, while rea-
sonable in the absence of data to the contrary, nevertheless is problematic
from a simulation-to-model calibration standpoint, and should be revisited
as needed.
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2.6 Open Issues

In this chapter we have highlighted the practical aspects of introducing Ge into Si
to produce device-quality SiGe films for use in bandgap engineering, the stabil-
ity constraints one is forced to live under when working in a lattice-mismatched
strained-layer system like SiGe, and the influence of Ge content and strain on
the various parameters that influence SiGe HBT operation and optimization. One
might naively conclude that this is the end of the SiGe epi story: that all is under-
stood, and the remaining battleground lies only in producing commercially viable
SiGe HBT technologies. Not so. Like many new technologies, SiGe has entered
commercial production with what could be argued is a number of important un-
knowns that have been effectively swept under the rug. While clearly not show-
stoppers for present-generation SiGe HBTs, these issues could clearly resurface at
a future date in some to-be-determined context, producing serious reliability (or
other) problems, and thus should not be forgotten.

We thus conclude this chapter with a brief (and obviously personal) list of what
can be considered open issues with respect to epitaxial SiGe strained layers. We
would argue that these issues demand additional focused attention, careful analysis,
and particularly extensive experimentation, in order to shed light on them for future
generations of SiGe technologists. These open issues include (in no particular
order):

• The interaction of doping-induced bandgap narrowing versus Ge-induced
band offsets must be quantified. These effects are difficult to distinguish
experimentally, but there is mounting evidence that the two distinct band-
edge phenomena are not additive, as is often naively assumed.

• Both the majority and minority carrier electron and hole mobilities, as well
as the carrier lifetimes, in both p-type and n-type SiGe, must be studied
comprehensively as a function of both doping, Ge fraction, and temperature.
Valid parameter models must be established.

• The impact of compositional Ge grading (with its induced quasi-electric
fields) on mobility and lifetime must be quantified.

• The impact of compositional Ge grading on stability analysis, and the ap-
propriateness of using averaged Ge content in stability calculations must be
quantified.

• The impact of Si cap thickness on stability analysis must be quantified in
SiGe profiles with compositional Ge grading.
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• Comprehensive stability data for a variety of SiGe growth techniques and
conditions (e.g., UHV/CVD versus APCVD), as well as for varying Ge pro-
file shape, should be undertaken (and published).

• The interaction between pattern shape and pattern density on SiGe film sta-
bility must be quantified. This should include an analysis of the (potential)
differences in stability results on blanket wafers versus patterned wafers.

• If defects generated from over-stable (relaxed) SiGe films can be safely con-
fined and buried in the collector region, do they cause problems from a device
reliability point of view?

• The interaction between isolation-induced stress (e.g., from the deep and/or
shallow trench oxides) and Ge-induced strain must be quantified, and its
impact on device performance established.

• What happens to the magnitude of the band offsets in SiGe profiles that are
grown over-stable and only partially relax during later processing?

• The width of the stability curves must be quantified. That is, how close can
one come to a given stability curve without generating a detrimental (yield-
killing) density of defects? Is the slope around a given stability curve gentle,
or does one fall "off a cliff?"

• Does high-field transport differ between Si and SiGe for very thin base, high
Ge content devices (e.g., these new >200-GHz SiGe HBTs)? As a related
question, when will drift-diffusion or hydrodynamic simulations of SiGe
HBTs fail to capture the requisite physics needed for meaningful transistor
design and optimization?
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Chapter 3

SiGe HBT BiCMOS Technology

The device structure, requisite fabrication steps and thermal cycles, and ultimately
the transistor performance of any advanced integrated circuit technology are all
rapidly moving targets. It can be frustratingly difficult to meaningfully compare
two different companies’ IC technologies, even though their performance may be
quite similar. SiGe is no exception to this rule. Given the inherent futility of
such technology comparisons, we instead seek to accomplish only two things in
this chapter: 1) allow the reader to get a feel for the numbers, for multiple SiGe
technology generations; and 2) examine broad technology issues that are common
to all practitioners of the art, regardless of the specifics of their approach to the
problem of building a manufacturable SiGe technology.

We first examine the current SiGe technology landscape (the playing field), in
order to develop a firm sense of specifics of the various SiGe technology genera-
tions currently in existence. We next address the issues associated with integrating
SiGe HBTs with Si CMOS to form SiGe HBT BiCMOS technology, followed by
a discussion of carbon doping as a key technology enabler. We then examine the
integration issues associated with obtaining high-Q passive elements, and conclude
with a brief look at device reliability and yield issues.

3.1 The Technology Playing Field

The goal of this section is to help readers develop a feel for the numbers of the
various SiGe technology generations currently in existence globally. Of interest in
this context is what a generic SiGe HBT of a given technology generation looks
like in cross section, what its doping profiles are likely to be, and what level of
transistor performance can be expected. We are after rules of thumb from which
one can more easily compare and contrast the various SiGe technologies that either
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currently exist or will in the future. For reasons outlined in Chapter 1, we limit
our discussion here to only self-aligned, fully integrated, Si-processing-compatible
SiGe HBT technologies that have been reported in the literature. An interesting
discussion of the evolution of both non-self-aligned and self-aligned SiGe HBT
device structures, as well as their relative merits can be found in [1].
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Figure 3.1 Reported cutoff frequency versus year for a variety of different indus-
trial SiGe HBT technologies.

Figure 3.1 shows the historical trend in peak fT from the first self-aligned
device demonstration in 1990 until present. Unlike in Chapter 1, this historical
data is broken down by individual company. 1 Due to space constraints, it is most
efficient to focus on a single company’s SiGe technology, and we have chosen
IBM’s SiGe technology suite to facilitate the present discussion [2]–[6]. While
this choice may seem overly preferential to some, IBM’s selection as a technology
paradigm for SiGe is both logical and pragmatic since: 1) they were the first to
commercialize SiGe technology; 2) they have published substantially more on the
subject than anyone else, and hence their data is widely available; and 3) they have
three distinct versions of SiGe technology currently in production, with a fourth on
the way, and hence can be used to examine technology scaling issues. While in no

1This is clearly a dynamic field, and hence the specifically cited list of companies with SiGe
technologies should not be considered exhaustive. The most recently published version of the SiGe
technology from each respective company can be found in [7]–[18].
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way do we mean to imply that IBM’s SiGe technologies are superior to others in
the world, we think it can be safely agreed upon by all that their technologies fairly
represent the state of the art in SiGe.

Figure 3.2 Schematic cross section of a representative first generation SiGe HBT,
drawn through first metal. Drawing is not to scale.

It is meaningful here to distinguish between different SiGe technology genera-
tions, as defined by the ac performance of the SiGe HBT (e.g., peak fT , which is
a very strong function of the vertical profile and hence nicely reflects the degree of
sophistication in structural design, thermal cycle, epi growth, etc.). We thus label a
SiGe HBT technology having a SiGe HBT with a peak fT of 45–55 GHz as "first
generation," that with a peak fT of 100–120 GHz as "second generation," and that
with a peak fT of 200+ GHz as "third generation." 2

Regardless of the integration approach and processing steps employed, there
are numerous common fabrication elements and modules which exist among the
various SiGe HBT technologies, and include for a typical first generation SiGe
HBT:

2Note that in IBM’s terminology, they actually have four distinct SiGe HBT BiCMOS technology
generations:

• 5HP — 0.5 µm, 50-GHz peak fT

• 6HP — 0.25 µm, 50-GHz peak fT (a laterally scaled version of 5HP)

• 7HP — 0.18 µm, 120-GHz peak fT (a laterally and vertically scaled version of 6HP)

• 8HP — 0.12 µm, 210-GHz peak fT (a laterally and vertically scaled version of 7HP)

In this book we distinguish SiGe technology generations only by the performance (vertical profile)
of the SiGe HBT, and hence would label 5HP and 6HP as "first generation" SiGe, 7HP as "second
generation" SiGe, and 8HP as "third generation" SiGe.
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• A starting n+ subcollector (e.g., 5–10 Ω/2) on a p− substrate (e.g., 10–15 Ω-
cm), probably utilizing a patterned subcollector to allow CMOS integration;

• A high-temperature, lightly doped n-type collector epi (e.g., 0.4–0.6 µm
thick at 5x1015 cm−3);

• Polysilicon-filled deep trenches for isolation of adjacent device subcollectors
(e.g., 0.8–1.2 µm wide and 7–10 µm deep);

• Oxide-filled shallow trenches (or perhaps LOCOS) for local device isolation
(e.g., 0.4–0.6 µm thick and planarized using chemical-mechanical-polishing
(CMP));

Figure 3.3 Cross sectional SEM of a representative second generation SiGe HBT
(after [4]).

• An implanted collector "sinker" or "reach-through" to the subcollector (e.g.,
10–20 Ωµm2);

• A composite SiGe epi layer consisting of a Si buffer, boron-doped SiGe (with
or without C doping) active layer, and a Si cap. For example, the Si buffer
layer might be 10–20 nm thick, followed by a boron-containing (1 − 3x1013

cm−2 integral boron charge) SiGe (or SiGeC) layer 70–100 nm thick, and a
Si cap layer 10–30 nm thick;
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• A variety of emitter-base self-alignment schemes "borrowed" from Si BJT
technology to be used depending on the device structure and SiGe deposi-
tion approach (single-poly, double-poly, etc.). All self-alignment schemes
employ some type of emitter-base "spacer" (e.g., 0.1–0.3 µm wide);

• A local collector implantation used to improve high-JC performance and
enable breakdown voltage tuning (e.g., 0.5 − 1x1017 cm−3 at the metallur-
gical CB junction, and graded upward toward the subcollector). This is the
self-aligned, selectively implanted collector (SIC) long used in Si BJT tech-
nology;

• Polysilicon extrinsic base contacts (usually the SiGe epi layer deposited over
the shallow trench) with additional self-aligned extrinsic base implants to
lower the total sheet resistance;

• A silicided extrinsic base (e.g., 5–10 Ω/2);

• A heavily-doped (e.g., > 5x1020 cm−3) polysilicon emitter, either implanted
or in-situ doped (e.g., 150–200 nm thick);

• A variety of multilevel back-end-of-the-line (BEOL) metalization schemes
(either Al-based or Cu). These are typically "borrowed" from existing CMOS
processes, and might include 3 to 6 levels. They usually consist of small
tungsten (W) studs between metal layers, using CMP-planarized oxide in-
terlayers;

These technology elements can be located in the schematic cross section of a first
generation SiGe HBT shown in Figure 3.2, as well as the cross sectional SEM of a
fabricated second generation SiGe HBT (Figure 3.3).

A representative first generation SIMS doping and Ge profile is shown in Fig-
ure 3.4. The metallurgical base width is about 90 nm (about 65-nm neutral base
width under forward-active bias), the metallurgical emitter junction depth is about
35 nm (from the Si surface), and the peak Ge content is about 8% (it is ther-
modynamically stable). The emitter polysilicon layer is doped to solid-solubility
limits, multiple self-aligned phosphorus implants are used to locally tailor the col-
lector doping profile, and the peak base doping is about 4x1018 cm−3 (Rbi

∼= 6
kΩ/2). The Ge profile is trapezoidal in shape, with substantial grading across the
neutral base. This vertical profile design can be considered quite conservative by
today’s standards, but it nonetheless achieves a peak fT of 50 GHz (70-GHz peak
fmax) at a BVCEO of 3.3 V, solidly in the range of a first generation technology.
Cross-company typical profile numbers for first generation SiGe technologies are:
Wb0 = 60 − 90 nm, We = 20 − 40 nm, peak Ge = 8–15%.
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Figure 3.4 Measured SIMS profile of a representative first generation SiGe HBT.

Those acquainted with Si BJT technologies will recognize the striking simi-
larity in doping profiles between this SiGe HBT and advanced ion-implanted Si
BJTs (just removing the Ge makes it look like a high-speed Si BJT). The key dif-
ference between this SiGe HBT and a conventional ion-implanted double-poly Si
BJT lies in the base profile, which can be much more heavily doped at a given
base width using epitaxial growth (leading to much lower base resistance and bet-
ter dynamic response). The observed broadening of the final boron profile in this
SiGe HBT (Figure 3.4) is a direct measure of the total process thermal cycle the
post-deposited epi-layer sees (the boron is deposited as an atomically-abrupt box
about 10 nm wide), which is usually gated by the requisite oxidation steps, and
the emitter/extrinsic base anneal (typically shared and done with RTA). It is also
key to appreciate that this epi-base scheme employed in SiGe HBTs is extendable
to much more aggressive dimensions as the technology scales for higher perfor-
mance, whereas an implanted base Si BJT would be nearly at its practical scaling
limit at 90-nm base width.

Table 3.1 compares the resultant SiGe HBT performance of IBM’s three SiGe
technology generations (5HP, 7HP, and 8HP). Within some reasonable error bar,
all existing SiGe technologies, no matter the company, are reasonably similar in
performance to the values shown. This fact, which might seem initially surprising
at first glance, actually makes sense, given that the target application markets (and
hence the required transistor-level performance) are basically the same, indepen-
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Table 3.1 Representative SiGe HBT Parameters for Three Distinct SiGe HBT BiC-
MOS Technology Generations (after [2], [4], and [6])

Parameter First Second Third
WE,eff (µm) 0.42 0.18 0.12
peak β 100 200 400
VA (V) 65 120 > 150
BVCEO (V) 3.3 2.5 1.7
BVCBO (V) 10.5 7.5 5.5
peak fT (GHz) 47 120 207
peak fmax (GHz) 65 100 285
min. NFmin (dB) 0.8 0.4 < 0.3

dent of company. As a general rule of thumb, first generation SiGe technologies
are being currently used to support circuit needs for the global 900-MHz and 2.4-
GHz RF cellular markets (both GSM and CDMA), for both handsets and base
stations, 1–2.5-Gbit/sec Ethernet applications, Bluetooth, 4–6-GHz WLAN, GPS,
and 10-Gbit/sec (OC-192) synchronous optical networks (SONET) transmit-and-
receive (T/R) modules (to name a few) [20]. Second generation SiGe technologies
are being targeted for 40-Gbit/sec networks and X-band (10 GHz) microwave sys-
tems, while emerging third generation SiGe technologies are being positioned for
80-Gbit/sec networks and ISM-band (60 GHz) communications systems.

3.2 Integration of SiGe HBTs with CMOS

The natural ability of SiGe HBTs to integrate seamlessly with conventional Si
CMOS is perhaps the single most important advantage SiGe HBT technology has
over competing III-V HBT technologies. While it remains contentious in some cir-
cles as to the long-term role BiCMOS technology will play compared to CMOS-
only or HBT-only integration schemes for mixed-signal applications, it is clear that
from a tool and process compatibility, yield, and ultimately a cost-savings view-
point, being able to realize SiGe technology within a conventional CMOS fabrica-
tion facility represents an enormous advantage. One should never compete head-
to-head with Si CMOS. Rather, coexistence, coupled with a shrewd "borrowing" of
existing CMOS process schemes (e.g., deep and shallow trench isolation, W stud
contacts, back-end-of-the-line (BEOL) metalization, etc.) can translate into a large
cost savings. This is exactly the path taken by the most successful practitioners of
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Figure 3.5 Schematic process flow for a BDG first generation SiGe HBT BiCMOS
technology (after [20]).

SiGe technology.
The stated compatibility of SiGe HBTs and Si CMOS does obviously require

careful up-front structural and process flow design to produce a robust SiGe HBT
BiCMOS technology. Key in this context is to integrate the SiGe HBT into a best-
of-breed Si CMOS core technology (as a "plug-in" module) without: 1) degrading
the SiGe HBT performance; or 2) perturbing the CMOS device characteristics.
The latter is especially important given that there is substantial incentive to pre-
serve the preexisting CMOS design libraries and modeling tools. Historically, two
different integration schemes have been used to produce SiGe HBT BiCMOS, each
with relative pluses and minuses: "base-during-gate" (BDG) integration and "base-
after-gate" (BAG) integration (for a detailed discussion of the various BiCMOS
integration schemes, refer to [19, 20]). The BDG scheme (or close derivatives) has
been widely used to produce first generation SiGe HBT BiCMOS technologies,
while the BAG scheme is more easily extendable to second and third generation
technologies.

In the BDG scheme (also known in the literature as "base = gate"), the SiGe
HBT shares the CMOS layers and thermal cycles in order to reduce structural
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Figure 3.6 Schematic process flow for a BAG second generation SiGe HBT BiC-
MOS technology (after [4]).

complexity (Figure 3.5). In this case, the SiGe epitaxial base (and importantly,
the boron doping it contains) sees all of the CMOS thermal cycle, which can be
substantial, leading to a broadening of base profile (this can be easily seen in Fig-
ure 3.4).

For further technology scaling (to second and third generations), the BDG ap-
proach (Figure 3.6) becomes increasingly problematic due to the inherently large
thermal cycles associated with the CMOS process. In the BAG integration scheme,
the CMOS devices are completed before the SiGe epitaxial base is deposited, ef-
fectively decoupling the fabrication of the two device types. This facilitates a step-
by-step copying of the underlying CMOS fabrication steps from the pre-existing
CMOS-only technology. The BAG approach also more easily allows the incorpo-
ration of CMOS device derivatives (e.g., higher voltage CMOS for I/O’s and/or
analog/RF circuits). The only thermal cycle shared between the HBT and CMOS
is the final emitter anneal, making it ideal for SiGe HBT profile optimization.
These attractive features of the BAG scheme do not come for free of course. The
BAG scheme is inherently more complex, largely because the bipolar layers are
deposited on top of the CMOS topography, and have to be removed.

Even with the substantially reduced thermal cycles afforded by a second gen-
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Figure 3.7 Schematic cross section of a representative third generation SiGe HBT.
Drawing is not to scale (after [6]).

eration BAG integration scheme, evolution from second generation to third gen-
eration SiGe HBT performance levels (i.e., > 200 GHz peak fT ) necessitates de-
vice structural changes that eliminate any extrinsic base implantation steps into
the deposited SiGe-bearing epi layer during the HBT module. Such implanta-
tions are known to introduce interstitials into the active device region, yielding
enhanced boron diffusion (even with C-doping), making it very difficult to decou-
ple the achievable fT (i.e., boron base profile) from the extrinsic base design. The
so-called "raised-extrinsic base" structure (Figure 3.7) appears to offer several ad-
vantages in this context, and has been used to demonstrate impressive SiGe HBT
performance levels [6]. The CMOS integration still follows a modular HBT-after-
CMOS (BAG) scheme.

Table 3.2 compares the resultant Si CMOS performance of IBM’s three SiGe
HBT BiCMOS technology generations. Within some reasonable error bar, all ex-
isting SiGe technologies, no matter the company, are reasonably similar in perfor-
mance to the values shown.

3.3 Carbon Doping

Carbon doping (C-doping) of epitaxial SiGe layers as a means to effectively sup-
press boron out-diffusion during fabrication is rapidly becoming the preferred ap-
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Table 3.2 Representative CMOS Parameters for Three Distinct SiGe HBT BiC-
MOS Technology Generations (after [2], [4], and [5])

Parameter First First Second Second Third Third
nFET pFET nFET pFET nFET pFET

Leff (µm) 0.36 0.36 0.14 0.15 0.092 0.092
VDD (V) 3.3 3.3 1.8 1.8 1.5 1.5
tox (nm) 7.8 7.8 4.2 4.2 2.2 2.2
VT,lin (mV) 580 -550 326 -415 250 -210
ID,sat (µA/µm) 468 231 600 243 500 210

proach for commercial SiGe technologies, particularly in second and third gener-
ation processes. C-doping of SiGe HBTs (yielding a SiGe:C or just SiGeC HBT)
has its own interesting history, dating back to the serendipitous discovery [21] that
incorporating small amounts of C into a SiGe epi layer strongly retards (by an or-
der of magnitude!) the diffusion of the boron (B) base layer during subsequent
thermal cycles. Given that maintaining a thin base profile during fabrication is per-
haps the most challenging aspect of building a manufacturable SiGe technology, it
is somewhat surprising that it took so long for the general adoption of C-doping
as a technology element. It is fair to say that most SiGe practitioners at the time
viewed C-doping with more than a small amount of skepticism, given that C can
act as a deep trap in Si, and C contamination is generally avoided at all costs in Si
processes, particularly for minority carrier devices such as the HBT. At the time of
the discovery of C-doping of SiGe in the mid 1990s, most companies were focused
on simply bringing up a SiGe process and qualifying it, relegating the potential use
of C to the back burner. In fairness, most felt that C-doping was not necessary to
achieve first generation HBT performance. The lone visionary group to solidly em-
brace C-doping of SiGe HBTs at the onset was the IHP team in Germany [22, 23],
whose pioneering work eventually paid off and began to convince the skeptics of
the merits of C-doping. The minimum required C concentration for effective out-
diffusion suppression of B was empirically established to be in the vicinity of 0.2%
C (1x1020 cm−3). Early on, much debate ensued on the physical mechanism of
how C impedes the B diffusion process, but general agreement for the most part
now exists, and is briefly reviewed here (following [22]).

In short, C-doping produces an undersaturation of Si self-interstitials during
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the out-diffusion of C in thermal processing, which inhibits the conventional inter-
stitial diffusion mechanism of B [24, 25]. Substitutional C in a B-containing SiGe
layer can be used to both decrease the diffusion coefficient of B in Si by more than
10×, as well as suppress transient-enhanced diffusion (TED) of B in Si. Depend-
ing on the exact film growth conditions, C can be at least partially substitutionally
dissolved in Si. Diffusion of C in Si occurs via a substitutional-interstitial diffusion
mechanism. During thermal processing, mobile interstitial C atoms (CI ) are cre-
ated through the reaction of Si self-interstitials (I) with immobile substitutional C
(CS )

CS + I ½ CI (3.1)

as well as in the dissociative reaction

CS ½ CI + V, (3.2)

where V is the vacancy concentration. In order to conserve the total number of
atoms, the flux of interstitial C atoms out of the C-rich region must be balanced
by either a flux of Si self-interstitials into this region, or a flux of vacancies out
of this region. The individual atomic fluxes are determined by the products of the
diffusion coefficient (D) and the concentration.

For C concentrations (CC ) greater than about 1018 cm−3, the transport coeffi-
cient of the C may exceed the transport coefficients of the Si self-interstitials and
Si vacancies, such that

DC CC > DI CI
equil (3.3)

and

DC CC > DV CV
equil, (3.4)

where CI
equil and CV

equil are the equilibrium concentrations of Si self-interstitials
and vacancies, respectively. As a consequence, out-diffusion of supersaturated C
from C-rich regions becomes limited by the compensating flux of Si point defects,
leading to an undersaturation of self-interstitials in the C-rich region. Given that B
diffusion in Si occurs via an interstitial mechanism, the effective diffusion coeffi-
cient of B in Si is proportional to the normalized concentration of self-interstitials,
and hence interstitial undersaturation suppresses the B diffusion process.

An instructive experimental confirmation of this C-doping out-diffusion sup-
pression mechanism can be seen in Figure 3.8, which shows the impact of putting
supersaturated C into a B superlattice which is exposed to subsequent ion implanta-
tion and annealing, similar to what might be encountered in SiGe HBT fabrication.
To date, no deleterious effects on device dc or ac or noise characteristics have been
reported for the incorporation of moderate levels of C-doping in SiGe HBTs, but
this is an issue that should be revisited as vertical scaling continues.
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Figure 3.8 SIMS profiles of a B superlattice implanted with 1x1014 cm−2 45 keV
BF2 ions and annealed in N2 at 930◦C for 30 sec. The open circles are
as-grown, filled circles are after anneal, and the solid line calculated
(after [22]).

3.4 Passives

The lack of high quality factor (Q) passive components and low-loss transmission
lines in Si technologies has long been touted as a major reason to favor III-V tech-
nologies over Si for RF and microwave components, since they can easily bring
to bear semi-insulating substrates and thick, low-resistivity gold (Au) metal lay-
ers. Si technologists have remained predictably obstinate in the face of these odds,
however, and the Qs of the most problematic of the RF passives, the integrated in-
ductor, have steadily risen over time to fairly respectable levels of 15–20, through
the use of thick dielectrics (e.g., 3 µm), thick last-metal layers (e.g., 4 µm), opti-
mized layout, effective shielding, and substrate resistivity tuning. In a typical SiGe
HBT BiCMOS technology, the passive elements dwarf the underlying SiGe HBT,
and reside far above the Si surface in the upper levels of the multilayer intercon-
nect schemes, as shown in Figure 3.9 for a second generation SiGe technology.
Table 3.3 shows that a full suite of high-quality resistors, capacitors, and inductors



86 Silicon-Germanium Heterojunction Bipolar Transistors

Figure 3.9 Schematic cross section of a representative second generation SiGe
HBT showing the passives and metalization (after [4]).

can be supported in SiGe HBT BiCMOS technologies.
To better understand the inherent challenges associated with building high-

Q passives in SiGe technology, one need only note that conventional technology
scaling in Si naturally works against increasing Q since: 1) common Al-based
BEOL metals are fairly resistive (10–100 mΩ/2); 2) the metal layer and their
associated interlayer dielectrics usually decrease in thickness with scaling in order
to improve wiring density; and 3) bipolar-based substrate resistivities are naturally
low (10–20 Ω-cm), and magnetic fields in the inductor, for instance, can thus more
easily induce lossy parasitic eddy currents in the substrate.

As an example of optimization of passives in SiGe technology, we consider the
inductor [20, 26]. Using a lumped-element model as a guide for the optimization
of the inductors, the primary resistive lossy elements are the series resistance of
the metal spiral and the substrate resistance, while the primary capacitive lossy el-
ement is the metal spiral-to-substrate capacitance. In view of this, four approaches
can be taken to improve the Q of monolithic inductors in SiGe technology: 1)
decrease the metal series resistance by using a thicker final metal layer [27]; 2)
increase the effective substrate resistivity; 3) move the spiral further above the sub-
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Table 3.3 Representative Passive Elements for a Second Generation SiGe HBT
BiCMOS Technology (after [4])

Resistor Sheet resistance (Ω/2) TCR (ppm/◦C)

subcollector 8.1 1,430
n+ diffusion 72 1,910
p+ diffusion 105 1,430
p+ polysilicon 270 50
p polysilicon 1,600 -1,178
TaN 142 -750

Capacitor Capacitance (fF/µm2) VCC (+5/-5 ppm/V)

MIM capacitor 1.0 < 45
MOS capacitor 2.6 -7,500 / -1,500

Varactor Tuning range Q at 500 MHz

CB junction 1.64:1 90
MOS accumulation 3.1:1 300

Inductor Inductance (nH) Q at 5 GHz

spiral (Al) > 0.7 18

strate by thickening the dielectric layer before the final metal layer, to decrease the
capacitive coupling to the substrate; and 4) using patterned ground planes (Faraday
shielding [28]). There are pros and cons to each approach, of course, and one typ-
ically finds that techniques 1), 3), and 4) can be used in concert for improvement
in Q (technique 2 often presents problems with maintaining CMOS compatibility).
Employing such optimization schemes can produce usable inductors (L > 0.5 nH)
with acceptable Qs (> 15 at 5 GHz) for many demanding RF applications (e.g.,
for VCOs). The increasingly common usage of Cu metalization schemes will fur-
ther improve inductor performance, since the resistivity is as much as 2× lower
than conventional Al-based schemes. In practice, however, the typically thinner
Cu layer thicknesses found in CMOS Cu BEOL processes do not yield a full 2×
improvement in series resistance, and further optimization using a thick top Cu
layer is possible.

Monolithic capacitors in SiGe technology are important for both matching in
RF circuits as well as in a variety of analog circuits, and typically take the form of
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either metal-insulator-metal (MIM) capacitors [29] or polysilicon-gate to substrate
(i.e., MOS) capacitors formed over a collector plug. The MOS capacitor has a
higher specific capacitance than the MIM capacitor, but lower Qs (a typical Q
might be in the range of 20 at 2 GHz for an MOS capacitor, while it can be 70–80
for an MIM capacitor (Table 3.3)). Because of this, MIM capacitors are typically
used in critical RF and analog circuits, while the MOS capacitor might be used for
power supply bypassing and decoupling.

Achieving acceptable transmission line performance in SiGe generally follows
similar guidelines to those needed for making high Q passives; move the lines as
far away from the substrate as possible, and use thick low sheet resistance metal
layers. While transmission line performance in SiGe is not at present competitive
with III-V values, acceptable losses for 10–20-GHz components have been demon-
strated, with attenuation numbers in the 1.5–2.0-dB/cm range at 10 GHz. In this
context, SiGe need not be the best, but rather need only achieve acceptable lev-
els of performance for most microwave applications, since it brings many other
compelling virtues to the table. Moving to thick (e.g., 10 µm) spun-on organic di-
electrics (e.g., benzo-cyclo-butene (BCB)), followed by Au metalization in order
to achieve very low-loss lines is a demonstrated option in SiGe [30], although this
approach by definition occurs postfabrication, and thus has some significant cost
disadvantages.

Figure 3.10 Gummel characteristics of a SiGe HBT showing the effects of reverse-
bias emitter-base stress.
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3.5 Reliability and Yield Issues

It is vital to the long-term viability of SiGe technology that it have a clearly demon-
strated reliability and yield that are comparable to or better than existing Si tech-
nology. That is, any reliability or yield loss due to the incorporation of strained
SiGe films are potential showstoppers. Although published data on commercial
SiGe technologies is sparse, there is no evidence to date that the use of thermody-
namically stable SiGe films imposes any such reliability risk.
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Figure 3.11 Current gain degradation as a function of injected stress charge for a
variety of SiGe profiles and a comparably constructed epi-base Si BJT.

Reliability stress and burn-in of bipolar transistors historically proceeds along
two different paths [31]: 1) reverse emitter-base (EB) stress, which is used to inject
hot electrons (or holes [32]) into the EB spacer oxide, thereby introducing G/R
center traps which lead to excess nonideal base current (Figure 3.10) and hence
current gain degradation as well as increased low-frequency noise [33]; and 2)
high forward-current stress, which also results in current gain degradation, but is
generally attributed to electromigration-induced pressure on the emitter contact,
resulting in a decrease in collector current with increasing stress time. Accelerated
lifetime testing of SiGe HBTs using reverse-bias EB stress is generally conducted
under high reverse EB bias (e.g., 3.0 V) at reduced temperatures (e.g., -40◦C),
where carrier velocities are higher due to reduced scattering, whereas high forward-
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current stress is conducted under a large JC near peak fT (e.g., 1.0–2.0 mA/µm2)
at elevated temperatures (e.g., 140◦C), where electromigration is more severe.
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Figure 3.12 Comparison of representative base profiles for a state of the art im-
planted base Si BJT and a first generation SiGe HBT.

Typical reverse-bias EB burn-in data from first generation SiGe HBTs show
less than 6% change in the current gain after a 500-hour, -40◦C reverse-bias EB
stress at 2.7 V [20]. Comparison of reverse-bias EB stress data of SiGe HBTs
having various Ge profile shapes with an epi-base Si BJT control (Figure 3.11)
suggests that there is no enhanced reliability risk associated with the SiGe layer
[34].

Interestingly, the reverse-bias EB stress response of SiGe HBTs is actually
substantially better than that for aggressively scaled ion-implanted Si BJTs. As can
be seen in Figure 3.12, very shallow, low energy base implants needed to realize
high-performance implanted Si BJTs inevitably place the peak of the base doping
at the metallurgical EB junction, and thus increase the EB electric field. In contrast,
for an epitaxial base device (Si or SiGe), the B can be placed inside the base region
as a B box, and while the finite thermal cycle spreads the B during processing,
a B retrograde is naturally produced at the EB junction, thereby lowering the EB
electric field. 3 Since hot electron injection under reverse-bias EB stress conditions

3Observe that this B retrograde at the EB junction itself produces a doping-gradient-induced elec-
tric field that retards electron transport through the base under forward-bias, degrading fT . In a SiGe
HBT this doping-induced retarding field is more than compensated by the Ge-induced accelerating
field, but in an epi-base Si BJT, a performance penalty is inevitable.
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depends exponentially on the EB electric field [31], a transistor with an epitaxial
base will have a fundamental and decided advantage over an implanted base device
in terms of reliability.

Typical high forward-current burn-in data from first generation SiGe HBTs
show less than 5% change in the current gain after a 500-hour, 140◦C forward-
current stress at 1.3 mA/µm2 [20]. Using empirically determined acceleration fac-
tors, this result is theoretically equivalent to a more-than-acceptable 10% current
gain degradation after 100,000 power-on-hours (POH) under "normal use" condi-
tions (1.25 mA/µm2 at 100◦C). Given that technology scaling naturally leads to
higher current density operation in bipolar devices, it will nonetheless be impor-
tant to quantify these changes with each successive technology generation, as well
as assess the capability of the BEOL infrastructure to support these higher current
densities (i.e., is Cu required?).

High yield is key to the cost advantage Si enjoys over its III-V competition,
and as in reliability, SiGe must not unfavorably impact device and circuit yield. It
does not. CMOS yield in a SiGe HBT BiCMOS technology is typically evaluated
using an static random-access-memory (SRAM) yield monitor (e.g., a 154k SRAM
for IBM’s first and second generation technologies). If any of the HBT films or
residuals are not properly removed, then this will be reflected in the SRAM yield.
Yield values can also be easily compared with CMOS-only processes to gauge the
robustness of the CMOS section of the BiCMOS process. Typical yield numbers
for the 154k SRAM in first and second generation SiGe technology are above 75%
[20].

SiGe HBT yield is typically quantified using large chains of small transistors
wired in parallel. A chain yield "failure" is defined as the intersection of emitter-to-
collector shorts (pipes), high EB leakage, or high CB leakage (i.e., any of the three
occurrences is defined as a "bad" or "dead" device chain). For instance, 4000 0.42
× 2.3 µm2 SiGe HBTs is used as a yield monitor in IBM’s first generation tech-
nology, and typically has greater than 85% yield. Both BDG and BAG integration
methodologies show similar results. Interestingly, the primary failure mechanism
in both the CMOS and SiGe HBTs is the same, and can be traced to the shallow
trench isolation [20]. By assuming an ideal Poisson distribution relating defect
density and emitter area, one can infer the net defect density associated with a
given SiGe HBT BiCMOS technology, in this case yielding numbers in the range
of 100–500 defects/cm2. For orientation, a defect density of 426 defects/cm2 would
ideally produce a 60% yield on a IC containing 100,000 0.5 × 2.5 µm2 SiGe HBTs,
ample transistor count (and yield) to satisfy almost any imaginable application [1].
This is clearly excellent news.
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Chapter 4

Static Characteristics

Due to the presence of Si-SiGe heterojunctions in both the emitter-base and collector-
base junctions, the device physics of the SiGe HBT fundamentally differs from that
of the conventional Si BJT. In this chapter we examine these differences from a dc
point of view, by first reviewing an intuitive picture of how the SiGe HBT operates,
and importantly how its operation differs from that of a comparably constructed Si
BJT. Using this insight, we then formally derive the collector current density, cur-
rent gain, output conductance, and current gain – Early voltage product of an ideal
SiGe HBT under low-injection conditions. Explicit and implicit assumptions as
well as physically relevant approximations are highlighted throughout the theoret-
ical development. Armed with this knowledge we then examine the dc Ge profile
shape and optimization issues, develop a low-frequency equivalent circuit model,
and address impact ionization and breakdown issues.

4.1 Intuitive Picture

The essential operational differences between the SiGe HBT and the Si BJT are
best illustrated by considering a schematic energy band diagram. For simplicity,
we consider an ideal, graded-base SiGe HBT with constant doping in the emit-
ter, base, and collector regions. In such a device construction, the Ge content
is linearly graded from 0% near the metallurgical emitter-base (EB) junction to
some maximum value of Ge content near the metallurgical collector-base (CB)
junction, and then rapidly ramped back down to 0% Ge. The resultant overlaid
energy band diagrams for both the SiGe HBT and the Si BJT, biased identically in
forward-active mode, are shown in Figure 4.1. Observe in Figure 4.1 that a Ge-
induced reduction in base bandgap occurs at the EB edge of the quasi-neutral base
(∆Eg,Ge(x = 0)), and at the CB edge of the quasi-neutral base (∆Eg,Ge(x = Wb)).

95
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Figure 4.1 Energy band diagram for a Si BJT and graded-base SiGe HBT, both
biased in forward active mode at low-injection.

This grading of the Ge across the neutral base induces a built-in quasi-drift field
((∆Eg,Ge(x = Wb) − ∆Eg,Ge(x = 0))/Wb) in the neutral base that will impact
minority carrier transport (Chapter 5).

A logical first question to ask is why the valence band offset due to the in-
troduction of Ge into Si ends up in the conduction band of the npn SiGe HBT?
To understand this, it is instructive to consider the introduction of the graded Ge
layer into the p-type base as a two-step process, as depicted in Figure 4.2. For
constant p-doping in the base of the Si BJT, we know that both the Fermi level and
the energy difference between the Fermi level and the valence band edge is fixed.
As Ge is introduced and graded across the neutral base, a valence band offset is
induced, as depicted in Step 1 of Figure 4.2. We know, however, that the Fermi
level must realign itself such that it is fixed in energy to its previous (Si) value,
and further, that it must be constant (flat) if the system is in equilibrium. Thus,
compared to the Si case, the Fermi level must decrease in energy and flatten via
charge transport. Given that the total bandgap is fixed for a given Ge content at
each position x, the consequence, as depicted in Step 2 of Figure 4.2, is that the
conduction band edge in the neutral base region is forced downward in energy.
Thus, the inherent valence band offset associated with the (position-dependent) Ge
profile is effectively translated into the conduction band of the device. This valence
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band to conduction band translation is fortuitous, given that the induced drift field
associated with the now position-dependent conduction band edge will positively
influence the minority electron transport through the base, as desired. Note that as
we move out of the neutral base and into the space charge region in the CB junc-
tion, we again return to the expected valence band offset. In a well-designed SiGe
HBT, the SiGe-Si heterojunction on the CB side of the neutral base is intentionally
buried in the strong band bending of the CB junction, and thus is not visible in the
band diagram at low-injection. As will be seen in Chapter 6, however, under high-
level injection, this is not the case, and SiGe-Si heterojunction will have important
consequences on device performance at high JC . To intuitively understand how

Figure 4.2 Illustration of the bandgap changes induced by the introduction of Ge
into the base region of an n-p-n SiGe HBT.

these band edge changes affect the dc operation of the SiGe HBT, first consider
the operation of the Si BJT. When VBE is applied to forward bias the EB junction,
electrons are injected from the electron-rich emitter into the base across the EB po-
tential barrier (refer to Figure 4.1). The injected electrons diffuse across the base,
and are swept into the electric field of the CB junction, yielding a useful collector
current. At the same time, the applied forward bias on the EB junction produces
a back-injection of holes from the base into the emitter. If the emitter region is
doped heavily with respect to the base, however, the density of back-injected holes
will be small compared to the forward-injected electron density, and hence a finite
current gain β ∝ n/p results.

As can be seen in Figure 4.1, the introduction of Ge into the base region has
two tangible dc consequences: 1) the potential barrier to injection of electrons from
emitter into the base is decreased. Intuitively, this will yield exponentially more
electron injection for the same applied VBE , translating into higher collector cur-
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rent and hence higher current gain, provided the base current remains unchanged.
Given that band edge effects generally couple strongly to transistor properties, we
naively expect a strong dependence of JC on Ge content. Of practical consequence,
the introduction of Ge effectively decouples the base doping from the current gain,
thereby providing device designers with much greater flexibility than in Si BJT de-
sign. If, for instance, the intended circuit application does not require high current
gain (as a rule of thumb, β = 100 is usually sufficient for most circuits), we can ef-
fectively trade the higher gain induced by the Ge band offset for a higher base dop-
ing level, leading to lower net base resistance, and hence better dynamic switching
and noise characteristics. 2) The presence of a finite Ge content in the CB junction
will positively influence the output conductance of the transistor, yielding higher
Early voltage. While it is more difficult to physically visualize why this is the case,
in essence, the smaller base bandgap near the CB junction effectively weights the
base profile (through the integral of intrinsic carrier density across the base), such
that the backside depletion of the neutral base with increasing applied VCB (Early
effect) is suppressed compared to a comparably doped Si BJT. This translates into
a higher Early voltage compared to an Si BJT.

4.2 Collector Current Density and Current Gain

To understand the inner workings of the SiGe HBT, we must first formally relate
the changes in the collector current density and hence current gain to the physical
variables of this problem. It is also instructive to carefully compare the differences
between a comparably constructed SiGe HBT and a Si BJT. In the present analysis,
the SiGe HBT and Si BJT are taken to be of identical geometry, and it is assumed
that the emitter, base, and collector doping profiles of the two devices are identi-
cal, apart from the Ge in the base of the SiGe HBT. For simplicity, a Ge profile
which is linearly graded from the EB to the CB junction is assumed, as depicted
in Figure 4.3. The resultant expressions can be applied to a wide variety of prac-
tical SiGe profile designs, ranging from constant (box) Ge profiles, to triangular
(linearly graded) Ge profiles, and including the intermediate case of the Ge trape-
zoid (a combination of box and linearly graded profiles) [1]. Unless otherwise
stated, this analysis assumes standard low-injection conditions, negligible bulk and
surface recombination, Boltzmann statistics, and holds for npn SiGe HBTs.

4.2.1 JC in SiGe HBTs

The theoretical consequences of the Ge-induced bandgap changes to JC can be
derived in closed-form for a constant base doping profile (pb(x) = N−

ab(x) = N−
ab
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Figure 4.3 Schematic doping and Ge profiles used in the derivations.

= constant) by considering the generalized Moll-Ross collector current density
relation, which holds for low-injection in the presence of both nonuniform base
doping and nonuniform base bandgap at fixed VBE and temperature (T ) [2]

JC =
q(eqVBE/kT − 1)
Wb
∫

0

pb(x)dx
Dnb(x)n2

ib(x)

, (4.1)

where x = 0 and x = Wb are the neutral base boundary values on the EB and CB
sides of the base, respectively. In this case, the base doping is constant, but both
both nib and Dnb are position-dependent; the former through the Ge-induced band
offset, and the latter due to the influence of the (position-dependent) Ge profile on
the electron mobility (Dnb = kT/qµnb = f(Ge)). Note that JC depends only on the
Ge-induced changes in the base bandgap. In general, the intrinsic carrier density
in the SiGe HBT can be written as

n2
ib(x) = (NCNV )SiGe (x)e−Egb(x)/kT , (4.2)

where (NCNV )SiGe accounts for the (position-dependent) Ge-induced changes as-
sociated with both the conduction and valence band effective density-of-states (re-
fer to Chapter 2). In (4.2), the SiGe base bandgap can be broken into its various
contributions, as depicted in Figure 4.4.
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Figure 4.4 Schematic base bandgap in a linearly graded SiGe HBT.

In Figure 4.4, Egbo is the Si bandgap under low-doping (1.12 eV at 300 K),
∆Eapp

gb is the heavy-doping-induced apparent bandgap narrowing in the base region,
∆Eg,Ge(0) is the Ge-induced band offset at x = 0, and ∆Eg,Ge(Wb) is the Ge-
induced band offset at x = Wb. We can thus write Egb(x) as

Egb(x) = Egbo − ∆Eapp
gb +

[

∆Eg,Ge(0) − ∆Eg,Ge(Wb)
] x

Wb
− ∆Eg,Ge(0). (4.3)

Substitution of (4.3) into (4.2) gives

n2
ib(x) = γn2

ioe
∆Eapp

gb /kT e[∆Eg,Ge(Wb)−∆Eg,Ge(0)]x/(WbkT )e∆Eg,Ge(0)/kT , (4.4)

where we have made use of the fact that for Si, we can define a low-doping intrinsic
carrier density for Si as

n2
io = NCNV e

−Ego/kT , (4.5)

and we have defined an "effective density-of-states ratio" between SiGe and Si
according to [3]

γ =
(NCNV )SiGe

(NCNV )Si
< 1. (4.6)

Equation (4.4) can be inserted into the generalized Moll-Ross relation (4.1) to
obtain

JC =
q˜Dnb

N−
ab

(

eqVBE/kT − 1
)

γ̃n2
ioe

∆Eapp
gb /kT e∆Eg,Ge(0)/kT

Wb
∫

0
e−[∆Eg,Ge(Wb)−∆Eg,Ge(0)](x/WbkT )dx

, (4.7)
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where we have defined ˜Dnb and γ̃ to be position-averaged quantities across the base
profile, according to

˜Dnb =

Wb
∫

0

dx

n2
ib(x)

Wb
∫

0

dx

Dnb(x) n2
ib(x)

. (4.8)

Using standard integration techniques, and defining

∆Eg,Ge(grade) = ∆Eg,Ge(Wb) − ∆Eg,Ge(0), (4.9)

we get

JC,SiGe =
q˜Dnb

N−
ab

(

eqVBE/kT − 1
)

γ̃n2
ioe

∆Eapp
gb /kT e∆Eg,Ge(0)/kT

Wb kT
∆Eg,Ge(grade)

{

1 − e−∆Eg,Ge(grade)/kT
}

. (4.10)

Finally, by defining a minority electron diffusivity ratio between SiGe and Si as

η̃ =

(

˜Dnb

)

SiGe

(Dnb)Si
, (4.11)

we obtain the final expression for JC,SiGe [1, 4]

JC,SiGe =
q Dnb

N−
abWb

(

eqVBE/kT − 1
)

n2
io e

∆Eapp
gb /kT

·

{

γ̃ η̃∆Eg,Ge(grade)/kT e∆Eg,Ge(0)/kT

1 − e−∆Eg,Ge(grade)/kT

}

. (4.12)

Within the confines of our assumptions stated above, this can be considered an ex-
act result. As expected from our intuitive discussion of the band diagram, observe
that JC in a SiGe HBT depends exponentially on the EB boundary value of the
Ge-induced band offset, and is linearly proportional to the Ge-induced bandgap
grading factor. Given the nature of an exponential dependence, it is obvious that
strong enhancement in JC for fixed VBE can be obtained for small amounts of in-
troduced Ge, and that the ability to engineer the device characteristics to obtain
a desired current gain is easily accomplished. Note as well that the thermal en-
ergy (kT) resides in the denominator of the Ge-induced band offsets. This is again
expected from a simple consideration of how band edge effects generally couple
to the device transport equations. The inherent temperature dependence in SiGe
HBTs will be revisited in detail in Chapter 9.
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If we consider a comparably constructed SiGe HBT and Si BJT with identical
emitter contact technology, and further assume that the Ge profile on the EB side of
the neutral base does not extend into the emitter enough to change the base current
density, our experimental expectations are that for a comparably constructed SiGe
HBT and Si BJT, the JB should be comparable between the two devices, while
JC at fixed VBE should be enhanced for the SiGe HBT. Figure 4.5 confirms this
expectation experimentally. In this case, we note that the ratio of the current gain
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Figure 4.5 Comparison of current-voltage characteristics of a comparably con-
structed SiGe HBT and Si BJT.

between an identically constructed SiGe HBT and a Si BJT can be written as

βSiGe

βSi
∼=

JC,SiGe

JC,Si
, (4.13)

and thus we can define a SiGe current gain enhancement factor as

βSiGe

βsi

∣

∣

∣

∣

VBE

≡ Ξ =

{

γ̃ η̃∆Eg,Ge(grade)/kT e∆Eg,Ge(0)/kT

1 − e−∆Eg,Ge(grade)/kT

}

. (4.14)

Typical experimental results for Ξ are shown for a comparably constructed SiGe
HBT and Si BJT in Figure 4.6. Theoretical calculations using (4.14) as a function
of Ge profile shape are shown in Figure 4.7 at 300 K and 77 K (the integrated
Ge content is held fixed, and the Ge profile varies from a 10% triangular (linearly
graded) to a 5% box (constant) Ge profile) [5].
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Figure 4.6 Measured and calculated current gain ratio as a function of reciprocal
temperature for a comparably constructed SiGe HBT and Si BJT.

4.2.2 Relevant Approximations

Two physically relevant approximations can be made to obtain additional insight.
First, we can assume that ∆Eg,Ge(grade)½kT . This approximation can be termed
the "strong Ge grading" scenario. In this case (4.12) reduces to

JC,SiGe '
q Dnb

N−
abWb

(

eqVBE/kT − 1
)

n2
io e

∆Eapp
gb /kT

·
{

γ̃ η̃
∆Eg,Ge(grade)

kT
e∆Eg,Ge(0)/kT

}

. (4.15)

Note, however, that care should be exercised in applying this approximation. To
check its validity for a realistic profile, assume that we have a 0% to 15% triangu-
lar Ge profile in a SiGe HBT operating at 300 K. Taking a band offset of roughly
75 meV per 10% Ge, we find that ∆Eg,Ge(grade)/kT = 4.3 compared to unity,
a reasonable but not overly compelling approximation. Clearly, however, as the
temperature drops, the validity of this approximation improves rapidly as kT de-
creases. For example, in the case above, a 0% to 15% triangular Ge profile yields
∆Eg,Ge(grade)/kT = 17.0 at 77 K.



104 Silicon-Germanium Heterojunction Bipolar Transistors

0 1 2 3 4 5
100

101

102

103

0.0

0.2

0.4

0.6

0.8

1.0
10 8 6 4 2 0

300K
77K

% Ge (x=0)

β(
S

iG
e)

 / 
β(

S
i)

% Ge (grade)

τ b
(S

iG
e)

 / 
τ b

(S
i)

Figure 4.7 Theoretical calculations of the current gain ratio Ξ as a function of Ge
profile shape.

In addition to the strongly graded profile, we also can define an approximation
for a "weak Ge grading," that would be valid, for instance, in the case of a Ge box
profile. In this case, ∆Eg,Ge(grade) ¼ kT . By expanding the exponential of the
Ge grading factor in the denominator of (4.12) in a Taylor series and canceling
terms we obtain

JC,SiGe '
q Dnb

N−
abWb

(

eqVBE/kT − 1
)

n2
io e

∆Eapp
gb /kT

{

γ̃ η̃ e∆Eg,Ge(0)/kT
}

. (4.16)

4.2.3 Nonconstant Base Doping

In general there is no closed-form solution for JC,SiGe if both the base doping and
the Ge profile are position-dependent. In the case of nonconstant base doping, we
can, however, define an "effective Ge-induced bandgap reduction" (∆Eg,Ge(eff))
according to

n2
ib(x) = γ̃ n2

io e
˜∆E

app

gb /kT e
˜∆Eg,Ge(eff)/kT , (4.17)

where the tilde again refers to a position-averaged quantity. Physically, ∆Eg,Ge(eff)
can be thought of as an average Ge band offset across the neutral base. We then



Static Characteristics 105

can define the intrinsic base sheet resistance (or pinched base sheet resistance) as

Rbi =







Wb
∫

0

q µpb(x) N−
ab(x) dx







−1

. (4.18)

Observe that Rbi is the integral of the neutral base charge, and is an important
bipolar parameter because it is directly measurable from an independent on-wafer
test structure. Thus, for a SiGe HBT with an arbitrary base doping profile and an
effective Ge profile, we find an effective current gain enhancement factor to be

Ξeff =
JC,SiGe(eff)

JC,Si
=

µ̃nb,SiGe µ̃pb,SiGe

µ̃nb,Si µ̃pb,Si

Rbi,SiGe

Rbi,Si

·
{

e(˜∆E
app

gb,SiGe−˜∆E
app

gb,Si)/kT e
˜∆Eg,Ge(eff)/kT

}

, (4.19)

where we have allowed for the possibility of a difference in base doping profile
between the SiGe HBT and the Si BJT. Equation (4.19) is useful because it al-
lows one to compare electrical data from fabricated SiGe HBTs and Si BJTs to
infer information about the Ge profile. As a simple illustration, if, for instance,
Rbi,SiGe

∼= Rbi,Si, then (4.19) becomes

Ξeff(T ) ' e
˜∆Eg,Ge(eff)/kT . (4.20)

Hence, if we measure JC,SiGe and JC,Si at fixed VBE as a function of temperature
for two identical emitter geometries, a plot of log Ξeff(T ) versus 1000/T will be
linear, and thus will allow an experimental determination of ∆Eg,Ge(eff) [6]. By
comparison of Ξeff to Ξ for a specific Ge profile shape, we can electrically infer in-
formation about the Ge profile shape from the collector current data. For instance,
for a triangular Ge profile, we find

˜∆Eg,Ge(eff) ' ˜∆Eg,Ge(0) + kT ln
{

∆Eg,Ge(grade)/kT
}

. (4.21)

4.2.4 Other SiGe Profile Shapes

The analysis above holds for a range of Ge profiles between the triangular (linearly
graded Ge) and box (constant Ge) profiles. There also exists, however, a class of
technologically important Ge profiles that can be considered hybrid combinations
of the triangular and box Ge profiles, which we will call Ge trapezoids, as depicted
schematically in Figure 4.8.

In this case, one takes a linearly graded profile and truncates the grading at
some intermediate position xT in the neutral base, and the Ge content is held con-
stant from xT to Wb, and is then ramped down to zero as usual. At constant Ge
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Figure 4.8 Schematic representation of the hybrid Ge trapezoidal profile.

stability and for fixed Ge profile width, this Ge trapezoidal profile design approach
allows one to induce higher Ge grading across the more heavily doped EB end of
the base, thereby maintaining good dynamic response, while using lower peak Ge
content. The region of constant Ge in the neutral base, at least in principle, does not
degrade ac performance since the CB side of the neutral base typically will have
a doping-gradient-induced drift field in addition to the Ge-grading-induced drift
field, which will aid electron transport. For the Ge trapezoid, one can also derive
collector current density expressions in the presence of constant base doping. In
this case, the Ge-induced band offsets can be written as [6]

∆Eg,Ge(x) =

{

∆Eg,Ge(0) + ∆Eg,Ge(grade)
(

x
xT

)

, 0 ≤ x ≤ xT

∆Eg,Ge(Wb) , xT ≤ x ≤ Wb

(4.22)

and the intrinsic carrier density is then

n2
ib(x) =

{

γn2
io e

∆Eapp
gb /kT e∆Eg,Ge(0)/kT e[∆Eg,Ge(grade)x/xT ]/kT , 0 ≤ x ≤ xT

γn2
io e

∆Eapp
gb /kT e∆Eg,Ge(Wb)/kT , xT ≤ x ≤ Wb .

(4.23)
If we split the Gummel integral in the Moll-Ross relation into two pieces, inte-

grate, and compare the result with the Si BJT, we obtain [5]
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Figure 4.9 Current gain ratio as a function of reciprocal temperature for varying ξ

values. Note that the integrated Ge content is not fixed in this case.

JC,SiGe

JC,Si
=

γ̃η̃ e∆Eg,Ge(0)/kT

ξ kT
∆Eg,Ge(grade) +

{

1 − ξ
(

1 + kT
∆Eg,Ge(grade)

)}

e−∆Eg,Ge(grade)/kT
, (4.24)

where we have defined ξ = xT/Wb < 1 to be the normalized trapezoidal interme-
diate boundary point. In this case, ξ = 0 corresponds to the pure Ge box profile,
and ξ = 1 corresponds to the pure triangular Ge profile. Again, assuming that the
current gain ratio between a SiGe HBT and a Si BJT is simply equal to the ratio
of JC between the devices, we can plot current gain as a function of the reciprocal
temperature for varying ξ values, as shown in Figure 4.9 (here we fix Ge content at
x = Wb to be 10%). As expected, the Ge trapezoid result lies between that of the
pure Ge box and the pure Ge triangle profiles.

Note that by simply letting ξ vary, the integrated Ge content for the profiles also
will change, and hence the stability of the Ge film will decrease as ξ decreases (we
have assumed that the Ge content at x = Wb is fixed). Alternatively, one can fix the
Ge content at x = 0 and then allow the Ge content at x = Wb to vary, such that the
total integrated Ge content (i.e., stability) remains constant. The gain enhancement
factor in this case (for a Ge content = 2% at x = 0) is shown in Figure 4.10.
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Figure 4.10 Current gain ratio as a function of reciprocal temperature for varying
ξ values. Note that the integrated Ge content is held fixed in this case.

4.2.5 Implications and Optimization Issues for β

Based on the analysis above, we can make several observations regarding the ef-
fects of Ge on the collector current in a SiGe HBT:

• The presence of any Ge, in whatever shape, in the base of a bipolar transistor
will enhance JC at fixed VBE over a comparably constructed Si BJT.

• The JC enhancement depends exponentially on the EB boundary value of
Ge-induced band offset, and linearly on the Ge grading across the base. This
observed dependence will play a role in understanding the best approach to
profile optimization.

• In light of that, for two Ge profiles of constant stability, a box Ge profile is
better for current gain enhancement than a triangular Ge profile, everything
else being equal.

• The Ge-induced JC enhancement is thermally activated (exponentially de-
pendent on reciprocal temperature), and thus cooling will produce a strong
magnification of the enhancement.
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4.3 Output Conductance

The dynamic output conductance (∂IC/∂VCE at fixed VBE ) of a transistor is a
critical design parameter for many analog circuits. Intuitively, from the transistor
output characteristics, we would like the output current to be independent of the
output voltage, and thus ideally have zero output conductance (infinite output re-
sistance). In practice, of course, this is never the case. As we increase VCB, we
deplete the neutral base from the backside, thus moving the neutral base boundary
value (x = Wb) inward. Since Wb determines the minority carrier density on the
CB side of the neutral base, the slope of the minority electron profile, and hence
the collector current, necessarily rises [7]. Thus, for finite base doping, IC must
increase as VCB increases, giving a finite output conductance. This mechanism is
known as the "Early effect," and for experimental convenience, we define the Early
voltage (VA) as

VA = JC (0)

{

∂JC
∂VCB

∣

∣

∣

∣

VBE

}−1

− VBE ' JC (0)

{

∂Jc
∂Wb

∣

∣

∣

∣

VBE

∂Wb

∂VCB

}−1

,

(4.25)
where JC (0) = JC (VCB = 0V ). The Early voltage is a simple and convenient
measure of the change in output conductance with changing VCB. A schematic
representation of the Early effect, and the definition of VA, is shown in Figure 4.11
and Figure 4.12. As will be seen below, simultaneously maintaining high current
gain, high frequency response, and high VA is particularly challenging in a Si BJT.

4.3.1 VA Trade-offs in Si BJTs

For a Si BJT, we can use (4.1) together with (4.25) to obtain

VA,Si =

Wb
∫

0
pb(x) dx

pb(Wb)
{

∂Wb

∂VCB

} =
Qb(0)
Ccb

, (4.26)

where Qb(0) is the total base charge at VCB = 0V , Ccb is the collector base deple-
tion capacitance, and we have assumed VBE is negligible compared to VCB. Note
that Ccb is dependent on both the ionized collector doping (N+

dc) and the ionized
base doping (N−

ab). To estimate the sensitivity of VA on N+
dc and N−

ab, we can con-
sider a Si BJT with constant base and collector doping profiles. In this case, we
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Figure 4.11 Schematic representation of the Early effect in a bipolar transistor.

can write

VA,Si = −Wb(0)

{

∂Wb

∂VCB

∣

∣

∣

∣

VBE

}−1

, (4.27)

where Wb(0) is the neutral base width at VCB = 0 V. The dependence of Wb on
voltage and doping can be obtained from [8]

Wb ' Wm −

√

√

√

√

(

2ε
q

)

(φbi + VCB)

{

N+
dc

N−
ab

(

N−
ab + N+

dc

)

}

, (4.28)

where Wm is the metallurgical base width, and φbi is the CB junction built-in volt-
age. Using (4.27) and (4.28) we can calculate VA as a function of doping, as shown
in Figure 4.13 (Wm = 100 nm, and ∆VCB = 1.0 V). As can be seen, if we fix N−

ab,
increasing N+

dc degrades VA, physically because the amount of backside neutral
base depletion per unit bias is enhanced for a higher collector doping. If we in-
stead fix N+

dc, increasing N−
ab rapidly increases VA, which makes intuitive sense

given that the base is much more difficult to deplete as the base doping increases,
everything else being equal. In real Si BJT designs, a given device generally has a
specified collector-to-emitter breakdown voltage (BVCEO) determined by the cir-
cuit requirements. To first order, this BVCEO sets the collector doping level. While
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this may appear to favor achieving a high VA, we must recall that the current gain is
reciprocally related to the integrated base charge (refer to (4.1)). Hence, increas-
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VCE(V)
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Figure 4.12 Schematic representation impact of the Early effect on the transistor
output characteristics.

ing N−
ab to improve VA results in a strong decrease in β. In addition, for a Si BJT,

for a fixed base width, increasing N−
ab will degrade the cutoff frequency of the tran-

sistor (due to the reduction in the minority electron mobility). We might imagine
we can then increase N+

dc to buy back the ac performance lost, but as can be seen
in Figure 4.13, this in turn degrades VA. This catch-22 represents a fundamental
problem in Si BJT design: it is inherently difficult to simultaneously obtain high
VA, high β, and high fT . In practice one must then find some compromise design
for VA, β, and fT , and in the process the performance capabilities of a given analog
circuit suffers. Intuitively, this Si BJT design constraint occurs because β and VA
are both coupled to the base doping profile. The introduction of Ge into the base
region of a Si BJT can favorably alter this constraint by effectively decoupling β

and VA from the base doping profile.

4.3.2 VA in SiGe HBTs

To formally obtain VA in a SiGe HBT, we begin by combining (4.1) with (4.25) to
obtain [9]

VA,SiGe =

−
Wb
∫

0

pb(x) dx
Dnb(x) n2

ib(x)

∂
∂VCB

{

Wb
∫

0

pb(x) dx
Dnb(x) n2

ib(x)

} , (4.29)
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ab for a Si BJT.

from which we can write

VA,SiGe =







−Dnb(Wb) n2
ib(Wb)

pb(Wb)

Wb
∫

0

pb(x) dx

Dnb(x) n2
ib(x)







[

∂Wb

∂VCB

]−1

. (4.30)

Comparing (4.26) and (4.30) we can see that the fundamental difference between
VA in a SiGe HBT and a Si BJT arises from the variation of n2

ib as a function
of position (the variation of Wb with VCB is, to first order, similar between SiGe
and Si devices). Observe that if nib is position-independent (i.e., for a box Ge
profile), then (4.30) collapses (4.26) and there is no VA enhancement due to Ge
(albeit there will obviously still be a strong β enhancement). On the other hand,
if nib is position-dependent (i.e., in a linearly graded Ge profile), VA will depend
exponentially on the difference in bandgap between x = Wb and that region in the
base where nib is smallest. That is, the base profile is effectively "weighted" by the
increasing Ge content on the collector side of the neutral base, making it harder to
deplete the neutral base for a given applied VCB, all else being equal, effectively
increasing the Early voltage of the transistor.

For a linearly graded Ge profile, we can use (4.4) and (4.30) to obtain the ratio
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of VA between a comparably constructed SiGe HBT and Si BJT (Θ) to be [10]

VA,SiGe

VA,Si

∣

∣

∣

∣

VBE

≡ Θ ' e∆Eg,Ge(grade)/kT
[

1 − e−∆Eg,Ge(grade)/kT

∆Eg,Ge(grade)/kT

]

. (4.31)

The important result is that the VA ratio between a SiGe HBT and a Si BJT is
an exponential function of Ge-induced bandgap grading across the neutral base.
Typical experimental results for Θ are shown for a comparably constructed SiGe
HBT and Si BJT in Figure 4.14. Theoretical calculations using (4.31) as a function
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Figure 4.14 Measured and calculated Early voltage ratio as a function of reciprocal
temperature for a comparably constructed SiGe HBT and Si BJT.

of Ge profile shape are shown in Figure 4.15 at 300 K and 77 K (the integrated
Ge content is held fixed, and the Ge profile varies from a 10% triangular (linearly
graded) to a 5% box (constant) Ge profile) [5].

4.3.3 Relevant Approximations

In a similar manner to that of JC , two physically relevant approximations can
be made to obtain additional insight. First, we can make the assumption that
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∆Eg,Ge(grade) ½ kT . This approximation can be termed the "strong Ge grad-
ing" scenario. In this case (4.31) reduces to

VA,SiGe

VA,Si

∣

∣

∣

∣

VBE

'
e∆Eg,Ge(grade)/kT

∆Eg,Ge(grade)/kT
. (4.32)

As discussed above, care should be exercised in applying this approximation. To
check its validity for a realistic profile, assume that we have a 0% to 15% triangu-
lar Ge profile in a SiGe HBT operating at 300 K. Taking a band offset of roughly
75 meV per 10% Ge, we find that ∆Eg,Ge(grade)/kT = 4.3 compared to unity,
a reasonable but not overly compelling approximation. Clearly, however, as the
temperature drops, the validity of this approximation improves rapidly as kT de-
creases. For example, in the case above, a 0% to 15% triangular Ge profile yields
∆Eg,Ge(grade)/kT = 17.0 at 77 K.

In addition to the strongly graded profile, we also can define an approximation
for a "weak Ge grading," which would be valid, for instance, in the case of a Ge
box profile. In this case, ∆Eg,Ge(grade) ¼ kT . By expanding the exponentials of
the Ge grading factor in (4.31) in a Taylor series and canceling terms we see that
Θ = 1, and thus we have no enhancement in VA over a Si BJT, despite the presence
of Ge in the base.
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4.3.4 Current Gain – Early Voltage Product
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Figure 4.16 Measured and calculated ratio of the current gain – Early voltage prod-
uct ratio as a function of reciprocal temperature for a comparably
doped SiGe HBT and Si BJT.

In light of the discussion above regarding the inherent difficulties in obtaining
high VA simultaneously with high β, one conventionally defines a figure-of-merit
for analog circuit design: the so-called "βVA" product. In a conventional Si BJT,
a comparison of (4.1) and (4.26) shows that βVA is to first-order independent of
the base profile, and is thus not favorably impacted by conventional technology
scaling, as for instance, the transistor frequency response would be. For a SiGe
HBT, however, both β and VA are decoupled from the base profile, and can be
independently tuned by changing the Ge profile shape. By combining (4.14) and
(4.31) we find that the ratio of βVA between a comparably constructed SiGe HBT
and Si BJT can be written as [9]

βVA,SiGe

βVA,Si
= γ̃η̃ e∆Eg,Ge(0)/kT e∆Eg,Ge(grade)/kT . (4.33)

Typical experimental results for the βVA ratio for a comparably constructed SiGe
HBT and Si BJT are shown in Figure 4.16.
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Observe that βVA is a thermally activated function of both the Ge-induced band
offset at the EB junction and the Ge-induced grading across the neutral base. As
can be seen in Figure 4.16, βVA in a SiGe HBT is significantly improved over a
comparably designed Si BJT, regardless of the Ge profile shape chosen, although
the triangular Ge profile remains the profile shape of choice for both VA and βVA
optimization. Due to their thermally activated nature, both VA and βVA are strongly
enhanced with cooling, yielding enormous values (βVA > 104) at 77 K for a 10%
Ge triangular profile [10].
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Figure 4.17 Early voltage and current gain – Early voltage product as a function of
reciprocal temperature for varying ξ values. Note that the integrated
Ge content is held fixed in this case.

4.3.5 Other SiGe Profile Shapes

For the Ge trapezoid discussed above (refer to Figure 4.8), one can also derive VA
expressions in the presence of constant base doping. We know that VA depends
on the ratio of the collector current density and the slope of the collector current
density with respect to VCB (i.e., (4.25)), which can be expressed generally as

∂JC,SiGe

∂VCB
=
{

Ξ
(

∂JC,SiGe

∂Wb

)

+ JC,Si

(

∂Ξ
∂Wb

)}(

∂Wb

∂VCB

)

, (4.34)
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where ξ = xT/Wb < 1, and Ξ is the current gain ratio (4.14). This can be then
rewritten as

∂JC,SiGe

∂VCB
= Ξ

(

∂JC,Si

∂VCB

)

[

1 + JC,Si

(

∂JC,Si

∂Wb

)−1 ( 1
Ξ

∂Ξ
∂Wb

)

]

. (4.35)

From (4.24), we can express the variation in the current gain ratio on VCB as

1
Ξ

∂Ξ
∂Wb

=

[

e∆Eg,Ge(grade)/kT − 1 − ∆Eg,Ge(grade)/kT

ξ
(

e∆Eg,Ge(grade)/kT − 1
)

+ (1 − ξ) ∆Eg,Ge(grade)/kT

]

·
(

ξ2

xT

)

(4.36)

and finally obtain the expression of the VA ratio for a general SiGe trapezoidal
profile [5]

VA,SiGe

VA,Si

∣

∣

∣

∣

VBE

= 1 − ξ +
ξ
(

e∆Eg,Ge(grade)/kT − 1
)

∆Eg,Ge(grade)/kT
. (4.37)

Again, applying the limits for the triangular and box profiles we can retrieve the
standard expressions for VA (4.31). Note that a similar expression can be trivially
obtained for βVA by combining (4.37) and (4.24). As before, one can fix the Ge
content at x = 0 and then allow the Ge content at x = Wb to vary, such that
the total integrated Ge content (i.e., stability) remains constant. The VA and βVA
enhancement factor in this case (for a Ge content = 2% at x = 0) is shown in
Figure 4.17. As expected, the Ge trapezoid result lies between that of the pure Ge
box and the pure Ge triangle profiles.

4.3.6 Implications and Optimization Issues for VA and βVA

Based on the analysis above, we can make several observations regarding the ef-
fects of Ge on both the Early voltage and current gain – Early voltage product in
SiGe HBTs:

• Unlike for JC , only the presence of a larger Ge content at the CB side of the
neutral base than at the EB side of the neutral base (i.e., finite Ge grading)
will enhance VA at fixed VBE over a comparably constructed Si BJT.

• This VA enhancement depends exponentially on the Ge grading across the
base. This observed dependence will play a role in understanding the best
approach to profile optimization, generally favoring strongly graded (trian-
gular) profiles.
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• In light of this, for two Ge profiles of constant stability, a triangular Ge pro-
file is better for Early voltage enhancement than a box Ge profile is, every-
thing else being equal.

• The Ge-induced VA enhancement is thermally activated (exponentially de-
pendent on reciprocal temperature), and thus cooling will produce a strong
magnification of the enhancement.

• Given that β and VA have the exact opposite dependence on Ge grading and
EB Ge offset, the βVA product in a SiGe HBT enjoys an ideal win-win sce-
nario. Putting any Ge into the base region of a device will exponentially
enhance this key analog figure-of-merit, a highly favorable scenario given
the discussion above of inherent difficulties of achieving high βVA in a Si
BJT.

• A reasonable compromise Ge profile design that balances the dc optimiza-
tion needs of β, VA, and βVA would be a Ge trapezoid, with a small (e.g.,
3–4%) Ge content at the EB junction, and a larger (e.g., 10–15% Ge content
at the CB junction (i.e., finite Ge grading).

4.4 Equivalent Circuit Models

4.4.1 Basic Ebers-Moll Model

Historically speaking, the first and most basic equivalent circuit model for a bipo-
lar transistor is the Ebers-Moll model shown in Figure 4.18. A fundamental as-
sumption in this model is that the overall transistor operation can be viewed as a
superposition of both the forward and the reverse (inverse) mode operation. Here,
IF represents the total emitter current for forward operation, and αF IF represents
the electron current component of IF , or the forward collector current. The param-
eter αF is the forward common-base current gain. Similarly, IR is the total "emitter
current" for inverse operation, and αRIR represents the electron current component
of IR. The parameter αR is the inverse common-base current gain. Both IF and IR
have an exponential I − V functional form

IF = IF0

(

eqVBE/kT − 1
)

IR = IR0

(

eqVBC/kT − 1
)

. (4.38)

Here IF0 and IR0 are the saturation currents of the forward and inverse emitter
currents.
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Figure 4.18 The basic Ebers-Moll model for a bipolar transistor.

4.4.2 Transport Version

Another equivalent circuit model for the bipolar transistor, which better describes
carrier transport, is shown in Figure 4.19(a), which is also known as the "transport
version" of the Ebers-Moll model. The collector current instead of the emitter cur-
rent is chosen as the reference current. For forward-mode operation, the collector
current is transported from emitter to collector, while the base current is injected
into the emitter,

ICF = IS

(

eqVBE/kT − 1
)

IBF =
ICC
βF

, (4.39)

where βF is the current gain (β) for forward operation. Similarly, for inverse oper-
ation, we have

ICR = IS

(

eqVBC/kT − 1
)

IBR =
ICR
βR

, (4.40)

where βR is the inverse β. Note that the saturation current IS is identical for the
collector currents for both the forward and inverse mode operation. Figure 4.19(a)
can be redrawn as Figure 4.19(b), which is better suited for common-emitter circuit
analysis.

It can be easily shown that IS is related to IF0 and IR0 by

IS = αF IF0 = αRIR0, (4.41)

and is also known as the "reciprocity" property of the bipolar transistor. Reciprocity
can be easily understood to be the result of minority carrier transport. The minority
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Figure 4.19 (a) Transport version of the Ebers-Moll model, and (b) common-
emitter representation of the transport version Ebers-Moll model.

carrier (electron) current in the base is determined by the properties of the base
region, which is shared by both the forward and inverse mode transistor operation.
In general, reciprocity holds only approximately for SiGe HBTs.

4.4.3 Small-Signal Equivalent Circuit Model

The large-signal equivalent model shown in Figure 4.19(b) can be linearized for a
given dc operating point. The resulting circuit is referred to as the "small-signal"
equivalent circuit. Under forward-mode operation (VBE > 0 and VCB > 0), this
model reduces to the well-known linear small-signal hybrid-π model shown in
Figure 4.20(a). The transport current source ICF becomes the transconductance
current source gmvbe, with gm = qIC/kT . The forward EB diode becomes the gbe
conductance (gbe = gm/β), and 1/gbe is popularly known as rπ. The reverse-biased
CB diode becomes an open circuit, and at high currents, the voltage drops across
the parasitic resistances can no longer be neglected. Their effects can be included
by adding appropriate terminal resistances. The increase of IC with increasing VCB
due to the Early effect can be accounted for by adding ro in parallel with the gmvb′e′
current source. The final equivalent circuit is shown in Figure 4.20(b).
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Figure 4.20 (a) Low-frequency small-signal equivalent circuit for an ideal tran-
sistor, and (b) low-frequency small-signal equivalent circuit including
parasitic resistances and Early effect.

4.5 Avalanche Multiplication

To achieve the high fT potential offered by smaller base and emitter transit times
in SiGe HBTs, the collector current density JC must be sufficiently high so that the
charging time associated with depletion and parasitic capacitances is smaller than
the sum of base and emitter transit time (τb + τe). Hence, the smaller the transit
time, the higher JC needs to be. To suppress Kirk effect at high JC , SiGe HBTs are
typically designed with heavily doped implanted collectors. High collector doping
leads to high electric field in the (typically) reverse-biased CB junction, and thus a
high rate of impact ionization. For practical SiGe HBT circuits operating at either
high collector current density (JC ) or high collector-base bias (VCB), avalanche
multiplication is an important effect that must be accurately measured and mod-
eled. In digital applications, the avalanche multiplication factor (M − 1) deter-
mines the breakdown voltage as well as the base current reversal voltage, which in
turn determines the maximum useful VCE for stable circuit operation.

4.5.1 Carrier Transport and Terminal Currents

Under reverse bias, the electric field in the space-charge region of the CB junc-
tion is large. Electrons injected from the emitter drift to the collector through the
CB space-charge region. For a sufficiently high electric field, electrons can gain
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enough energy from the electric field to create an electron-hole pair upon impact
with the lattice (simple analysis shows that the minimum threshold energy for im-
pact ionization is 1.5 × Eg). This carrier generation process is known as "impact
ionization." Electrons and holes generated by impact ionization can subsequently
acquire energy from the strong electric field, and create additional electron-hole
pairs by further impact ionization. This process of multiplicative impact ionization
is known as "avalanche multiplication." The net effect is that the electron current
leaving the CB space-charge region (the IC observed at the collector) is larger than
that entering the CB space-charge region (the IC that would be observed without
avalanche multiplication). The ratio of the two currents is known as the avalanche
multiplication factor M

M =
In,out

In,in
, (4.42)

where In,in and In,out are the electron currents going into and out of the CB space-
charge region. In practice, M−1 instead of M is often used simply because M−1
better describes the yield or efficiency of the resulting collector current increase.
The net increase of electron current due to impact ionization is simply (M−1)In,in.
Because electrons and holes are always generated in pairs, an equal amount of hole
current is generated in this process, and flows into the p-type base. The net base
current observed at the base terminal is thus reduced by (M − 1)In,in

IB = Ip,e − (M − 1)In,in, (4.43)

where Ip,e is the base current component due to hole injection into the emitter. We
have neglected the IB component due to neutral base recombination, which is far
less than that due to hole injection into emitter in modern SiGe HBTs [11]. The CB
junction reverse leakage ICBO is also neglected, since it is much smaller than Ip,e
under normal operation. Note that ICBO, however, cannot be neglected in open-
base breakdown voltage analysis (i.e., BVCEO) when it is the only initiating current
for avalanche multiplication. The relationships between the various electron and
hole current components in the presence of avalanche multiplication in a SiGe HBT
are illustrated in Figure 4.21 for normal operation.

4.5.2 Forced-VBE Measurement of M − 1

Consider a transistor operated with a fixed VBE and a variable VCB. At VCB = 0,
IB is dominated by hole injection into the emitter in modern SiGe HBTs (Ip,e). At
higher VCB, Ip,e remains constant, while the M factor increases, causing a decrease
of IB. The net IC increase due to avalanche multiplication (M − 1)In,in can thus
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Figure 4.21 The avalanche multiplication process in a bipolar transistor under nor-
mal operation.

be obtained from the IB difference

(M − 1)In,in = ∆IB
∆IB ≡ IB(VCB = 0) − IB(VCB), (4.44)

because the avalanche multiplication induces an equal number of electrons and
holes. The electron current leaving the CB space-charge region is the measured
IC . The electron current entering the CB space-charge region is thus

In,in = IC (VCB) − ∆IB. (4.45)

Using (4.44), the M − 1 factor can be expressed as:

M − 1 =
∆IB

IC (VCB) − ∆IB
. (4.46)

Importantly, M − 1 can be conveniently measured using (4.46). A common-base
biasing configuration is naturally suited for sweeping VCB at fixed VBE , as shown
in Figure 4.22. Note that In,in is the electron current injected into the CB space-
charge region, which increases with VCB because of base width modulation (Early
effect). In modern bipolar transistors, a single parameter, the Early voltage (VA),
is often insufficient to describe the IC change due to Early effect [12]. In this case,
we can then define an "Early effect factor" FEarly [13]

FEarly =
Electron current injected into the CB SCR

Electron current injected into the CB SCR at VCB = 0

=
In,in(VCB)

In,in(VCB = 0)

=
IC (VCB) − ∆IB
IC (VCB = 0)

, (4.47)
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where (4.45) is used for the electron current injected into the CB space-charge
region.
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Figure 4.22 Forced VBE setup for M − 1 measurement.

4.5.3 Forced-IE Measurement of M − 1

At low JC and low VCB, the fixed-VBE technique typically works well. Problems
arise, however, at high JC and high VCB. Self-heating becomes significant, and of-
ten causes permanent damage to devices under test if (when) thermal runaway oc-
curs. For fixed-VBE biasing, increasing VCB leads to higher M−1 and hence higher
IC . Both high VCB and high IC increase the local junction temperature, which in
turn increases the electron current injected into the CB space-charge region (In,in).
This positive feedback mechanism results in thermal runaway at sufficiently high
junction temperatures.

A safer alternative is to use a fixed-IE biasing configuration [13]. In this case,
a current IE is forced into the emitter, as shown in Figure 4.23. Here, VCB is swept
and the base-emitter voltage VBE is measured. Recall that the IB component due
to hole injection is only dependent on VBE , and is equal to the IB measured at
VCB = 0 V. Therefore, the initial current for avalanche multiplication, In,in, can be
expressed as

In,in = IE − IB(VBE )|VCB=0, (4.48)

and M − 1 is thus

M − 1 =
IC

IE − IB(VBE )|VCB=0
− 1. (4.49)
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In the measurement, VBE is recorded during the VCB sweep, and IB(VBE )|VCB=0 is
found from the IB − VBE curve obtained with VCB = 0 V. The Early effect factor
can be determined to be

FEarly =
In,in(VCB)

In,in(VCB) = 0

=
IE − IB(VBE )|VCB=0

IC (VBE )|VCB=0
. (4.50)
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Figure 4.23 Forced IE setup for M − 1 measurement.

The forced-IE method makes the measurement of M−1 safer because the total
amount of current injected into the CB space-charge region is always limited by IE .
The feedback mechanism for avalanche multiplication is thus effectively limited
during the presence of self-heating. Figure 4.24 shows M−1 versus VCB measured
at low JE using the fixed-IE method for SiGe HBTs with different collector doping
levels. Here M−1 increases significantly as the doping level increases, as expected.

The Early effect factor (FEarly) and the avalanche multiplication factor M − 1,
measured with forced IE , can be used to reproduce IC − VCB and IB − VCB for
fixed VBE ,

IC (VBE )|VCB = IC (VBE )|VCB=0 × FEarly ×M, (4.51)

and

IB (VBE )|VCB = IB (VBE )|VCB=0 − IC (VBE )|VCB=0 × FEarly × (M − 1) . (4.52)

Figure 4.25(a) and (b) show examples of IC − VCB and IB − VCB obtained in
this manner, together with measured data. The individual contributions of Early
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Figure 4.24 M − 1 versus VCB measured at low injection for different collector
doping profiles.

effect and avalanche multiplication to the increase of IC with increasing VCB can
be easily distinguished using this technique.

One may wonder why we need to separate the Early effect from the avalanche
multiplication effect since both act to cause an increase of IC with increasing VCB.
The answer becomes clear if we examine their respective impact on IE and IB.
Consider a transistor biased at fixed VBE , and now imagine increasing VCB. The
Early effect results in an increase in both IC and IE or, more specifically, the
electron current injected from the emitter into the CB space-charge region. It has
no effect, however, on the base current of a transistor with negligible neutral base
recombination. Avalanche multiplication, on the other hand, by its very nature,
results in not only an additional increase in IC , but also a decrease in IB by the
same amount. Note that IE , however, is not affected by avalanche multiplication.
The base current reduces to zero when

β|VCB=0 × FEarly × (M − 1) = 1. (4.53)

The VCB at which (4.53) is satisfied is often referred to as the "base current reversal
voltage."
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Figure 4.25 (a) IC − VCB, (b) and IB − VCB at fixed VBE = 0.7 V. Calculations
using FEarly and M − 1 from a fixed IE measurement reproduces
IC − VCB and IB − VCB that were directly measured with constant
VBE .

4.5.4 Effects of Self-Heating

At high JC and high VCB, self-heating occurs, and substantial errors may result
from using either the forced-voltage or forced-current techniques. The forced-
IE technique is generally much more resistant to thermal runaway, however, as
discussed above. Caution must be exercised when interpreting the measured M−1
result. The interpretational difficulty lies in the inaccurate estimation of the IB
component due to hole injection into the emitter, Ip,e. Without self-heating, Ip,e is
determined using the IB measured at VBE , the value of which is recorded during the
fixed-IE versus VCB sweep. With significant self-heating, however, hole injection
into the emitter depends not only on VBE , but also on VCB through the junction
temperature. A simple fix exists if the M − 1 is higher than 1/β, and this solution
path can be identified by comparing the measured IC/IE − 1 with 1/β. If this
condition is valid, the initial current In,in can then be approximated by IE , and
IC/IE − 1 can be approximated by M − 1. Insight can be gained by expressing M

in a different manner

M =
IC

IE − IB (VBE )|VCB=0,T (VCB )

=
IC

IE
(

1 − 1/β (VBE )|VCB ,T (VCB )
)

≈
IC
IE

(

1 + 1/β (VBE )|VCB ,T (VCB )
)

.

(4.54)
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One can safely neglect the 1/β (VBE )|VCB ,T (VCB ) term when the following condition
holds:

IC
IE

>> 1 + 1/β (VBE )|VCB ,T (VCB ) . (4.55)

Consider, for example, β = 100 and IC/IE = 1.1. The M value obtained by
neglecting the 1/β (VBE )|VCB ,T (VCB ) term is 1.1, which is a good approximation
to its actual value 1.1 × (1 + 1/100) = 1.111. Another measurement concern
is that 1/β (VBE )|VCB ,T (VCB ) is in principle a function of JC and VCB due to both
temperature rise and Early effect. However, as long as the measured IC/IE − 1 is
far larger than 1/β (VBE )|VCB ,T (VCB ) , one can simply take IE as the initial current,
and take IC/IE − 1 as M − 1, with little error being introduced in the process.
Self-heating may either increase or decrease the current gain in a SiGe HBT (see
Chapter 9), but as long as the gain is high enough for the high VCB region where
M − 1 is large, a very good approximation of the actual M-1 is still obtained.

4.5.5 Impact of Current Density

In most cases, M − 1 is measured at low VBE or low JC . The resultant M − 1 is
only a function of VCB, as expected. The low JC values of M − 1, however, are
considerably higher than the M − 1 at the JC where fT is high (i.e., where circuits
are normally designed). Figure 4.26 shows M−1 versus the emitter current density
for SiGe HBTs with different collector doping levels. The compensation of charges
in the CB space-charge region by free carriers reduces the effective doping and
electric field, thus decreasing M − 1 at higher JE where many circuits are biased.
For the high and medium NC devices, the M-1 obtained in the useful JE range
of 0.1 to 1.0 mA/µm2, at which these devices have optimum frequency response,
is considerably smaller than its low JE value. This difference demonstrates the
importance of M-1 measurements at these practical operational current densities.
For accurate linearity analysis, for instance, M − 1 must be modeled as a function
of both current density and VCB, as detailed in Chapter 8.

4.5.6 Si Versus SiGe

To suppress high-injection barrier effect (refer to Chapter 6), Ge is often retro-
graded into the collector. It is generally assumed that the unavoidable SiGe in
the CB space-charge region does not inadvertently affect M − 1, because of the
so-called "dead space" effect [14]. That is, the peak electron energy position is lo-
cated deep in the Si region (outside of the SiGe profile), and thus impact ionization
occurs mostly in the Si region, resulting in the same M − 1 for both SiGe and Si
devices [1, 15]. The difference in impact ionization between Si and strained SiGe
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Figure 4.26 M − 1 versus JE at VCB = 6 V for three different collector doping
profiles.

is thus not reflected in typical M − 1 measurements made on state-of-the-art SiGe
HBTs.

To reveal how the avalanche multiplication effect is different between SiGe and
Si, one can measure M − 1 at very high VCB, such that secondary-hole avalanche
multiplication is engaged. In this case, electrons are accelerated towards the col-
lector side of the CB space-charge region, while holes are accelerated towards the
base side of the CB space-charge region. Consequently, hot holes populate the
base side of the CB space-charge region. During the carrier drift process, these
secondary holes can gain energy, and create electron-hole pairs at the base end
of the CB space-charge region. The above description is obviously a simplified
view of the physical process, and its exact analysis requires self-consistent solu-
tion of the Boltzmann transport equation. The electrical signature for secondary
hole impact ionization is an abrupt increase of the avalanche multiplication factor
[16]. If the peak hole energy lies in the portion of the CB space-charge where
the Ge content peaks, we can distinguish the impact ionization by hot holes be-
tween SiGe and Si. Figure 4.27 shows the electron and hole energy distribution
in a SiGe HBT simulated using the energy transport advanced application module
of MEDICI [17]. While the simulator does not have a specific model for energy
transport in strained SiGe, the simulated hole temperature distribution is still useful
in determining where the peak hole energy lies. The simulated results show that
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the peak hole energy position indeed lies in the region where Ge content peaks in
these devices.
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Figure 4.27 Simulated depth profile of carrier temperatures at VBE = 0.7 V and
VCB = 5 V.

Figure 4.28 shows the measured M − 1 up to VCB = 12 V for two SiGe HBTs
with slightly different Ge gradings into the collector, together with an identically
processed Si BJT control device. A safe extraction up to VCB of 12 V and M − 1
of 103 is easily achieved using the fixed-IE method. The M − 1 obtained for the
SiGe HBTs and the Si BJT control are nearly identical for VCB < 9 V due to the
dead space effect. However, at higher VCB, the secondary hole impact ionization
becomes significant, the Si and SiGe devices show a clear difference in M − 1.
The signature of this secondary hole impact ionization is the observed dramatic
increase of M −1. A higher onset voltage for the secondary hole impact ionization
mechanism and a smaller value of M − 1 are observed in the SiGe HBT. Despite
the smaller bandgap of SiGe, the impact ionization rate by holes in strained SiGe is
smaller than in Si, which could be the result of a higher impact ionization threshold
due to the in-plane strain in the SiGe.

It was shown in [18] that the threshold for impact ionization is dramatically
increased if a layer is compressively strained without reducing its bandgap. An
increase of the impact ionization threshold was later experimentally observed in
a compressively strained layer with a wider bandgap [19]. The results shown in
Figure 4.28 suggest that the threshold for impact ionization can be increased in a
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Figure 4.28 M − 1 versus VCB comparison between SiGe HBTs with different Ge
profiles and the Si BJT control.

compressively strained layer even if the bandgap is reduced. In addition to its ob-
vious relevance for SiGe HBTs, this is clearly also good news for hetero-structure
FETs utilizing strained SiGe channels.

4.6 Breakdown Voltages

Breakdown voltages are often characterized by applying a reverse bias across two
of the three terminals, while leaving the third terminal open. For instance, BVCBO
typically refers to the collector-base breakdown voltage with an open emitter. Sim-
ilarly, BVCEO refers to the collector-emitter breakdown voltage with an open base.
Both BVCBO and BVCEO are often quoted in IC technology specifications. Un-
fortunately, however, their significance to real circuit applications is often mis-
understood. One persistent misconception is that SiGe HBTs cannot be used in
implementing lightwave communication ICs because its BVCEO is much less than
the required power supply voltage. In practice, however, it is typical to use devices
with BVCEO = 3.3 V in SiGe HBT logic circuits operating with VEE = −5.2 V.

During circuit operation, the maximum VCE that can be supported by a SiGe
HBT is much higher than BVCEO, since the dc termination at the base is never
truly electrically open. That is, the dc biasing network always presents a finite
impedance between the base and ground. As a result, the collector-emitter break-
down voltage is considerably higher than BVCEO. For RF signals, the impedance
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between base and ground is even smaller, making the effective breakdown voltage
even larger. Another issue that must be considered is the current dependence of the
avalanche multiplication factor M − 1. At high JC where fT is maximized, M − 1
is much smaller than at low JC where BVCBO and BVCEO are typically measured.

4.6.1 BVCBO

Defining where transistor breakdown begins to occur from an I −V curve is some-
what arbitrary and there are no commonly accepted standards. An alternative and
more meaningful way to define BVCBO is to fit measured M − 1 versus VCB data
using the Miller equation

M =
1

1 − (VCB/BVCBO)m
, (4.56)

where BVCBO and m are simply defined as fitting parameters. BVCBO can then be
simply viewed as a lumped representation of M −1. In this case, a smaller BVCBO
simply corresponds to a higher M − 1 in the device. Figure 4.29 shows a sample
M−1 plot at VBE = 0.6 V. Observe that BVCBO = 6.1265 V can be unambiguously
obtained from the measured M −1 versus VCB data (m = 5.252). Together with m,
the extracted BVCBO allows convenient evaluation of M−1, because the definition
of BVCBO directly relates to M − 1. Equation (4.56), however, is of little use
for RF linearity modeling, because avalanche multiplication strongly depends on
operating current density JC , which will be discussed in detail in Chapter 8.

4.6.2 BVCEO

In general, BVCEO is much smaller than BVCBO. This can be physically under-
stood by examining the avalanche multiplication process under open base condi-
tions (Figure 4.30). The CB junction leakage current ICBO, which was previously
neglected in Figure 4.21, now must be considered because of the open base ter-
minal. Now ICBO appears as a hole current in the base, and can only flow into
the emitter since the base is open. This current is amplified by β during this pro-
cess, producing enhanced electron current flowing into the CB junction. This elec-
tron current, in turn, creates additional hole current via avalanche multiplication,
which again flows into the EB junction as base current. A steady-state condition is
reached, and the resulting "diode" current ICEO is much higher than ICBO. From
the physical description above, ICEO is expected to be closely related to the current
amplification process, and hence β. Because of this positive feedback via β ampli-
fication, it takes only M−1 = 1/β for BVCEO to occur, as intuitively expected and
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Figure 4.29 An example of M − 1 versus VCB fitting using the Miller equation.

formally proved below. In comparison, an infinitely large M − 1 value is needed
for BVCBO to occur, since there is no feedback process.

The total collector current consists of ICBO and In,out = MIn,in. The total
emitter current consists of Ip,e = In,in/β and In,in, where IB = 0 A because of the
open base condition. Therefore,

IE = IC

In,in(1 + 1/β) = MIn,in + ICBO, (4.57)

and In,in is thus given by

In,in =
ICBO

1/β − (M − 1)
. (4.58)

At low VCE , M − 1 = 0, and In,in = βICBO. Therefore, ICEO = (1 + β)ICBO.
That is, the open base leakage current ICEO is β times higher than the CB junction
leakage ICBO alone. With increasing VCE , M increases, and hence breakdown
occurs when M − 1 approaches 1/β. We have neglected the Early effect in the
above breakdown analysis, although it introduces negligible error. One thing that
must be kept in mind, however, is that β has its own unique bias current dependence
in SiGe HBTs (refer to Chapter 6). The β value at very low injection (e.g., for
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Figure 4.30 An illustration of the avalanche multiplication process with an open
base.

IB = ICBO) can be much smaller than the β value under low-injection. In this case,
when breakdown occurs, the current increases rapidly, and the β rapidly increases
to its low-injection value. Similarly, β at medium injection can be much smaller
than β at low-injection, due to Ge-grading effects. Therefore, β must be treated as
bias dependent for accurate modeling of BVCEO in SiGe HBTs.

One may have observed that M − 1 = 1/β occurs at the base current reversal
VCB, according to (4.53). For BVCBO to occur, M−1 must approach infinity, while
for BVCEO to occur, M − 1 only needs to approach 1/β, which clearly explains
why BVCEO is always much smaller than BVCBO. An inherent trade-off between
β and BVCEO therefore exists at a fundamental level, and must be considered in
SiGe device design if the circuit application requires high BVCEO.

The increase of collector doping in SiGe HBTs is driven by the need to achieve
high current density operation, a necessary condition to realize the full fT poten-
tial offered by scaled SiGe HBTs featuring small transit times. Fundamentally, the
time constant related to the charging of depletion capacitance is inversely propor-
tional to JC , and can only be made smaller than the transit time through the use
of higher JC . This point will be further developed in Chapter 5. Increasing the
collector doping, however, increases the electric field in the CB junction and hence
M − 1, thus reducing the transistor breakdown voltages. A high peak fT transistor
typically has higher collector doping and hence lower BVCBO and BVCEO. The
fT × BVCEO product is often referred to as the Johnson limit. An often-quoted
number for fT ×BVCEO is 200 GHz-V. This value, however, should not be viewed
as a "hard" or physical limit. Recently, SiGe HBTs with fT ×BVCEO > 400 GHz-
V have been demonstrated (refer to Chapter 1). In addition, many commercial
SiGe technologies offer SiGe HBTs with several different BVCEO values by using
selective collector implantation. Designers thus have additional freedom in circuit
design and can choose the desired device with sufficient fT and BVCEO, and can
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thus take advantage of the lower CB capacitance and lower M − 1 than in devices
with the highest fT .

4.6.3 Circuit Implications

While BVCEO is often viewed as a hard limit for the maximum collector voltage or
maximum power supply voltage for circuit applications of SiGe HBTs, this is not
the case. In practice, SiGe HBT circuits can operate with supply voltages signifi-
cantly higher than BVCEO. For instance, due to series gating, the VCE of the SiGe
HBTs used in high-speed logic (e.g., multiplexer (MUX) circuits) is only a portion
of the total power supply voltage. In addition, the maximum operating VCE can also
be much higher than BVCEO because the base terminal is not electrically open in
practical circuit implementations. For instance, SiGe HBTs with BVCEO = 3.3 V
are used in AMCCs’ commercial OC-768 (40 Gbit/s) components operating with
VCC = 3.3 V and VEE = −5.2 V. The finite base termination of the dc biasing net-
work, the low impedance RF base termination, and the decrease of M − 1 at high
JC all make the effective breakdown voltage much higher than BVCEO for practi-
cal circuits and systems. An impedance of 100 kΩ, for example, between the base
terminal and ground is sufficient to increase the breakdown voltage from BVCEO

to BVCBO, which may be as high as 8–10 V for first generation SiGe technologies.
Thus, careful optimization of the impedance seen by the base terminal during cir-
cuit design can modify the collector-emitter breakdown voltage to lie in the range
of BVCBO to BVCEO. In fact, several proprietary circuit techniques along these
lines have been recently developed to prevent adverse breakdown conditions from
occurring without sacrificing the performance capability of SiGe HBTs. While the
continuous decrease of BVCEO with scaling for higher fT clearly necessitates care-
ful circuit design, it does not fundamentally exclude the application of SiGe HBT
technologies for long-haul optical transmission systems, or other traditional high
operating voltage applications.
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Chapter 5

Dynamic Characteristics

Due to the presence of Si-SiGe heterojunctions in both the EB and CB junctions,
the device physics of the SiGe HBT fundamentally differs from that of the con-
ventional Si BJT. In this chapter we examine these differences from an ac point
of view, by first reviewing an intuitive picture of how the SiGe HBT operates dy-
namically and, importantly, how its operation differs from that of a comparably
constructed Si BJT. We then address ac charge storage phenomena, make some
fundamental parameter definitions, as well as discuss high-frequency equivalent
circuit models for SiGe HBTs. Using linear two-port theory, we then define the
relevant ac figures-of-merit for assessing and comparing SiGe HBT dynamic per-
formance. We next formally derive the base and emitter transit times of an ideal
SiGe HBT under low-injection conditions. Explicit and implicit assumptions as
well as physically relevant approximations are highlighted throughout the theoret-
ical development. Armed with this knowledge we examine the ac Ge profile shape
and optimization issues, and conclude with a discussion on ECL gate delay and the
impact of SiGe on digital bipolar circuit performance.

5.1 Intuitive Picture

The essential operational differences between the SiGe HBT and the Si BJT are
best illustrated by considering a schematic energy band diagram. For simplicity,
we consider an ideal, graded-base SiGe HBT with constant doping in the emitter,
base, and collector regions. In such a device construction, the Ge content is linearly
graded from 0% near the metallurgical EB junction to some maximum value of Ge
content near the metallurgical CB junction, and then rapidly ramped back down
to 0% Ge. The resultant overlaid energy band diagrams for both the SiGe HBT
and the Si BJT, biased identically in forward-active mode, are shown in Figure 5.1.

139
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Observe in Figure 5.1 that the grading of the Ge across the neutral base induces a
built-in quasi-drift field in the neutral base, which will (favorably) impact minority
carrier transport.

To intuitively understand how these band edge changes affect the ac operation
of the SiGe HBT, first consider the dynamic operation of the Si BJT. Electrons
injected from the emitter into the base region must diffuse across the base (for con-
stant doping), and are then swept into the electric field of the CB junction, yielding
a useful (time-dependent) collector current. The time it takes for the electrons to
traverse the base (base transit time) is significant, and typically is the limiting tran-
sit time that determines the overall transistor ac performance (e.g., peak fT ). At
the same time, the applied forward bias on the EB junction dynamically produces
a back-injection of holes from the base into the emitter. For fixed collector bias
current, this dynamic storage of holes in the emitter (emitter charge storage delay
time) is reciprocally related to the ac current gain of the transistor (βac).
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Figure 5.1 Energy band diagram for a Si BJT and graded-base SiGe HBT, both
biased in forward active mode at low-injection.

As can be seen in Figure 5.1, the introduction of Ge into the base region has an
important consequence, since the Ge-gradient-induced drift field across the neutral
base is aligned in a direction (from collector to emitter) such that it will accelerate
the injected minority electrons across the base. We are thus able to add a large
drift field component to the electron transport, effectively speeding up the diffusive
transport of the minority carriers and thereby decreasing the base transit time. Even
though the band offsets in SiGe HBTs are typically small by III-V technology stan-
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dards, the Ge grading over the short distance of the neutral base can translate into
large electric fields. For instance, a linearly graded Ge profile with a modest peak
Ge content of 10%, graded over a 50-nm neutral base width, yields 75 mV / 50 nm
= 15 kV/cm electric field, sufficient to accelerate the electrons to near saturation
velocity (vs ' 1x107cm/sec). Because the base transit time typically limits the fre-
quency response of a Si BJT, we would expect that the frequency response should
be significantly improved by introducing this Ge-induced drift field. In addition,
we know that the Ge-induced band offset at the EB junction will exponentially
enhance the collector current density (and thus β) of a SiGe HBT compared to
a comparably constructed Si BJT. Since the emitter charge storage delay time is
reciprocally related to β, we would also expect the frequency response to a SiGe
HBT to benefit from this added emitter charge storage delay time advantage.

For low-injection, the unity-gain cutoff frequency (fT ) in a bipolar transistor
can be written generally as

fT =
1

2πτec
=

1
2π

[

kT

qIC
(Cte + Ctc) + τb + τe +

WCB

2vsat
+ rcCtc

]−1

, (5.1)

where gm = kT/qIC is the intrinsic transconductance at low-injection (gm =
∂IC/∂VBE ), Cte and Ctc are the EB and CB depletion capacitances, τb is the base
transit time, τe is the emitter charge storage delay time, Wcb is the CB space-charge
region width, vsat is the saturation velocity, and rc is the dynamic collector resis-
tance. In (5.1), τec is the total emitter-to-collector delay time, and sets the ultimate
limit of the switching speed of a bipolar transistor. Thus, we see that for fixed
bias current, improvements in τb and τe due to the presence of SiGe will directly
translate into an enhanced fT and fmax of the transistor at fixed bias current.

5.2 Charge Modulation Effects

At a deep level, transistor action, be it for a bipolar or field-effect transistor, is
physically realized by voltage modulation of the charges inside the transistor, that
in turn leads to voltage modulation of the output current. The voltage modulation
of the charges results in a capacitive current which increases with frequency. The
bandwidth of the transistor is thus ultimately limited by various charge storage
effects in both the intrinsic and extrinsic device structure. Exact analysis of charge
storage effects requires the solution of semiconductor transport equations in the
frequency domain. In practice, charge storage effects are often taken into account
by assuming that the charge distributions instantly follow the changes of terminal
voltages under dynamic operation (i.e., a "quasi-static" assumption).
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The first charge modulation effect in a SiGe HBT is the modulation of space
charges associated with the EB and CB junctions. Voltage changes across the EB
and CB junctions lead to changes of the space-charge (depletion) layer thicknesses
and hence the total space charge. The capacitive behavior is similar to that of a
parallel plate capacitor, because the changes in charge occur at the opposing faces
of the space charge layer (which is depleted of carriers under reverse bias) to neu-
tral region transition boundaries. The resulting capacitances are referred to as EB
and CB "depletion" capacitances. Under high-injection conditions, the modula-
tion of charges inside the space charge layer becomes significant. The resulting
capacitance is referred to as the "transition" capacitance, and is important for the
EB junction since it is forward biased. Under low-injection conditions, the CB
capacitance is similar to that of a reverse biased pn junction, and is a function of
the CB biasing voltage. At high injection, however, even in forward-active mode,
the CB capacitance is also a function of the collector current, because of charge
compensation by mobile carriers as well as base push-out at very high injection
levels.

The second charge modulation effect is due to injected minority carriers in the
neutral base and emitter regions. To maintain charge neutrality, an equal amount of
excess majority carriers are induced by the injected minority carriers. Both minor-
ity and majority carriers respond to EB voltage changes, effectively producing an
EB capacitance. This capacitance is historically referred to as "diffusion" capac-
itance, because it is associated with minority carrier diffusion in an ideal bipolar
transistor with uniform base doping.

What is essential in order to achieve transistor action is modulation of the out-
put current by an input voltage. The modulation of charge is just a means of mod-
ulating the current, and must be minimized in order to maintain ideal transistor
action at high frequencies. For instance, a large EB diffusion capacitance causes a
large input current which increases with frequency, thus decreasing current gain at
higher frequencies. At a fundamental level, for a given output current modulation,
a decreased amount of charge modulation is desired in order to achieve higher op-
erating frequency. A natural figure-of-merit for the efficiency of transistor action
is the ratio of output current modulation to the total charge modulation

τec =
∂IC
∂Qn

, (5.2)

which has dimensions of time and is thus called "transit time." Here, Qn refers to
the integral electron charge across the whole device, and can be broken down into
various components for regional analysis. The partial derivative in (5.2) indicates
that there is modulation of both charge and current, and is thus necessary. A pop-
ular but incorrect definition of transit time leaves out the derivatives in (5.2), and
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instead uses the simple ratio of charge to collector current. The problem with this
common formulation can be immediately deduced if we consider the resultant τec
of an npn bipolar transistor, where Qn is dominated by the total number of emitter
dopants. The use of τec = Qn/IC thus leads to an incorrect transit time definition,
since it produces a transit time that is independent of the base profile design, and is
clearly nonphysical. Equation (5.2) can be rewritten using the input voltage as an
intermediate variable

τec =
∂IC/∂VBE

∂Qn/∂VBE
=

gm
Ci

, (5.3)

where Ci is the total input capacitance, and gm is the transconductance. Ci can
be divided into two components Cbe = ∂Qn/∂VBE and Cbc = ∂Qn/∂VBC . The
transit times related to the neutral base and neutral emitter charge modulation are
the base transit time and the emitter transit time, respectively. The base charge
modulation required to produce a given amount of output current modulation can
be decreased by introducing a drift field via Ge grading, thereby reducing the base
transit time and extending transistor functionality to much higher frequencies. This
Ge-grading-induced reduction in charge modulation is the fundamental reason why
SiGe HBTs have better frequency response than Si BJTs. Ge grading is simply a
convenient means by which we reduce the charge modulation.

5.3 Basic RF Performance Factors

Figure 5.2 shows a small-signal high-frequency equivalent circuit for a bipolar
transistor, which we use here to discuss transistor RF performance. For simplicity,
we have neglected the emitter resistance, the collector resistance, and the output
resistance due to Early effect. Here, the EB capacitance Cbe is the sum of the
EB diffusion capacitance gmτf and the EB depletion capacitance Cte, while gm =
qIC/kT , and gbe = gm/β, relationships which hold for an ideal transistor.

5.3.1 Current Gain and Cutoff Frequency

The high-frequency current amplification capability of a SiGe HBT is typically
measured by the small-signal current gain for a shorted output termination (i.e.,
h21). Imagine driving the base terminal with a small-signal current ib = i0e

jωt, and
now short-circuit the output (collector), as shown in Figure 5.3. The node voltage
vb then equals

vb =
1

gbe + jω(Cbe + Cbc)
ib. (5.4)
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Figure 5.2 A simple high-frequency equivalent circuit model.
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Figure 5.3 Equivalent circuit model used for the h21 derivation.

The effective capacitive load for the input due to Miller capacitance Cbc is still
Cbc because of the "zero" voltage gain resulting from the short-circuited output.
Because the reverse-biased CB junction capacitance is far smaller than the forward-
biased EB junction capacitance, we can neglect its contribution to the output cur-
rent ic

ic ≈ gmvb =
gm

gbe + jω(Cbe + Cbc)
ib. (5.5)

Therefore, we have

h21 =
ic
ib

∣

∣

∣

vc=0
=

gm
gbe + jω(Cbe + Cbc)

=
β

1 + jω(Cbe + Cbc)/gbe
. (5.6)

Note that h21 is constant at low frequencies, and then decreases at higher frequen-
cies. Obviously, the imaginary part increases with ω, and dominates at high fre-
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quencies. Under these conditions the above equation becomes

h21 =
gm

jω(Cbe + Cbc)
, (5.7)

which is equivalent to

h21 × f =
fT
j
, (5.8)

fT =
gm

2π(Cbe + Cbc)
. (5.9)

The |h21 × f | product is a constant over the frequency range where these assump-
tions hold. This constant is referred to as fT , the transition frequency, or more
commonly, the cutoff frequency. In practice, fT is extracted by extrapolating the
measured |h21| versus frequency data in a range where a slope of -20 dB/decade is
observed. The frequency at which the extrapolated |h21| reduces to unity is defined
to be fT (i.e., the unity gain cutoff frequency). Practically speaking, the extrapola-
tion is necessary here because we are usually not interested in operating transistors
at the frequency of unity current gain, which can be different from the extrapolated
fT , depending on parasitics and other factors. Instead, we are interested in the gain
available at much lower frequencies where the current gain is much higher than
unity. In the frequency range where |h21| rolls off at -20 dB/decade, |h21| can be
easily estimated as fT/f . 1

State-of-the-art SiGe HBTs exhibit fT values above 200 GHz [1], which is
much higher than the operating frequencies of the bulk of existing wireless sys-
tems, which are typically below 10 GHz. In this case, caution must be exercised
in estimating |h21| from fT , because the operating frequency f may be below the
frequency range over which |h21 × f | = fT . In this case, we then need to resort
to (5.6) which applies to all frequencies below fT and can be rewritten as follows
using (5.9)

h21 =
β

1 + jf/fβ
, (5.10)

fβ =
fT
β
.

Here, |h21| is equal to β at low frequencies, reduces by 3 dB at f = fβ = fT/β, and
then drops off with increasing f at a theoretical slope of -20 dB/decade. Hence, for

1We note that for the very high fT SiGe HBTs being realized today (200+ GHz), instrumentation
limitations place a practical upper bound on directly measuring fT in any case, since the highest
reliable measurement frequencies are in the 110-GHz range for commercially available test systems.
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a SiGe HBT with fT = 100 GHz and β = 100, the 3 dB frequency is fβ = 1 GHz.
For a design frequency of 2 GHz, which is close to fβ , (5.11) needs to be used for
|h21| estimation instead of fT/f . Figure 5.4 shows an example of measured h21

versus frequency from 2 to 110 GHz for a SiGe HBT. The extrapolated fT is 117
GHz. A noticeable deviation from the 20-dB/decade straight line fit is observed
below 7 GHz, necessitating the use of (5.11) for h21 estimation. Note as well that
a deviation from the 20-dB/decade slope is observed above 40 GHz.
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Figure 5.4 Measured |h21| versus frequency for a state-of-the-art SiGe HBT.

The simple model presented above captures the magnitude of h21 at high fre-
quencies with reasonable accuracy, but does not describe the phase of h21 partic-
ularly well, because of non-quasi-static effects. The phase of h21 is important,
for instance, for the design of feedback amplifiers and oscillators. A simple yet
effective fix is to replace the transconductance gm in Figure 5.2 with a complex
transadmittance ym

ym =
gm

1 + jf/fN
, (5.11)

where fN ≈ 3/2πτf , with τf being the forward transit time (the sum of base,
emitter, and collector transit times: τb + τe + τc). In the case of the data above, the
overall phase correction to h21 is approximately 18 degrees at f = fT .
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5.3.2 Current Density Versus Speed

The fundamental nature of SiGe HBTs require the use of high operating current
density in order to achieve high speed. The operating current density dependence
of fT is best illustrated by examining the inverse of fT using (5.9)

1
2πfT

=
Cbe + Cbc

gm
. (5.12)

Since Cbe = gmτf + Cte, Cbc = Ctc, and gm = qIC/kT , (5.12) can be rewritten as

1
2πfT

= τf +
kT

qIC
Ct, (5.13)

where Ct = Cte + Ctc. Since both Cte and Ctc are proportional to emitter area,
(5.13) can be rewritten in terms of the biasing current density JC as

1
2πfT

= τf +
kT

qJC
C ′
t, (5.14)

where C ′
t = Ct/AE is the total EB and CB depletion capacitances per unit emitter

area, and JC = IC/AE is the collector operating current density. Thus, the cutoff
frequency fT is fundamentally determined by the biasing current density JC , inde-
pendent of the transistor emitter length. For very low JC , the second term is very
large, and fT is very low regardless of the forward transit time τf . With increasing
JC , the second term decreases, and eventually becomes smaller than τf . At high
JC , however, base push-out (Kirk effect, refer to Chapter 6) occurs, and τf itself
increases with JC , leading to fT roll-off. A typical fT versus JC characteristic is
shown in Figure 5.5 for a first generation SiGe HBT.

The values of τf and C ′
t can be easily extracted from a plot of 1/2πfT versus

1/JC , as shown in Figure 5.6. Near the peak fT , the 1/2πfT versus 1/JC curve
is nearly linear, indicating that C ′

t is close to constant for this biasing range at high
fT . Thus, C ′

t can be obtained from the slope, while τf can be determined from the
y-axis intercept at infinite current (1/JC = 0).

To improve fT in a SiGe HBT, the transit time τf must be decreased by using
a combination of vertical profile scaling as well as Ge grading across the base. At
the same time, the operating current density JC must be increased in proportion in
order to make the second term in (5.14) negligible compared to the first term (τf ).
That is, the high fT potential of small τf transistors can only be realized by using
sufficiently high operating current density. This is a fundamental criterion for high-
speed SiGe HBT design. The higher the peak fT , the higher the required operating
JC . For instance, the minimum required operating current density has increased
from 1.0 mA/µm2 for a first generation SiGe HBT with 50-GHz peak fT to 8–10
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Figure 5.5 A typical fT − JC behavior for a SiGe HBT.

mA/µm2 for >200-GHz peak fT third generation SiGe HBTs [1]. Higher current
density operation naturally leads to more severe self-heating effects, which must
be appropriately dealt with in compact modeling and circuit design [2]. Electro-
migration and other reliability constraints associated with very high JC operation
have also produced an increasing need for copper metalization schemes.

In order to maintain proper transistor action under high JC conditions, the col-
lector doping must be increased in order to delay the onset of high injection ef-
fects. This requisite doping increase obviously reduces the breakdown voltage. At
a fundamental level, trade-offs between breakdown voltage and speed are thus in-
evitable for all bipolar transistors (Si, SiGe, or III-V). Since the collector doping
in SiGe HBT is typically realized by self-aligned collector implantation (as op-
posed to during epi growth in III-V), devices with multiple breakdown voltages
(and hence multiple fT ) can be trivially obtained in the same fabrication sequence,
giving circuit designers added flexibility.

Another closely related manifestation of (5.14) is that the minimum required
JC to realize the full potential of a small τf transistor depends on C ′

t. Both C ′
te

and C ′
tc thus must be minimized in the device and are usually addressed via a

combination of structural design, ground-rule shrink, and doping profile tailoring
via selective collector implantation. This reduction of C ′

tc is also important for
increasing the power gain (i.e., maximum oscillation frequency – fmax).
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Figure 5.6 Illustration of C ′
t and τf extraction in a SiGe HBT.

5.3.3 Base Resistance

Observe that the base resistance rb does not directly enter the h21 expressions,
simply because rb is in series with the ideal transistor (without rb). In practice,
however, rb limits transistor power gain and noise performance, because it con-
sumes input power and produces thermal noise directly at the base terminal, the
worst possible place for the location of a noise source! As a result, minimization
of the various components of the base resistance is a major challenge in SiGe HBT
structural design, fabrication, and process integration. The base resistance is a key
parameter for both process control and circuit design, and deserves careful atten-
tion. Unlike many bipolar parameters, base resistance is particularly challenging
(and time consuming) to extract in a robust manner.

A popular technique to extract rb is to use the input impedance with a shorted
output, which by definition is equal to h11. An inspection of Figure 5.3 shows

h11 = Zin|vc=0 = rb +
1

gbe + jωCi
,

Ci = Cbe + Cbc. (5.15)
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The real and imaginary parts of h11 are

x = <(h11) = rb +
gbe

g2
be + (ωCi)2

y = =(h11) = −
ωCi

g2
be + (ωCi)2

. (5.16)

Using (5.16), one can easily prove that the (x, y) ordered pairs at different frequen-
cies form a semicircle on the complex impedance plane

(x − x0)2 + y2 = r2, (5.17)

x0 = rb + 1/2gbe r = 1/2gbe.

The (x, y) impedance point moves clockwise with increasing frequency. The base
resistance is then determined to be the high frequency intercept between the fitted
impedance semicircle and the real axis, which appears on the left. This is the so-
called "circle impedance" base resistance extraction method. In the above analysis,
the emitter resistance re is neglected for simplicity, but it can be shown that the
extracted rb is actually the sum of the transistor rb and re. Figure 5.7 shows an
example of such an rb extraction for a typical first generation SiGe HBT with an
effective emitter area of 0.5 × 40 µm2. The h11 data was measured from 0.5 to
15 GHz in order to make a meaningful fit to a semicircle. Choosing a proper
measurement frequency range is important in reliable rb extraction, as can be seen
from Figure 5.7. In this case, had we used a frequency range of 15–50 GHz, the
data would have formed only a tiny portion of the semicircle, making fitting and rb
extraction much more difficult. Deviation from circular behavior is often observed
at frequencies close to fT , and those data should be discarded in the rb extraction.
Given the IC dependence of fT , the frequency range over which rb extraction is
made can be varied with IC to order to obtain an accurate IC dependence of rb,
which is needed in compact modeling.

5.3.4 Power Gain and Maximum Oscillation Frequency

The base resistance directly reduces the transistor power gain because the input
current flows through rb, resulting in a loss of input power. In the previous dis-
cussion on current gain, the output termination is a short circuit, which gives the
highest ac current gain. The highest ac power gain, however, is achieved when
the transistor output is terminated with an impedance that is the conjugate of the
output impedance. Several power gains can be defined in this case, depending on
the choice of power levels for the input and output. Let us consider the operating
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Figure 5.7 Extraction of rb using the circle impedance method. The measured h11
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power gain first, which is defined as the ratio between the power delivered to the
load and the power delivered to the transistor base.

We first determine the transistor output impedance by applying a test voltage
vtest to the transistor output, as shown in Figure 5.8(a). At high frequencies, the
conduction between node B′ and E mainly occurs through Cbe, and the rb+Zs can
be approximated by an open circuit. This is clearly an approximation that holds
only at sufficiently high frequencies. Under these conditions, vb is simply related
to vtest through voltage division by Cbe and Cbc

vb =
Cbc

Cbc + Cbe
≈

Cbc

Cbe
vtest, (5.18)

where the approximation is justified since Cbe ½ Cbc. We further assume that the
current through Cbc remains small and negligible compared to gmvb. Using (5.18),
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the output impedance is found to be

Zout =
vtest
itest

≈
vtest
gmvb

=
1
gm

Cbe

Cbc
. (5.19)

The output impedance at sufficiently high frequencies is resistive, and inversely
proportional to Cbc. Therefore, Cbc needs to be minimized in order to increase the
output impedance and thus increase the maximum power gain.
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Figure 5.8 (a) High frequency output impedance calculation used in the fmax
derivation, and (b) the equivalent circuit used for the fmax derivation.
The output is conjugate-matched.

Next we terminate the output with the conjugate of Zout, which remains a re-
sistance, and drive the input with a source impedance of Zs, as shown in Figure
5.8(b). At sufficiently high frequency, the input power looking into the base is
mainly the result of power consumption by the base resistance. The operating
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power gain is thus

Gp,max =
Pout

Pin
=
(

ic
ib

)2
Rl

rb
=
(

ic
ib

)2 1
gm

Cbe

Cbcrb
. (5.20)

Once again, we assume the current through Cbc is negligible compared to gmvb,
which leads to

ic = gmvb, (5.21)

vc = −gmvbRl = −gmvb
1
gm

Cbe

Cbc
= −

Cbe

Cbc
vb. (5.22)

The input current ib is the sum of currents through Cbe and Cbc

ib = jωCbevb + jωCbc(vb − vc) = jω2Cbevb, (5.23)

where (5.22) was used. Substitution of (5.23) and (5.21) into (5.20) gives

Gp,max =
1

4ω2

gm
Cbe

1
Cbcrb

=
1

4ω2
ωT

1
Cbcrb

, (5.24)

where fT = gm/2πCbe was used. Equation (5.24) can be rewritten in terms of f
and fT instead of ω and ωT to give

Gp,max =
f2
max

f2
, (5.25)

fmax =

√

fT
8πCbcrb

. (5.26)

The maximum operating power gain Gp,max is thus inversely proportional to f2,
and decreases to unity when f = fmax, the so-called "maximum oscillation fre-
quency." A larger fT , a smaller rb, and a smaller Cbc are clearly desired to increase
the maximum power gain, which is realized by conjugate matching of the output
impedance. In practice, fmax is determined from the maximum available power
gain (Ga,max), which can be proven to be identical to the maximum operating power
gain Gp,max, as well as the maximum transducer power gain Gt,max, when there ex-
ists simultaneous conjugate matching at both the input and the output. More detail
on the significance of these various power gains will be described in the following
sections.
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5.4 Linear Two-Port Parameters

The small-signal RF performance of a SiGe HBT is typically described by a set
of two-port parameters, including Z-, Y -, H-, ABCD-, and S-parameters. These
parameters can be easily converted from one to another through matrix manipula-
tion. For equivalent circuit based analysis, the Y -parameters are usually the most
convenient, while for RF and microwave measurements, the scattering parameters
(S-parameters) are almost exclusively used for practical reasons. Note that all of
the various two-port parameters represent the same electrical network, but simply
use different dependent and independent variables, including voltages, currents, or
traveling waves, as shown in Figure 5.9.

1I

Y, Z, H
+
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+

-

2I

1V 2V

( )a
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S
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1b 2b

( )b

Figure 5.9 (a) Y -, Z- or H-parameters describe the relations among terminal cur-
rents and voltages of a linear network. (b) S-parameters describe the re-
lations between the voltage waves, defined as independent linear com-
binations of terminal currents and voltages.

5.4.1 Z-Parameters

Using I1, I2 as independent variables and V1, V2 as dependent variables, the Z-
parameters are defined by

(

V1

V2

)

=
(

Z11 Z12

Z21 Z22

)(

I1

I2

)

. (5.27)

Note that I1 or I2 can be set to zero by terminating the input or output with an open
circuit. The Z-parameters can then be determined. For instance, Z11 = V1/I1|I2=0.
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5.4.2 Y -Parameters

Using V1, V2 as independent variables, and I1, I2 as dependent variables, the Y -
parameters are defined by

(

I1

I2

)

=
(

Y11 Y12

Y21 Y22

)(

V1

V2

)

. (5.28)

The Y -parameters can be determined using short-circuit terminations at the input
or the output.

5.4.3 H-Parameters

Using I1, V2 as independent variables, and I2, V1 as dependent variables, the H-
parameters are defined by

(

V1

I2

)

=
(

H11 H12

H21 H22

)(

I1

V2

)

. (5.29)

H11 is essentially the input impedance with the output short circuited (V2 = 0),
and H21 is the current gain I2/I1 with the output short circuited. H11 is used to
extract the base resistance, and H21 is used to extract fT . Measurement of the
H-parameters involves setting I1 and V2 to zero.

5.4.4 S-Parameters

At high frequencies, accurate open and short circuits are extremely difficult to
achieve because of the inherent parasitic inductances and capacitances. Conse-
quently, the device under test (DUT) often oscillates with open or short termina-
tions. The interconnection between the DUT and test equipment is also compara-
ble to the wave length, requiring the consideration of distributive effects. Because
of these practical difficulties, S-parameters were developed and are almost exclu-
sively used to characterize transistor RF and microwave performance.

S-parameters contain no more and no less information than the Z-, Y -, or
H-parameters introduced above. The only difference is that the independent and
dependent variables are no longer simple voltages and currents. Instead, linear
combinations of the simple variables are used to produce four "voltage waves,"
which contain the same information since they are chosen to be linearly indepen-
dent. These combinations are chosen such that they can be physically measured
at high frequencies using transmission line techniques. One can understand this
formulation as a simple transform of the Y -, Z- or H-parameters into a new form,
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just like one can transform an impedance Z to a voltage reflection coefficient Γ

Γ =
Z −Z0

Z +Z0
, (5.30)

where Z0 is a characteristic impedance. Such a transform from Z to Γ is extremely
useful in studying transmission lines, and the various definitions of two-port pa-
rameters provide a similar utility.

The newly defined voltage wave variables a1, b1, a2, and b2 are shown in Figure
5.9(b), where a indicates incident, and b indicates reflection or scattering. The
waves are related to port voltages and currents by

a1 =
V1 +Z0I1

2
√

Z0

, (5.31)

b1 =
V1 −Z0I1

2
√

Z0

, (5.32)

a2 =
V2 +Z0I2

2
√

Z0

, (5.33)

b2 =
V2 −Z0I2

2
√

Z0

. (5.34)

The voltage waves are defined using voltages and currents for a characteristic
impedance Z0, similar to the definition of Γ in transmission lines. These voltage
waves are not "voltages" per se, but voltages normalized to a 2

√

Z0 term such that
when squared they have dimensions of power. The voltages a1 and a2 are called
the incident waves, and b1 and b2 are called the scattered waves. The scattered
waves are related to the incident waves by a set of linear equations, just as the port
voltages are related to the port currents by the Z-parameters

(

b1

b2

)

=
(

S11 S12

S21 S22

)(

a1

a2

)

. (5.35)

The coefficients of these relationships are the S-parameters. One can mathemati-
cally prove that the resulting S-parameters are unique for a given linear network,
just as they are for the Z-, Y -, and H-parameters.

The measurement of S-parameters involves setting a1 and a2 to zero, which is
easily accomplished by terminating the ports with Z0. For instance, to set a2 = 0,
we terminate port 2 with Z0. As a result, v2 = −I2Z0, and thus a2 = 0 according
to the definition of a2. Using the definitions of a1 and b1, S11 is then obtained as

S11 =
b1

a1
=

V1 − I1Z0

V1 + I1Z0
=

Zin,0 −Z0

Zin,0 +Z0
, (5.36)
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where Zin,0 = V1/I1 is the input impedance with Zl = Z0. We see then that S11

is therefore simply the reflection coefficient corresponding to the input impedance
when the output is terminated with Z0. The required condition for S-parameter
measurements is hence termination with the proper characteristic impedance, just
as for short-circuit termination for Y -parameters, or open-circuit termination for
Z-parameters. Similarly,

S21 =
b2

a1
=

V2 − I2Z0

V1 + I1Z0
= 2

V2

V1 + I1Z0
= 2

V2

Vs
, (5.37)

where Vs = V1 + I1Z0 is equal to the source voltage if a source impedance Zs is
chosen to be Z0, as illustrated in Figure 5.10. We note that Zs = Z0 is indeed
used in practical S-parameter measurements. We see that S21 is simply twice the
ratio of Vout to Vs for a Z0 source and a Z0 load. This relationship provides a
simple means of calculating S21 and S11 using the transistor equivalent circuit, and
understanding the physical meanings of S21 and S11 in terms of impedance and
voltage gain, which are familiar to analog designers. Another physical meaning of
S21 is that |S21|2 gives the transducer gain for a Z0 source and Z0 load.
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Figure 5.10 A simple method of calculating S11 and S21. With a Z0 drive and a
Z0 load, S11 is the input reflection coefficient looking into port 1, and
S21 is twice the voltage gain V2/Vs.

The measurements of S22 and S12 are similar. We terminate port 1 with a Z0

load, and drive port 2 with a Z0 source. S22 is essentially the output reflection
coefficient looking back into the output port for a Z0 source termination, S12 is
the reverse gain, and |S12|2 is the reverse transducer gain for a Z0 source and a Z0

load.
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Because of their intuitive relationship to the reflection coefficients, S11 and
S22 are conveniently displayed on a Smith chart, while S21 and S12 are typically
displayed on a polar plot. Figure 5.11(a) and (b) show an example of the S11 and
S21 measured from 4 to 40 GHz for a SiGe HBT. Two collector currents of 1.26
mA and 25.0 mA are shown, with VCB = 1 V. We see that the S11 for a bipolar
transistor always moves clockwise as frequency increases on the Smith chart. The
S11 data at higher IC in general shows a smaller negative reactance, because of the
higher EB diffusion capacitance. The S21 magnitude decreases with increasing
frequency, as expected, because of decreasing forward transducer gain, while S21

is larger at higher IC because of the higher fT at that bias current. It follows from
the above discussions that the S-parameters of a SiGe HBT will intimately depend
on the transistor size, biasing condition, and operating frequency.
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Figure 5.11 Example plots of (a) S11 and (b) S21 measured data for a SiGe HBT.
Two traces are for IC = 1.26 and 25 mA, with VCB = 1 V. The
frequency range is from 4 to 40 GHz, and AE = 0.5 × 20 × 2µm2.

5.5 Stability, MAG, MSG, and Mason’s U

5.5.1 Stability

One of the problems encountered in high frequency transistor amplifier design is
oscillation, which can occur when the resistive input or output is negative. Negative
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resistance or conductance means that when a voltage is applied, the current flows
from the lower potential end to the higher potential end, as in a battery. Negative
resistance is indeed intentionally introduced in oscillator design, but is undesirable
for amplifier design. Consider the general purpose transistor amplifier terminated
with a Ys = Gs + jBs source and a Yl = Gl + jBl load in Figure 5.12(a). Using Ys
and Yl as "boundary conditions" to I = Y V , the input and output admittances are
found to be

Yin = Y11 −
Y12Y21

Yl + Y22
, (5.38)

Yout = Y22 −
Y21Y12

Ys + Y11
. (5.39)

Notice that Yin depends on Yl, and in general Yout depends on Ys. These interactions
are weak when Y12 is small (i.e., if Y12 = 0, Yin = Y11, and Yout = Y22). This
condition is called the "unilateral assumption."

Y
sY lY

inY outY

Y
sY lY

inP ,av oP

,av sP
lP

( )a ( )b

Figure 5.12 (a) Input and output admittance of an amplifier with Ys source and Yl
load terminations. (b) Various power definitions of interest in ampli-
fier design.

The amplifier is likely to oscillate when <(Yin) or <(Yout) is negative. The
transistor is said to be "unconditionally" stable if both <(Yin) and <(Yout) are posi-
tive for any positive values of Gs and Gl. In other words, any passive load or source
must produce a stable condition. Thus, the device is unconditionally stable if

K =
2G11G22 −<(Y12Y21)

|Y21Y12|
> 1, (5.40)

where G11 and G22 are the real parts of Y11 and Y22. Here, K is the "Rollett stability
factor" and is equal to the inverse of the "Linvil stability factor." When the 0 <
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K < 1, amplifier stability can still be achieved by adding a parallel resistor with
the output. The idea is to increase <(Yout), which often increases <(Yin) as well.
Adding a resistor to the input works the same way, but degrades the overall noise
figure, and is a less desirable approach. This K factor has direct implications on
the various power gains, as detailed below.

5.5.2 Power Gain Definitions

A number of power gains can be defined to characterize the power transmission of
a transistor amplifier. Consider the general purpose transistor amplifier shown in
Figure 5.12(b) with a Ys source and Yl load. Four powers can be identified:

• Pav,s: power available from the source;

• Pin: power delivered to the amplifier input;

• Pav,o: power available from the amplifier output;

• Pl: power delivered to the load.

The power transmission gain is usually expressed by one of the following gains:

Gp =
Pl

Pin
operating power gain, (5.41)

Ga =
Pav,o

Pav,s
available gain, (5.42)

Gt =
Pl

Pav,s
transducer gain, (5.43)

where Gp is useful for power amplifiers, Ga is useful for low-noise amplifiers, and
Gt is useful for cascaded circuits. All of these gains can be expressed as a function
of the transistor Y -parameters Ys and Yl, through straightforward circuit analysis.
For instance, Gt is given by

Gt =
4GsGl|Y21|2

|(Ys + Y11)(Yl + Y22) − Y12Y21|2
. (5.44)

5.5.3 MAG and MSG

Of particular interest is simultaneous conjugate matching at both the input and the
output

Ys = Y ∗
in, (5.45)

Yl = Y ∗
out. (5.46)
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As a result, Pav,s = Pin, and Pav,o = Pl, and thus Gp, Ga, and Gt are equal
to each other, and maximized. Therefore, "maximum available gain" (MAG or
Ga,max), "maximum operating power gain" (Gp,max), and "maximum transducer
gain" (Gt,max) are all identical when simultaneous conjugate matching exists. This
fact justifies the use of Gp,max in our previous derivation of fmax. Because of the
interaction between input and output, only one particular Ys and Yl combination
gives simultaneous conjugate matching. Solving (5.45) and (5.46) leads to

Gs =
|Y12Y21|

2G22

√

K2 − 1, (5.47)

Bs = −B11 +
=(Y12Y21)

2G22
, (5.48)

Gl =
|Y12Y21|

2G11

√

K2 − 1, (5.49)

Bl = −B22 +
=(Y12Y21)

2G11
, (5.50)

where Gij and Bij are real and imaginary parts of Yij, and Yij = Gij + jBij, i, j =
1, 2, and K is the stability factor. Using the above expressions and (7.32), the
maximum gain can be derived as

MAG = Ga,max = Gp,max = Gt,max =
|Y21|
|Y12|

(

K −
√

K2 − 1
)

. (5.51)

Problems arise, however, when K < 1. In this case Gs and Gl, and hence MAG,
are undefined for a negative argument to the square root. That is, simultaneous
conjugate matching does not exist when K < 1. In such cases, the transistor must
be stabilized by adding resistors at the input or output port, or by adding feedback.

In the absence of MAG, the first term in the MAG expression can be used as a
figure-of-merit for the transistor. This figure-of-merit is called the maximum stable
gain (MSG), and is equal to the MAG that would be obtained for K = 1, or

MSG =
|Y21|
|Y12|

=
|S21|
|S12|

. (5.52)

When K is equal to 1, MSG=MAG. When K is very large, a large margin of
stability results, and the maximum available gain goes to zero. Thus, a fundamental
tradeoff between stability and gain must be made in transistor circuit design. We
note that MSG can be calculated even when K > 1 or MAG exists. Stablization
can be accomplished by adding input and/or output shunt resistors. The idea is to
increase the real parts of Yin and Yout without affecting MSG.
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5.5.4 Mason’s Unilateral Gain

In transistor amplifier design, a zero reverse transmission gain is often desired.
This requires S12 = 0 or Y12 = 0 or Z12 = 0, which can be obtained by adding a
feedback network around the transistor. Ideally, this feedback network should be
loss-less. The transistor is then said to be "unilateralized." Inevitably, the Y -, Z-,
or S-parameters of the resulting unilateralized transistor circuit are different from
the two-port parameters of the original transistor. The MAG of the unilateralized
transistor circuit that uses loss-less feedback is defined to be "Mason’s unilateral
gain" (U), and is related to the Y -parameters of the original transistor by [3]

U (Mason) =
|Y21 − Y12|2

4(G11G22 − G12G21)
. (5.53)

We note that the original derivation was made using Z-parameters. The expression
has the same form as that shown above, except that all the Y s and Gs are replaced
by Zs and Rs.

In practice, transistor maximum oscillation frequency fmax is often defined as
the frequency at which the -20 dB/decade extrapolation of U drops to unity. Be-
cause U is the MAG of the unilateralized transistor circuit and hence contains a
(loss-less) feedback network, we naively expect U to be different from the MAG of
the transistor itself, as is often observed experimentally. The other impact of uni-
lateralization is that the resulting transistor circuit is often unconditionally stable,
even if the transistor itself is potentially unstable. As a result, MAG of the unilater-
alized transistor circuit, which is the U of the transistor by definition, exists, even
if the MAG of the transistor itself does not exist. The loss-less feedback network
needed for unilateralization is in general dependent on frequency, and is therefore
narrow band. Clearly U is not necessarily the highest gain obtainable from the
transistor. One can design networks around the transistor to produce gain higher
than U , but with a correspondingly worse reverse isolation.

5.5.5 Which Gain Is Better?

A practical question presents itself. Which gain definition makes better sense, and
should be used for experimental fmax extraction? This issue has emerged as a fairly
contentious issue in the literature since some groups use U , while other groups use
MAG, and the results are often quite different. From a practical standpoint, U is
easier to extract (and is often less noisy), because U in general exists and can be
measured at relatively lower frequencies. On the other hand, MAG often does not
exist at lower frequencies, and requires measurements up to higher frequencies.
For wireless designs targeted for a few gigahertz, there is a good chance that MAG
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does not exist. This is true, for instance, in SiGe HBTs with fT above 100 GHz.
In these situations, U is certainly more physical than MSG, which is the MAG for
a stabilization that produces K = 1, the realization of which requires the use of
input and/or output shunt resistors that are lossy. From a theoretical standpoint,
U represents the MAG of a well-designed transistor circuit that has zero reverse
transmission (i.e., perfect reverse isolation), while MAG is just the MAG of the
transistor itself, as is, which may not even exist at the design frequency of interest.

Figure 5.13 shows the measured MAG, MSG, and Mason’s U versus frequency
for a SiGe HBT biased near its peak fT . Observe that MAG exists only at higher
frequencies where the K stability factor is larger than 1, while MSG and U exist
at all frequencies measured. The measured values of MAG and U are fairly close
over a large frequency range where both MAG and U decrease at a slope of -20
dB/decade. The fmax extracted from MAG and Mason’s U are 96.2 and 113.4
GHz, respectively. 2
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Figure 5.13 Measured MAG, MSG, and Mason’s U versus frequency for a SiGe
HBT biased near peak fT .

2The fmax extracted from U data is almost always found to be higher than that extracted from
MAG data, and hence has been logically selected by many groups as the favored approach! In light
of the discussion above, however, reason would suggest that both numbers should be presented for
any given technology.
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Recall that we derived the classical fmax expression using MAG. We state
here without proof that the use of Mason’s U results in the same fmax expression.
An important underlying assumption responsible for this "agreement" between the
two definitions is that the simple transistor equivalent circuit used in the derivations
continues to hold for both. The most significant assumption here is that all of the
CB capacitances are placed between the intrinsic base and collector nodes. An
extrinsic capacitance that appears between the extrinsic base and collector nodes
can significantly degrade MAG, but not Masons’s U . It does not affect Mason’s
U because any capacitances between the extrinsic terminals can be neutralized
by inductances during unilateralization. This can also be readily understood from
(5.53), because a capacitance between the external C and B nodes does not change
the real parts of all the Y -parameters, and the changes to the imaginary parts of Y12

and Y21 are identical and cancel out.
We again emphasize that the source and load termination networks as well

the feedback network required to achieve MAG and U are narrowband by defini-
tion. Therefore, these gains are not naturally good figures-of-merit for high-speed
circuits used in optical communications systems with data rates above, say, 10
Gb/sec. For a given HBT technology, the degree of agreement between the fmax
extrapolated from Mason’s U and MAG depends on whether the CB capacitance is
dominated by the intrinsic CB capacitance.

5.5.6 fT Versus fmax Versus Digital Switching Speed

There is often heated debate concerning whether fT or fmax is a better speed or
bandwidth figure-of-merit. Device design can be tailored for either high fT or high
fmax. A careful inspection of the definition of fT and fmax, however, can resolve
this confusion. By definition, fT is the extrapolated frequency at which the small-
signal current gain with a shorted output termination is reduced to unity, while fmax
is the extrapolated frequency at which the small-signal power gain with conjugate
matching terminations at both input and output is reduced to unity. Therefore,

• Both fT and fmax are narrowband small-signal parameters, and strongly de-
pend on biasing current and voltage. Hence, they cannot directly predict the
performance of large-signal circuits, such as digital circuits, or broadband
circuits. They also require specific terminations and/or feedback networks.

• Ring oscillator speed or frequency divider data are more direct and accurate
measures of digital switching speed. For instance, a record ECL ring oscil-
lator gate delay of 4.3 psec was achieved using 210-GHz peak fT SiGe HBT
technology [4].
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• Both fT and fmax are frequency domain small-signal parameters. They do
not contain any phase information for the input-output relations, or informa-
tion regarding the time domain transient response, which is clearly important
for many circuits (for ringing, etc.).

From an RF and analog circuit design standpoint, different circuits have different
requirements on fT and fmax [5]:

• For tuned ICs (e.g., RFICs or monolithic microwave ICs (MMICs)), fmax
sets the gain and maximum operating frequency, but a low fT/fmax ratio
makes tuning difficult in most Si technologies.

• For lumped analog ICs such as transimpedance amplifiers found in optical
receivers, we need high and comparable fT and fmax values. Typically 1.5:1
fmax/fT is considered good.

• For distributed amplifiers, fmax is in principle the performance limiting fac-
tor. A low fT , however, makes design more difficult.

A popular practice today in SiGe HBTs is to tailor device design for similar values
of fT and fmax. This is a sound methodology since SiGe HBTs are being targeted
for many different types of circuit applications.

5.6 Base and Emitter Transit Times

To understand the dynamic response of the SiGe HBT, and the role Ge plays in
transistor frequency response, we must first formally relate the changes in the base
transit time and emitter transit time to the physical variables of this problem. It
is also instructive to carefully compare the differences between a comparably con-
structed SiGe HBT and a Si BJT. In the present analysis, the SiGe HBT and the Si
BJT are taken to be of identical geometry, and it is assumed that the emitter, base,
and collector doping profiles of the two devices are identical, apart from the Ge in
the base of the SiGe HBT. For simplicity, a Ge profile that is linearly graded from
the EB to CB junctions is assumed, as depicted in Figure 5.14.

5.6.1 τb in SiGe HBTs

The theoretical consequences of the Ge-induced bandgap changes to τb can be de-
rived in closed-form for a constant base doping profile (pb(x) = N−

ab(x) = N−
ab

= constant) by considering the generalized Moll-Ross transit time relation, which
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Figure 5.14 Schematic doping and Ge profiles used in the derivations.

holds for low-injection in the presence of both nonuniform base doping and nonuni-
form base bandgap at fixed VBE and T [6]

τb =

Wb
∫

0

n2
ib(x)

pb(x)





Wb
∫

x

pb(y) dy

Dnb(y) n2
ib(y)



 dx. (5.54)

Following the analysis in Section 4.2, we can insert (4.3) into (4.2) to obtain (4.4),
and substitute (4.4) into (5.54) to obtain

τb,SiGe =

Wb
∫

0

n2
ib(x)

N−
ab

{

Wb
∫

z

N−
b

Dnb

[ 1

γn2
io

e−∆E
app
gb /kT e−∆Eg,Ge(0)/kT

· e−∆Eg,Ge(grade )y/Wb kT dy
]}

dx. (5.55)

Performing the first integration step yields,

τb,SiGe =

Wb
∫

0

n2
ib(x)

N−
ab

{−N−
abWb

˜Dnb γ̃n
2
io

kT

∆Eg,Ge(grade)
e−∆E

app
gb /kT e−∆Eg,Ge(0)/kT

·
[

e−∆Eg,Ge(grade)/kT − e−∆Eg,Ge(grade)x/Wb kT
]}

dx, (5.56)
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where we have accounted for the position dependence in both the mobility and the
density-of-states product. Substitution of n2

ib from (4.4) into (5.56) and multiplying
through gives

τb,SiGe =
{ Wb kT γ̃ n2

io

˜Dnb γ̃ n
2
io∆Eg,Ge(grade)

}

·
Wb
∫

0

[

1 − e∆Eg,Ge(grade)x/Wb kT e−∆Eg,Ge(grade)/kT
]

dx, (5.57)

which can be integrated and evaluated to obtain, finally [7, 8]

τb,SiGe =
W 2

b

˜Dnb

kT

∆Eg,Ge(grade)

·
{

1 −
kT

∆Eg,Ge(grade)

[

1 − e−∆Eg,Ge(grade)/kT
]}

. (5.58)

As expected, we see that the base transit time in a SiGe HBT depends reciprocally
on the amount of Ge-induced bandgap grading across the neutral base (i.e., for
fixed base width, the band edge-induced drift field). It is instructive to compare τb
in a SiGe HBT with that of a comparably designed Si BJT. In the case of a Si BJT
(trivially derived from (5.54) for constant base doping and bandgap), we know that

τb,Si =
Wb

2

2Dnb
, (5.59)

and hence can write

τb,SiGe

τb,Si
=

2
η̃

kT

∆Eg,Ge(grade)

·
{

1 −
kT

∆Eg,Ge(grade)

[

1 − e−∆Eg,Ge(grade)/kT
]}

, (5.60)

where we have used the ratio of electron diffusivities between SiGe and Si (4.11).
Within the confines of our assumptions stated above, this can be considered an
exact result. As expected from our intuitive discussion of the band diagram, ob-
serve that τb and hence fT in a SiGe HBT depend reciprocally on the Ge-induced
bandgap grading factor, and hence for finite Ge grading across the neutral base, τb
is less than unity, and thus we expect enhancement in fT for a SiGe HBT com-
pared to a comparably constructed Si BJT. Figure 5.15 confirms this expectation
experimentally. As can be seen in Figure 5.15, since fT is increased across a
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Figure 5.15 Measured comparison of unity gain cutoff frequency fT as a function
of bias current for a comparably constructed SiGe HBT and Si BJT.

large range of useful collector current, we can potentially gain dramatic savings in
power dissipation for fixed frequency operation compared to a Si BJT. This power-
for-performance trade-off can in practice be even more important than the sheer
increase in frequency response, particularly for portable applications. In this case,
if we decided, for instance, to operate the transistor at a fixed frequency of 30 GHz,
we could reduce the supply current by a factor of 5×. Note as well, that as for the
collector current density expression (4.15), the thermal energy (kT) plays a key
role in (5.58), in this case residing in the numerator, and will thus have important
favorable implications for SiGe HBT frequency response at cryogenic tempera-
tures, as will be discussed in detail in Chapter 9.

Theoretical calculations using (5.60) as a function of Ge profile shape are
shown in Figure 5.16 at 300 K and 77 K (the integrated Ge content is held fixed,
and the Ge profile varies from a 10% triangular (linearly graded) to a 5% box
(constant) Ge profile) [9].

5.6.2 Relevant Approximations

In similar manner as that for the collector current density (refer to Chapter 4), two
physically relevant approximations can be made to obtain additional insight. First,
we can assume that ∆Eg,Ge(grade) ½ kT . This approximation can be termed the
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Ge profile shape.

strong Ge grading scenario. In this case (5.58) reduces to

τb,SiGe '
Wb

2

2˜Dnb

kT

∆Eg,Ge(grade)
. (5.61)

Note, however, that care should be exercised in applying this approximation. To
check its validity for a realistic profile, assume that we have a 0% to 15% triangu-
lar Ge profile in a SiGe HBT operating at 300 K. Taking a band offset of roughly
75 meV per 10% Ge, we find that ∆Eg,Ge(grade)/kT = 4.3 compared to unity,
a reasonable but not overly compelling approximation. Clearly, however, as the
temperature drops, the validity of this approximation improves rapidly as kT de-
creases. For example, in the case above, a 0% to 15% triangular Ge profile yields
∆Eg,Ge(grade)/kT = 17.0 at 77 K, clearly >> 1.

In addition to the strongly graded profile, we also can define an approximation
for a weak Ge grading, that would be valid, for instance, in the case of a Ge box
profile. In this case, ∆Eg,Ge(grade) ¼ kT . By expanding the exponential of the
Ge grading factor in a Taylor’s series, and canceling terms, we obtain

τb,SiGe '
Wb

2

2˜Dnb

, (5.62)
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which is just the Si BJT result (5.59). As expected, we see that Ge grading is
key to obtaining the desired frequency response improvement over a comparably
constructed Si BJT, since the drift field that aids electron transport through the base
is induced by compositional Ge grading.

5.6.3 τe in SiGe HBTs

The emitter charge storage time (τe) in a polysilicon-emitter contacted SiGe HBT
can be written as [10]

τe,SiGe '
1
βac

(

We

Spe
+

W 2
e

2Dpe

)

, (5.63)

where Spe is the hole surface recombination velocity at the the emitter contact, We

is the neutral emitter width, and Dpe is the hole diffusivity in the emitter. We see,
then, that τe in a SiGe HBT is reciprocally proportional to the ac current gain of the
transistor (βac). For a graded-base SiGe HBT and a Si BJT with identical emitter
contact technology (i.e., identical base currents), we can use (4.10) and (5.59) to
write

τe,SiGe

τe,Si
'

JC,Si

JC,SiGe
=

1 − e−∆Eg,Ge(grade)/kT

γ̃η̃
∆Eg,Ge(grade)

kT e∆Eg,Ge(0)/kT
. (5.64)

We thus see that τe depends much more strongly on the EB boundary value of the
Ge-induced band offset than for τb. This can have important implications for tech-
nology scaling. In general, the required current gain of the transistor is determined
by the given circuit application (e.g., β = 100), regardless of the technology gener-
ation, and thus τe’s contribution to fT is roughly fixed. On the other hand, because
the base width naturally is thinned with technology evolution, τb will inherently
decrease with vertical profile scaling. Logically, at some level of technology evo-
lution, τb and τe will be of comparable magnitude. In this scenario is it far easier to
tune τe than it is to tune τb, given the stronger dependence on the shape of the Ge
profile. This is particularly true at decreased temperatures since the band offsets
are thermally activated in the τe expression.

5.6.4 Other SiGe Profile Shapes

The analysis above holds for a range of Ge profiles between the triangular (linearly
graded Ge) and box (constant Ge) profiles. There also exists, however, a class of
technologically important Ge profiles that can be considered hybrid combinations
of the triangular and box Ge profiles, which we will call Ge trapezoids, as depicted
schematically in Figure 5.17. In this case, one takes a linearly graded profile and
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Figure 5.17 Schematic representation of the hybrid Ge trapezoidal profile.

truncates the grading at some intermediate position xT in the neutral base, and the
Ge content is held constant from xT to Wb, and is then ramped down to zero as
usual. At constant Ge stability and for fixed Ge profile width, this Ge trapezoidal
profile design approach allows one to induce higher Ge grading across the more
heavily doped EB end of the base, thereby maintaining good dynamic response,
while using lower peak Ge content. The region of constant Ge in the neutral base,
at least in principle, does not degrade ac performance since the CB side of the
neutral base typically will have a doping-gradient-induced drift field in addition
to the Ge-grading-induced drift field, which will in itself aid electron transport.
Following the analysis in Chapter 4, for the Ge trapezoid, one can also derive base
and emitter transit time expressions in the presence of constant base doping. In this
case, the Ge-induced band offsets can be written as

∆Eg,Ge(x) =

{

∆Eg,Ge(0) + ∆Eg,Ge(grade)
(

x
xT

)

, 0 ≤ x ≤ xT

∆Eg,Ge(Wb) , xT ≤ x ≤ Wb,
(5.65)

and the intrinsic carrier density is then [11]

n2
ib(x) =

{

γn2
io e

∆Eapp
gb /kT e∆Eg,Ge(0)/kT e[∆Eg,Ge(grade)x/xT ]/kT , 0 ≤ x ≤ xT

γn2
io e

∆Eapp
gb /kT e∆Eg,Ge(Wb)/kT , xT ≤ x ≤ Wb.

(5.66)
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In this case, the generalized Moll-Ross relation can be written as

τb =

xT
∫

0

n2
ib(x)

Pb(x)

{

xT
∫

x

pb(y) dy

Dnb(y) n2
ib(y)

+

Wb
∫

xT

pb(y) dy

Dnb(y) n2
ib(y)

}

dx

+

Wb
∫

xT

n2
ib(x)

pb(x)

{

Wb
∫

x

pb(y) dy

Dnb(y) n2
ib(y)

}

dx. (5.67)

Substitution of (5.66) into (5.67) and evaluating yields [9],

τb,SiGe

τb,Si
=

2kT ξ2

η̃∆Eg,Ge(grade)

{[1
ξ
− 1 −

kT

∆Eg,Ge(grade)

]

·
[

1 − e−∆Eg,Ge(grade)/kT
]

+ 1 +
∆Eg,Ge(grade)

2kT

[1
ξ
− 1

]2}

, (5.68)

where we have defined ξ = xT/Wb < 1 to be the normalized trapezoidal interme-
diate boundary point. In this case, ξ = 0 corresponds to the pure Ge box profile,
and ξ = 1 corresponds to the pure triangular Ge profile. We can evaluate the limits
of both zero and infinite grading. If we define δ = ∆Eg,Ge(grade)/kT then, for
zero Ge grading,

lim
δ→0

(

τb,SiGe

τb,Si

)

= 1 (5.69)

and we see that there is no improvement compared to a Si BJT, as expected. On
the other hand, if δ becomes infinitely large (either by very high Ge grading or by
operating at very low temperatures), then the ultimate performance improvement
in τb is given by

lim
δ→∞

(

τb,SiGe

τb,Si

)

=
(

1 −
1
ξ

)2

. (5.70)

We can plot the τb ratio as a function of reciprocal temperature for varying ξ values,
as shown in Figure 5.18 (shown here for fixed Ge content). Expressions for τe for
the Ge trapezoid can be easily obtained using the results for JC in Chapter 4 to
obtain

τe,SiGe

τe,Si
=

ξ kT
∆Eg,Ge(grade) +

{

1 − ξ
(

1 + kT
∆Eg,Ge(grade)

)}

e−∆Eg,Ge(grade)/kT

γ̃η̃ e∆Eg,Ge(0)/kT
(5.71)

and the functional dependence like that shown in Figure 4.10 (τe ∼ 1/β).
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5.6.5 Implications and Optimization Issues for fT

Based on the analysis above, we can make several observations regarding the ef-
fects of Ge on the frequency response of a SiGe HBT:

• For fixed bias current, the presence of Ge in the base region of a bipolar
transistor affects its frequency response through the base and emitter transit
times.

• The fT enhancement for a SiGe HBT over a Si BJT depends reciprocally
on the Ge grading across the base. This makes sense intuitively given the
effects of the grading-induced drift field for the minority carrier transport.
This observed dependence on Ge grading will play a role in understanding
the best approach to profile optimization for a given application.

• For two Ge profiles of constant stability, a triangular Ge profile is better for
cutoff frequency enhancement than a box Ge profile is, everything else be-
ing equal, provided τb is dominant over τe in determining fT . While this
is clearly the case in most first generation SiGe HBTs, it is nonetheless



174 Silicon-Germanium Heterojunction Bipolar Transistors

conceivable that for a τe dominated transistor, a more box-like Ge profile,
which inherently favors β enhancement and hence τe improvement, might
be a favored profile design for optimal frequency response. A compromise
trapezoidal profile, which generally favors both τb and τe improvement, is
a logical compromise profile design point. Such trade-offs are obviously
technology generation dependent.

• Given that fT is improved across the entire useful range of IC , the fT ver-
sus power dissipation trade-off offers important opportunities for portable
applications, where power minimization is often a premium constraint.

• The Ge-induced fT enhancement depends strongly on temperature, and for
τb and τe, is functionally positioned in a manner that will produce a magni-
fication of fT enhancement with cooling, in stark contrast to a Si BJT.

5.7 ECL Gate Delay

The ECL gate represents the fundamental building block for modern high-speed
bipolar-based digital systems. The historical origins of SiGe technology in the mid-
late 1980s centered on developing a higher performance replacement of existing Si
BJT ECL logic for mainframe computer systems. The ECL ring oscillator remains
today a simple and powerful metric for assessing overall technology performance,
since it provides more information than that captured by fT and fmax, and yet
is much simpler to design and test than a static or dynamic frequency divider. In
addition, the frequently followed path in industry today is towards the realization of
SiGe HBT BiCMOS technology as a "do-it-all" technology, for SiGe HBT analog,
or RF, or digital circuits, integrated with on-chip digital CMOS where lower power
is mandated over higher performance. Thus, the use of SiGe HBTs for ECL logic
in communications systems remains widespread, and must be carefully understood
and assessed. The relevant question in the present context is, how and why does
SiGe affect the ECL power-delay performance?

The fundamental basis of the ECL gate is the differential amplifier, or from a
digital viewpoint, more appropriately referred to as the "current switch." A current
switch combined with emitter-follower output drivers forms the basic single-level
ECL gate, as depicted in Figure 5.19 (multiple logic levels are often cascoded in
modern ECL designs). The ECL gate is a low-logic-swing, nonsaturating logic
family that thus provides high-speed switching, and also combines powerful log-
ical functionality and efficient capacitive load driving capability. The logical out-
puts include both multi-input OR/NOR functions on a single gate and, in addition,
emitter "dotting" of the emitter-follower outputs of multiple logical gates facili-
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Figure 5.19 Circuit schematic for a generic ECL digital logic gate.

tates multi-input logical AND/NAND functionality. Typical ECL characteristics
include: 400–800-mV logic swing, 1–10-mW power dissipation, 3.3–3.6-V sup-
ply, and sub-20-picosecond unloaded gate delay. ECL has been and remains today
the workhorse high-speed bipolar logic family. Related higher-speed, and lower-
power digital logic families such as current mode logic (CML), ac-coupled ECL
(AC-ECL), and ac-coupled push-pull ECL (AC-PP-ECL) [12, 13], are closely re-
lated to the basic ECL gate.

5.7.1 ECL Design Equations

Simple first-order ECL design equations can be constructed based on circuit anal-
ysis of Figure 5.19, assuming, for instance, that the input is held low and looking
at the in-phase output stage. If we imagine fixing VCC , VEE , VS , and VE , and the
logic swing VL (typically set by the system specifications: e.g., VCC = +1.4 V,
VEE = −1.2 V, VS = −0.5 V, VE = −0.7 V, and VL = 500 mV), then the requisite
resistors, RCC , REF , RS , can be calculated according to the following procedure.
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First, fix the desired total switch current (ICS ) and the ratio between the emitter-
follower current (IEF ) and the current switch current such that IEF = κICS (typ-
ically κ = 0.5 − 2.0 depending on the size of the capacitive load to be driven).
Using the fact that RCC ' VL/ICS , we can solve for the required resistor values
according to:

RCC '
VCC − VBE,EF − IEFRE + VL/2

ICS
(5.72)

REF '
−VL/2 − VE

IEF
(5.73)

RS '
VS − VBE,S − ICSRE − VEE

ICS
, (5.74)

where VBE,EF and VBE,S are the base-emitter voltages at the desired current level,
and can either be measured directly for the appropriate device geometry or simply
obtained from a compact model. This process can be repeated for multiple current
levels to span the desired power dissipation range (e.g., 1–10 mW).

To construct a simple ECL ring oscillator, we can link a string of ECL gates
together and feed the last output back to the first input, such that an odd number of
signal transitions occurs along the total delay path (to ensure instability). The gate
chain should be lengthened sufficiently such that the total signal delay from stage 1
to stage n is long enough that it can be conveniently measured with existing probes
and oscilloscope (several nanoseconds of total delay (i.e., < 1-GHz bandwidth) is
usually sufficient). It is important in a practical design to configure the first two
input stages such that the free-running logic swing can be checked and adjusted
as needed to ensure a symmetric logic swing (e.g., ±250 mV). Given the excellent
load-driving capability of the ECL, it is generally not necessary to buffer the output
signal. If the output is fed directly into a 50-Ω scope input, and the total period of
the voltage signal is measured, then the average ECL gate delay can be calculated
by

τECL =
1
2

measured waveform period
total number of gates

. (5.75)

The extra factor of two is due to the fact that the signal must propagate twice
through the ring to obtain one total period of the voltage waveform. Simple ECL
gate delay measurements have consistently correlated well with both calibrated
modeling results and direct measurements of the internal node-voltage waveforms,
and can be viewed as a simple and very useful technology performance figure-of-
merit.
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5.7.2 ECL Power-Delay Characteristics

One of the most fundamental questions in digital logic design is to understand
how transistor-level design couples to the so-called "power-delay characteristic"
of the digital logic gate. The power-delay characteristic of a given logic gate is
a fundamental measure of the amount of energy (i.e., ps × mW = fJ) dissipated
in the 0 → 1 or 1 → 0 switching event. From a practical standpoint, we can de-
sign a series of ECL ring oscillators to span a practical range of switch currents
(power dissipation), and experimentally trace out the power-delay performance of
the ECL gate designed within a given technology. For ECL, we will inevitably ob-
tain a power-delay curve similar to that depicted schematically in Figure 5.20. To

Figure 5.20 Schematic power-delay characteristics of a generic ECL digital logic
gate.

understand why this characteristic shape arises, we can gain insight from a basic
delay-equation analysis, which represents the switching delay of an ECL logic gate
by a series of weighted RC time constants [14].

Using the basic current switch depicted in Figure 5.21, we can divide the over-
all power-delay performance into a "low-power" and a "high-power" regime. The
low-power switching delay is dominated by the charging of the device capacitances
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through the pull-up current switch resistor

τlow−power ' Rcc

n
∑

k=1

akCk, (5.76)

where ak are the technology-dependent delay weighting factors. Using the fact that
RCC ' VL/ICS , we can write

τlow−power '
(

VL
ICS

)

{a1Ccb + a2Ceb + a3Ccs + a4CW + · · · } . (5.77)

or,

τlow−power ∝
1

ICS
∝

1
Power

. (5.78)

In practice, Ccb is the dominant delay-limiting capacitance due to the Miller effect.

Figure 5.21 Circuit schematic of a generic current switch.

We can thus see that in the low-power regime, the ECL gate delay is reciprocally
proportional to the power, and hence it is physically meaningful to plot the power-
delay performance on log-log scales, since we expect a slope of -1 in the low-power
regime, as depicted in Figure 5.20. This behavior makes intuitive sense given that
if the transistor capacitances limit the switching delay, then supplying more current
to charge those capacitances should speed up the process.
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On the other hand, in the high-power regime, the delay is limited by the charg-
ing of the diffusion capacitance (Cdiff ) through the various device resistances, ac-
cording to

τhigh−power ' Cdiff

n
∑

k=1

bkRk, (5.79)

where bk are again technology-dependent delay weighting factors. Since we can
write

Cdiff =
qτfIC

kT
, (5.80)

we see that ECL delay in the high-power domain can be expressed as

τhigh−power '
qτfIC

kT
{b1Rbi + b2Rbx + b3Re + b4Rc + · · · } , (5.81)

or
τhigh−power ∝ ICS ∝ Power. (5.82)

In practice, the intrinsic and extrinsic base resistances, Rbi and Rbx, are the
delay-limiting device resistances. We can thus see that in the high-power regime
the ECL gate delay degrades as the power increases, as reflected in Figure 5.20.
In reality, in (5.81), both τec and Rbi are current density dependent, but those de-
pendences are opposite in sign and tend to cancel one another, such that (5.81)
remains valid, and the gate delay degrades as the power continues to rise. This
again makes intuitive sense, given the fact that if the resistances are dominant, sup-
plying more current only serves to increase the voltage drop across them, slowing
down the charging process. In between the low- and high-power domains, the min-
imum (optimum) ECL gate delay is reached, and is fundamentally limited by the
total emitter-to-collector delay τec, which can be considered a fundamental limit
on ECL switching speed.

5.7.3 Impact of SiGe on ECL Power Delay

With this general analysis of the ECL power-delay characteristics in hand, we can
make some intuitive predictions on the impact of SiGe on ECL gate delay. First,
we know that introducing Ge in the base region of a bipolar transistor has three
tangible consequences:

• β is increased for fixed Rb;

• VA is increased for fixed Rb;

• fT is increased for fixed Rb.
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It can be easily shown via compact circuit modeling that ECL gate delay is very
insensitive to transistor β or VA (indeed, this is one of the advantages of ECL!), and
thus two of the three transistor-level performance metrics affected by SiGe should
not strongly influence the ECL performance. The fT of the transistor, on the other
hand, clearly matters to ECL delay, but only at minimum delay (i.e., τec, and at
high switch current levels (refer to (5.81)). In addition, to first order, SiGe has no
impact on the transistor-level capacitances, and thus we would naively expect the
SiGe HBT and Si BJT ECL gate delay to converge at sufficiently low current switch
currents, since the device capacitances dominate the low-power delay regime (refer
to (5.77)). That these assertions are valid in practice can be seen in Figure 5.22.
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Figure 5.22 Measured power-delay performance of comparable SiGe HBT and Si
BJT ECL ring oscillators.

From an "apples-to-apples" comparison (constant doping and processing con-
ditions), we see that the SiGe HBT ECL circuit outperforms the Si BJT ECL gate
by a substantial margin (nearly 10 psec), but that improvement does not translate
uniformly across the entire power-delay range for practical applications. In addi-
tion, this substantial performance improvement at high currents is shown for an un-
loaded circuit. As circuit loading increases (as it will in any practical implementa-
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tion), the improvement of SiGe over Si will diminish [15]. This observed limitation
in ECL improvement with the addition of SiGe is important because with digital
technology evolution, one generally wants to put more gates on a given wafer, and
thus the inherent power constraints associated with bipolar digital logic will force
switch currents to lower levels, further diminishing the performance delta between
Si and SiGe ECL gates. This is not the whole story, of course, since one could
in principle trade the higher β in the SiGe HBT for lower Rb and hence further
improve the high current performance. Nevertheless, the case for SiGe as a driver
of digital bipolar technologies is not overly compelling.

The conclusion here is not as bleak as one might naively anticipate, for two
major reasons. First, the approach taken by most companies today is not to develop
SiGe for pure digital applications, but rather to optimize SiGe technology for RF
and analog applications, where the leverage over Si BJTs is much more compelling,
and then, where needed, simply use the available SiGe device for ECL logic. That
is, ECL is not the technology driver, but rather is relegated to the follower position.
Given this, one cannot forget that 10-psec gate delay is still 10-psec gate delay!
That is, one should not get overly mired in the question of merits of SiGe vs Si
for ECL (or versus GaAs or InP for that matter), since what ultimately matters
is whether the ECL gate switches at the required speed for the application. For
40-Gb/sec optical data links, for instance, one needs very high performance digital
circuits. Period. If SiGe can provide that speed at lower cost than III-V it will
be the favored technology. All of the Si-technology-compatible circuit records are
currently held by SiGe, and will likely continue to be held by SiGe, whether they
are optimized for ECL logic or not.

Finally, we note that there exist weighting-factor independent analytical for-
mulations of the ECL gate delay that can be used in circuit sizings to quantify the
impact of a given Ge profile change on ECL circuit performance. While these ana-
lytical formulations require approximations and are thus obviously not as accurate
as full compact model solutions, they do provide very useful insight into the impact
of Ge profile design changes on full circuit response. The first and simplest such
formulation expresses the basic current switch gate delay as [16]

τCS ' 1.7

√

τec

(

1 + 2αRb
ICS
VL

)

VL
ICS

(3Ccb + Ccs). (5.83)

More complete (and complicated) versions for the full ECL gate can be found in
[17].
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Chapter 6

Second-Order Phenomena

In this chapter we examine in detail three important second-order phenomena that
were not discussed in the dc and ac SiGe HBT device physics analysis presented
in Chapters 4 and 5. While these second-order effects will always exist in SiGe
HBTs, their specific impact on actual SiGe HBT circuits is both profile design and
application dependent, and thus they must be carefully appreciated and kept in the
back of the mind by practitioners of SiGe technology.

We first analyze the so-called "Ge grading effect" associated with the posi-
tion dependence of the Ge content across the neutral base found in SiGe designs.
The influence of Ge grading effect on SiGe HBT properties is physically tied to
the movement of emitter-base space charge edge along the graded Ge profile with
increasing base-emitter voltage. This Ge grading effect can present potential prob-
lems for circuit designs that require precise knowledge and control over the current
dependence of both current gain and base-emitter voltage as a function of temper-
ature. We then discuss the impact of neutral base recombination on SiGe HBT
operation. A finite trap density necessarily exists in the base region of all bipolar
transistors, and while the impact is usually assumed to be negligible in Si BJTs, it
can become important in SiGe HBTs, particularly when they are operated across a
wide temperature range. Neutral base recombination can strongly affect the output
conductance (Early voltage) of SiGe HBTs, and is strongly dependent on the mode
of base drive (i.e., whether the device is voltage or current driven), and hence the
circuit application. Finally, we address high-injection heterojunction barrier effects
in SiGe HBTs. Barrier effects associated with the collector-base heterojunction un-
der high current density operation are inherent to SiGe HBTs, and if not carefully
controlled, can strongly degrade both dc and ac performance at the large current
densities which SiGe HBTs are often operated. We conclude each section with a
brief discussion of the implications and potential problems imposed by these de-
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sign constraints on both device and circuit designers (the bottom line).

10–6 10–5 10–4 10–3 10–2
0

50

100

150

200

250

Collector Current (A)

C
ur

re
nt

 G
ai

n

8% Ge Trapezoid
AE=0.8x2.5 µm2

300K

140K

111K

90K

77K

2.75 mA/µm2

Figure 6.1 SiGe HBT current gain as a function of collector current at various
temperatures, illustrating the Ge grading effect.

6.1 Ge Grading Effect

To ensure the applicability of SiGe HBTs to precision analog circuits, parameter
stability over both temperature and bias must be ensured. Given the bandgap-
engineered nature of the SiGe HBT, this can become an issue for concern, partic-
ularly for devices with non-constant (graded) Ge content across the base. Even a
cursory examination of the bias current dependence of the current gain in a graded-
base SiGe HBT, for instance, shows a profound functional difference from that of
a Si BJT (compare Figure 6.1 to Figure 9.6). In particular, note that for a graded-
base SiGe HBT, the current gain peaks at low-injection, and degrades significantly
before the onset of high-injection effects. This medium-injection "collapse" of β is
clearly enhanced by cooling, and thus can be logically inferred to be the result of a
band-edge phenomenon.

To understand the physical origin of this bias-dependent behavior in the cur-
rent gain in SiGe HBTs, consider Figure 6.2, which shows a schematic doping and
Ge profile in a graded-base SiGe HBT. As derived in Chapter 4, the collector cur-
rent at any bias of a graded-base SiGe HBT is exponentially dependent upon the
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amount of Ge at the edge of the emitter-base (EB) space-charge region. Physi-
cally, as the collector current density increases, the base-emitter voltage must also
increase, and hence from charge balance considerations the EB space-charge width
necessarily contracts, thereby reducing the EB boundary value of the amount of Ge
(∆Eg,Ge(0)), and producing a bias and temperature dependence different from that
of a Si BJT [1]. Since this Ge grading effect is the physical result of the modula-
tion of the base width with increasing base-emitter voltage (Wb(VBE )), it can be
logically associated with the so-called inverse Early effect (commonly known as
the "late effect") 1 in SiGe HBTs.

Figure 6.2 Schematic diagram of the base profile of a SiGe HBT, illustrating the
physical origin of the Ge grading effect.

1Let it never be said that device engineers don’t have a sense of humor! The use of "late" to
describe the inverse Early effect is clearly a pun on Jim Early’s name.
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Figure 6.3 Illustration of the impact of Ge grading effects on SiGe HBT current
gain as a function of collector current.

The dependence of the collector current density on the Ge profile shape in a
SiGe HBT is given by

JC,SiGe(VBE , T ) =
q Dnb

N−
abWb

(

eqVBE/kT − 1
)

n2
io e

∆Eapp
gb /kT

·

{

γ̃ η̃∆Eg,Ge(grade)/kT e∆Eg,Ge(0)/kT

1 − e−∆Eg,Ge(grade)/kT

}

, (6.1)

where ∆Eg,Ge(0) is the bandgap reduction due to Ge at the edge of the EB space-
charge region at bias VBE , and ∆Eg,Ge(grade) is the Ge grading across the neutral
base (∆Eg,Ge(Wb)−∆Eg,Ge(0)) at bias VBE . The result is an exponential degrada-
tion in JC and hence β as the base-emitter bias increases (Figure 6.3). In addition,
because JC depends exponentially on the Ge-induced bandgap reduction at the EB
junction divided by kT , this Ge-grading effect becomes much more pronounced
at low temperatures [1]. For a uniformly doped base with a triangular Ge profile
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shape, the collector current density under low-injection is given approximately by

JC,SiGe '
q Dnb

N−
abWb

(

eqVBE/kT − 1
)

n2
io e

∆Eapp
gb /kT

·
{

γ̃ η̃
∆Eg,Ge(grade)

kT
e∆Eg,Ge(0)/kT

}

. (6.2)

The relationship between JC and Ge profile shape in (6.2) highlights the depen-
dence of the collector current density on Ge profile design. Since ∆Eg,Ge(0)
changes with increasing base-emitter bias, any changes in the amount of Ge seen
by the device at that EB boundary will have a large impact due to the exponen-
tial relationship. Consequently, the more strongly graded the Ge profile, the more
serious Ge grading effect can be expected to be.

Given that Ge grading effect in SiGe HBTs impacts the bias-current depen-
dence of the current gain, a logical test-case circuit for examining the circuit-level
influence of Ge grading effect is the ubiquitous bandgap reference circuit, since
its functionality relies heavily on the identical dependence of VBE (IC ) on tem-
perature between transistors of differing size. Given two transistors with a (realis-
tic) nonconstant base doping, and biased at the same collector current, two SiGe
HBTs with a sufficiently strongly graded Ge profile might be expected to "feel" the
Ge ramp effect differently, since the voltage-induced space-charge width changes
would differ slightly between the two. The conceivable result would be a slight
mismatch in VBE over temperature between the two transistors, thereby degrading
the output voltage stability of the bandgap reference circuit over temperature [2, 3].

6.1.1 Bandgap Reference Circuits

Since its introduction by Widlar in 1971 [4], the bandgap reference (BGR) circuit
has been widely used as a voltage reference source in A/D and D/A converters,
voltage regulators, and other precision analog circuits due to its good long-term sta-
bility and its ability to operate at low supply voltages. The BGR is able to provide
temperature stability by summing voltages with positive and negative temperature
coefficients. Modern BGRs can generate reference voltages with a temperature
coefficient of better than 4 ppm/◦C over a range of 0 to 125◦C [5].

The negative temperature-coefficient in the BGR comes from the base-emitter
voltage of a BJT (Figure 6.4). This voltage is added to the thermal voltage (kT/q),
with its positive temperature coefficient multiplied by some constant set by the
bandgap reference designer. For the purposes of BGR design, the collector current
of a bipolar transistor can be written as

IC (T ) = B Tm e−Ege/kT eqVBE/kT , (6.3)
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Figure 6.4 Illustration of the general principle underlying the bandgap reference
circuit (after [6]).

where B represents lumped process-dependent parameters and Ege is the bandgap
energy in the presence of heavy doping (Eg0 − ∆Eapp

gb ). To arrive at an expression
for the temperature-dependent base-emitter voltage, VBE at a known temperature
and collector current (their "reference" values) can be measured and substituted
into (6.3). Solving for B yields

B =
IC,R

TR
m e(Ege−qVBE,R)/kTR . (6.4)

Substituting for B in (6.3) and solving for VBE gives

VBE =
Ege

q
+

kT

q
ln

{

IC

IC,R
{

T
TR

}m
e(Ege−qVBE,R)/kTR

}

. (6.5)
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Figure 6.5 The Widlar bandgap reference circuit.

Rearranging (6.5) results in the familiar bandgap reference design equation [7].

VBE =
Ege

q
−

T

TR

{

Ege

q
− VBE,R −

kTR
q

ln
IC
IC,R

+ m
kTR
q

ln
T

TR

}

. (6.6)

In (6.6), TR, IC,R, and VBE,R are the reference values of the respective parame-
ters (typically referenced to 300 K). The negative temperature coefficient of VBE
can now be seen more clearly, as VBE is the effective bandgap minus several
temperature-dependent terms, the last of which controls the parabolic shape of
VBE on temperature.

Voltage references used Zener diodes as the reference element prior to Wid-
lar’s design [4]. These diodes typically had high breakdown voltages, limiting their
broad applicability. Widlar proposed using the negative temperature coefficient of
the emitter-base voltage of the BJT in conjunction with the positive temperature
coefficient of the difference in emitter-base voltages of two transistors operating at
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Figure 6.6 The Brokaw bandgap reference circuit.

different current densities. The combination of the positive and negative temper-
ature coefficients would give a zero temperature coefficient reference voltage. In
Figure 6.5, transistors Q1 and Q2 are biased at different current densities to pro-
duce temperature-proportional voltages across R2 and R3. Transistor Q3 senses
the output voltage through R2, resulting in an output voltage of the VBE of Q3 plus
the temperature-dependent voltage across R2.

Brokaw improved upon Widlar’s design by reducing the effects of the base
currents flowing through R1 and R2 (Figure 6.6), as well as adding the capability
to produce output voltages greater than the bandgap [7]. In Brokaw’s circuit, the
emitter area of transistor Q2 is made larger than that of Q1 (e.g., 8 times larger)
in order to produce the difference in current densities. When the voltage at the
common base is small, the voltage across R1 is small, thus causing Q2 to conduct
more current through R2. The imbalance in collector voltages then drives the op-
amp to raise the base voltage until the two collector currents match. The difference
in VBE due to the difference in collector current densities appears across R1, as
given by
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Figure 6.7 SiGe HBT collector current as a function of base-emitter voltage be-
tween 358 K and 218 K.

∆VBE = VBE,1 − VBE,2 =
kT

q
ln

J1

J2
. (6.7)

Since the currents flowing through Q1 and Q2 are equal, the current in R2 is twice
that in R1, resulting in

∆VBE
R1

=
V2

2R2
, (6.8)

and a voltage across R2 of

V2 =
2R2

R1

kT

q
ln

J1

J2
. (6.9)

The resulting output voltage is the sum of the base-emitter voltage of Q1 and the
voltage across resistor R2, yielding

Vout = VBE,1 +
2R2

R1

kT

q
ln

J1

J2
. (6.10)

The output voltage of the bandgap reference is the sum of a negative temperature-
coefficient voltage, VBE,1, and a positive temperature coefficient voltage, k∆VBE .
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Figure 6.8 Base-emitter voltage as a function of temperature at fixed bias current
for a Si BJT and a SiGe HBT. The lines represent a SPICE fit to the
data using the EG fitting parameter.

In the context of SiGe HBT based BGR implementations, it is key that detailed
knowledge of the impact of Ge profile shape on the temperature dependence of the
base-emitter voltage exists. Clearly, VBE in turn depends on the variation of IC
across the desired temperature range of interest (e.g., -55◦C (218 K) to 85◦C (358
K), as shown in Figure 6.7). As can be observed in Figure 6.8, the differences in
VBE (T ) between a Si BJT and a SiGe HBT are small, but clearly observable, and
must be more carefully examined.

6.1.2 Theory

The Ge grading effect in SiGe HBTs is primarily determined by the "steepness" of
the Ge profile through the EB space-charge region, and the magnitude and shape
of N−

ab(x) at the space-charge to quasi-neutral base boundary. We can roughly
estimate the variation on the SiGe-to-Si current gain ratio (Ξ = βSiGe/βSi) with
VBE for varying amounts of Ge grading by considering a linearly graded SiGe HBT
with uniform doping levels in the emitter and base regions. From Chapter 4, we
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Figure 6.9 Theoretical dependence of SiGe-to-Si current gain enhancement factor
on base-emitter voltage as a function of Ge grading at 300 K and 77 K.
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VBE

≡ Ξ =

{

γ̃ η̃∆Eg,Ge(grade)/kT e∆Eg,Ge(0)/kT

1 − e−∆Eg,Ge(grade)/kT

}

, (6.11)

and can write

∂Ξ
∂VBE

=
{

∂Ξ
∂∆Eg,Ge(0)

} {

∂∆Eg,Ge(0)
∂xpE

} {

∂xpE

∂VBE

}

, (6.12)

to obtain [8]

∂Ξ
∂VBE

=
{

−Ξ
φbi,BE − VBE

} {

xpE

2Wb0

} [

∆Eg,Ge(grade)/kT

1 − e−∆Eg,Ge(grade)/kT

]

, (6.13)

where φbi,BE is the built-in potential of the EB junction, xpE is the EB space-charge
width on the base side of the junction, and Wb0 is the neutral base width at zero-
bias. As shown in Figure 6.9, as ∆Eg,Ge(grade) gets small (i.e., approaching a Ge
box profile), the Ge grading effect becomes negligible, yielding a flat β versus IC
characteristic, as in a Si BJT. Equation (6.13) also predicts a weaker Ge grading
effect in transistors with higher base doping, since xpE becomes negligible with re-
spect to Wb0. However, in practical SiGe HBT base profiles, which typically have
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a retrograded base doping level in the vicinity of the EB junction to reduce the EB
electric field, the Ge grading effect is enhanced, since xpE varies nonlinearly with
VBE . Finally, we note that due to the band-edge nature of Ge grading effect, its im-
pact on device performance should be greatly magnified at reduced temperatures,
as is clearly evident in Figure 6.9.

To determine the impact of the Ge grading effect on practical BGR circuits, we
must recast the SiGe HBT collector current density into the familiar BGR design
equation (6.6). First, the process-dependent parameters (B) and the Ge profile
dependent terms (ξ) can be lumped together in IC as

IC (T ) = ξ B Tm e−Eg0/kT eE
app
gb /kT eqVBE/kT , (6.14)

and rewritten in terms of the base-emitter voltage as

VBE =
Eg0

q
−

E
app
gb

q
+

kT

q
ln

{

IC
ξ B Tm

}

. (6.15)

In practice, we can measure the base-emitter voltage at a reference temperature and
collector current and solve for the lumped process parameters (B). Inserting the
lumped parameters back into the original VBE equation and simplifying yields the
desired SiGe HBT result [9]

VBE,SiGe =
1
q

{

Eg0 − E
app
gb − ∆Eg,Ge(0)

}

−
T

q TR

{

Eg0 − E
app
gb − ∆Eg,Ge(0)

}

+
T

TR
VBE,R +

{

kT

q
ln

IC
IC,R

− m
kT

q
ln

T

TR

}

−
{

kT

q
ln
(

1 − e−∆Eg,Ge(grade)R/kTR

1 − e−∆Eg,Ge(grade)/kT

)}

−
{

kT

q
ln
(

TR
T

∆Eg,Ge(grade)
∆Eg,Ge(grade)R

)}

. (6.16)

The effects of Ge on the base-emitter voltage of the transistor can be gleaned
directly from this more generalized result. Observe that the effective bandgap at
the emitter-base junction is simply the Si result in the presence of doping-induced
bandgap narrowing (Eg0 − E

app
gb ), minus the bandgap reduction due to the amount

of Ge at the EB junction (∆Eg,Ge(0)). In addition, the shape of VBE versus tem-
perature in a SiGe HBT is changed from that of a Si BJT due to the addition of Ge,
as is apparent in the last two terms of the equation. The ratio T/TR enhances this
difference between Si BJTs and SiGe HBTs. For temperatures near the reference
temperature, the last two terms of (6.16) have little effect on VBE (IC , T ), but as
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Figure 6.10 Theoretical dependence of the VBE deviation from linearity as a func-
tion of temperature for various amounts of Ge grading.

the temperature decreases, these effects can become more pronounced. This result
will later be used to compare the measurements of Si and SiGe devices.

Note that the effective bandgap parameters (Eg0−E
app
gb −∆Eg,Ge(0)) and m cor-

respond to the SPICE modeling parameters EG and XTI, respectively. The amount
of curvature in VBE versus temperature is affected by the addition of Ge, as is appar-
ent in the last two terms of (6.16). Assuming that the Ge grading (∆Eg,Ge(grade))
does not change significantly with temperature, the deviation from linearity of VBE
versus temperature (i.e., VBE curvature) using (6.16) is actually reduced with in-
creasing Ge grading across the base. In the curvature results presented, the devi-
ation from linearity is calculated by drawing a line through the endpoints of VBE
across the relevant temperature range, and then subtracting the actual VBE value
from the value on the line at each temperature, according to

∆linearity(T ) = VBE (T ) −
[

VBE (TL) −
VBE (TL) − VBE (TH )

TL − TH
(TL − T )

]

, (6.17)

where in this case TL = 218 K (-55◦C) and TH = 358 K (85◦C).
While this Ge-grading-induced VBE curvature reduction might naively appear

to be a good thing for BGR design, it in fact can worsen the performance of BGR
circuits, as discussed below. Figure 6.10 shows the theoretical deviation from lin-
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earity that results from three different hypothetical Ge profiles: 1) no Ge grading;
2) 8.6% Ge grading; and 3) 18.6% Ge grading. Note that a box-shaped Ge profile
(no Ge grading), in which the Ge concentration across the base is finite but con-
stant, will have the same deviation from linearity as a Si BJT. Figure 6.11 shows
the calculated percent reduction in peak deviation from linearity from 218 K to
358 K as a function of Ge grading in the base region of the device. Given sufficient
Ge grading, it is clear that differences between Si BJTs and SiGe HBTs should be
experimentally observable.

Figure 6.11 Theoretical dependence of the peak VBE deviation from linearity as a
function of Ge grading.

6.1.3 Measured Data and SPICE Modeling Results

In order to quantify the effects of the Ge profile shape on BGR operation, the ex-
perimental behavior of the base-emitter voltage as a function of bias current and
temperature must be precisely known. Two experiments [10] were conducted to
measure the base-emitter voltages for Si BJTs and SiGe HBTs of differing Ge pro-
file shape and emitter area across temperature and bias. The results from these
experiments were compared to both calibrated 1-D drift-diffusion simulations us-
ing SCORPIO, as well as SPICE simulations, to better understand the effect of the
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Ge profile shape on BGR operation.

Figure 6.12 Measured VBE deviation from linearity as a function of temperature
for a 0.5 × 2.5 µm2 Si BJT and SiGe HBT. The curves represent a
SPICE fit to the data using the XTI fitting parameter.

Because proper design of BGR circuits requires extremely accurate knowledge
of VBE (IC , T ), we might naively expect them to be sensitive to Ge grading ef-
fect. An additional important question is whether standard compact models (e.g.,
SPICE) can accurately capture VBE (IC , T ) in SiGe HBTs. To test this, the BGR
design equation (6.6) was fit to the data to determine the values of the SPICE mod-
eling parameters EG and XTI. A calibrated SPICE model was generated for each
of the transistors measured. In this analysis, TR, IC,R, and VBE,R are the reference
values of the respective parameters at 300 K, 50 µA, and VBE (IC,R, TR), respec-
tively. Of interest is the inferred value of the SPICE parameter EG, which controls
the slope and intercept of VBE (T ), and the SPICE parameter XTI, which controls
the deviation of VBE (T ) from linearity (i.e., curvature). The base-emitter voltages
at IC = 10, 50, and 100 µA for Si BJTs of differing area and SiGe HBTs with
a 15% triangular Ge profile were measured to six decimal place accuracy over a
temperature range of -55 to 85◦C. VBE as a function of temperature at 100 µA for
a 0.5 × 2.5 µm2 transistor is shown in Figure 6.8, together with the fitted values
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of EG determined from SPICE. Note that the value of EG for the Ge profile is
lower than that of the Si BJT, as expected. The measured deviation from linearity
for both devices is shown in Figure 6.12, together with the fitted values of XTI
determined from SPICE. The XTI value for the 0.5 × 2.5 µm2 SiGe HBT is 4.68,
slightly lower than the deviation from linearity shown for the Si BJT, whose XTI
value is 4.70. Interestingly, however, if we compare the same set of data on a larger
transistor, the variation between the Si BJT and SiGe HBT is measurably different
(Figure 6.13). Observe that the measured deviation from linearity for the 0.5× 2.5

Figure 6.13 Measured VBE deviation from linearity as a function of temperature
for 2.5×2.5 µm2 Si BJT and SiGe HBT. The curves represent a SPICE
fit to the data using the XTI fitting parameter.

µm2 Si BJT is approximately the same as that for the 2.5 × 2.5 µm2 Si BJT, while
the deviation from linearity for the 2.5× 2.5 µm2 SiGe HBT is substantially differ-
ent from that for the 0.5×2.5 µm2 SiGe HBT, resulting in a device mismatch. This
result is expected for sufficient Ge grading (and nonconstant base doping) since at
constant current, the two devices with differing emitter areas will feel the effects of
the Ge-grading differently.

This VBE (T ) mismatch between the SiGe HBTs can be expected to have an
observable impact on BGR performance. To test this hypothesis, a simple BGR
circuit (Figure 6.6) was modeled in SPICE using both Si BJT and SiGe HBT mod-
els fit to measured data. The output voltage for each circuit was simulated and
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Figure 6.14 Calibrated SPICE modeling results for the adjusted BGR output volt-
age as a function of temperature for a Si BJT BGR and a SiGe HBT
BGR.

adjusted by subtracting their minimum values for ease of comparison. The simula-
tion results showing the shape of the BGR output voltage for the two different BGR
circuits from 218 to 358 K appear in Figure 6.14. Observe that the change in output
voltage across temperature is much worse for the SiGe HBT BGR circuit due to
the difference in the shape of VBE (T ) of the two different sized transistors, with a
voltage stability of 31 ppm/◦C compared to 15 ppm/◦C for the Si BJT BGR. This
increase in output voltage curvature of the SiGe circuit is directly related to the
dissimilar XTI values used in the calibrated device models, and hence is reflective
of the presence of the Ge grading effect.

6.1.4 The Bottom Line

When discussing any second-order effect in transistors, it is important to clearly
understand both its physical origins and its potential implications for both device
and circuit designers, so that it can be effectively "designed around." We can sum-
marize these implications for Ge grading effect as follows:

• Ge grading effect is likely to be important only in precision analog circuits,
not in digital or RF/microwave circuits. While the BGR circuit is a natural
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Figure 6.15 Calibrated SPICE modeling results for the adjusted BGR output volt-
age as a function of temperature for a Si BJT BGR and SiGe HBT
BGRs constructed from two different SiGe profiles.

candidate for observing Ge grading effect, any analog circuit that depends
strongly on current gain across a wide bias range, or that requires the match-
ing of VBE between multiple devices across both bias and temperature, could
be potentially affected.

• While the Ge grading effect exists only in compositionally graded Ge pro-
files, these graded profile designs typically achieve the best dc and ac perfor-
mance, and thus represent the vast majority of commercially relevant SiGe
technologies. As such, Ge grading effect should never be discounted.

• The impact of the Ge grading effect is expected to be highly dependent on
the specifics of the Ge profile shape, and thus will vary from technology to
technology. The results presented above were shown for a 15% triangular
Ge profile, and can be considered a worse case scenario for first genera-
tion SiGe HBT technology. As shown in Figure 6.15, a similar experiment
conducted for more modest Ge content profiles (8% peak Ge for the "trape-
zoidal profile," and 10% peak for the "other Ge" profile), showed little effect
on the output voltage of the SiGe HBT BGR. This observation is consis-
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Figure 6.16 Calibrated SCORPIO simulations of the VBE deviation from linearity
down to 77 K for a Si BJT and two SiGe HBT profiles.

tent with the generally excellent performance reported for SiGe HBT BGRs
fabricated from first generation SiGe HBT technology [11].

• Since the seriousness of the Ge grading effect depends on the Ge grading, it
is a phenomenon that will generally worsen with technology scaling, since
for constant strained layer stability, the peak Ge content in a SiGe HBT (and
hence the grading across the neutral base) will naturally rise. This scaling-
induced enhancement, however, will be at least partially offset by the natural
increase in base doping with scaling.

• Conventional modeling methodologies employed in Gummel-Poon (SPICE)
compact transistor models appear to adequately capture the Ge grading ef-
fect.

• Due to its thermally activated nature, cooling clearly exaggerates Ge grading
effect, and thus is potentially important for precision analog circuits required
to operate across a very wide temperature range. This can be easily seen in
Figure 6.16, which compares calibrated SCORPIO simulations of a Si BJT,
a 8% peak Ge content profile (labeled "SiGe (calibrated)"), and the 15% Ge
triangle profile discussed above, down to 77 K. Observe that the curvature
scales are much larger than those for the 218 K to 358 K temperature range.
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6.2 Neutral Base Recombination

Neutral base recombination (NBR) in bipolar transistors involves the recombina-
tion of injected electrons transiting the neutral base with holes, via intermediate
trap levels. Physically, NBR removes the desired injected electrons from the col-
lector current via recombination (i.e., they don’t exit the base), and increases the
undesired hole density (required to support the recombination process), thereby
degrading the base transport factor. Significant neutral base recombination thus
leads to an increase in the base current and a simultaneous decrease in the collector
current, thereby causing a substantial degradation in the current gain. Historically,
NBR presented serious design constraints for achieving high gain in early bipolar
transistors. Because NBR is determined by the presence of the various trapping
centers and other defects in the neutral base region of the device, it is generally
the quality of the bulk material after fabrication is complete that dictates the seri-
ousness of NBR in a given transistor. One can show that it is thermodynamically
impossible for a perfect (defect free) crystal to exist in nature, and thus NBR is an
immutable fact-of-life in bipolar transistors. From a design point of view, the issue
of the importance of NBR really becomes a matter of degree. Due to the fortuitous
existence of the high purity Si bulk material for use in modern advanced transistors,
the effectiveness of the annealing of implantation and processing-induced crystal
damage, and the small base widths in high-speed devices, the impact of NBR in
today’s Si BJTs can generally be considered negligible.

For fixed trap density, the impact of NBR on transistor characteristics can be
exaggerated, however, due to the presence of an increased total base minority car-
rier charge concentration (Qnb) that participates with the trap recombination pro-
cess. Because in a SiGe HBT the Ge-induced base bandgap reduction exponentially
increases Qnb compared to that in a comparably constructed Si BJT, one would
naively expect that the NBR would be strongly enhanced in a SiGe HBT compared
to a Si BJT, even at identical trap base density. This situation is also expected to
become especially important as the temperature changes, due to the thermally acti-
vated nature of Qnb in a SiGe HBT. It is essential, therefore, to understand the phys-
ical mechanism of NBR in SiGe HBTs, its impact on the transistor characteristics,
and possible circuit implications. This section presents a comprehensive investi-
gation of NBR in SiGe HBTs, and its influence on the temperature characteristics
of VA and βVA. A direct consequence of NBR in SiGe HBTs is the degradation
of VA when transistors are operated with constant-current input (forced-IB mode),
as opposed to a constant-voltage input (forced-VBE mode), the bias mode that is
consistent with the first-order theory of output conductance presented in Chapter 4.
In addition, experimental and theoretical evidence indicates that with cooling, VA
in SiGe HBTs degrade faster than in Si BJTs for forced-IB mode of operation. The
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differences in VA as a function of the input bias and temperature for SiGe HBTs
can be accurately modeled using a modified version of SPICE. The performance of
various practical SiGe HBT analog circuits are analyzed across temperature using
this calibrated SPICE model, for situations with and without the presence of NBR.
We then use 2-D device simulations to understand the physical location of the par-
ticipating base trap levels. In light of these results, the implications of Ge profile
design on NBR in SiGe HBTs are discussed, and we conclude with the bottom-line
for SiGe HBT device and circuit designers.

6.2.1 Theory

The physical origin of NBR in bipolar transistors is the presence of traps in the
base region, which facilitate the recombination of the injected minority carriers
(electrons) and resident majority carriers (holes). Under forward bias, the electrons
injected into the base region, while drift-diffusing through the neutral base region,
will encounter base trap states, which in principle are distributed in some particular
fashion in both physical and energy space, and recombine with the holes in the base
region. The loss of charge in the neutral base due to NBR in a transistor will cause
a decrease in the collector current and a corresponding increase in the base current,
yielding a degraded β. The NBR current, therefore, is simply the rate at which
the minority carriers recombine and can be written as the ratio between the excess
minority carrier charge (∆nb) and the minority carrier lifetime (τnb) integrated over
the base region according to

Jnbr = q

Wb
∫

0

∆nb(x)
τnb(x)

dx (6.18)

where ∆nb represents the spatial variation of the excess minority carrier density in
the base region. In general, τnb is a function of position due to the random distri-
bution of trap states in the base region. However, for mathematical convenience,
τnb can be considered a constant by treating it as an effective minority carrier life-
time in the base (i.e., spatially averaged across the base). In general, ∆nb depends
on various factors, including the applied bias (both VBE and VCB), temperature,
and the specific shape of the base doping profile. Assuming: 1) steady-state con-
ditions; 2) negligible carrier generation in the base; 3) a 1-D solution; 4) that
Shockley-Read-Hall recombination dominates; 5) the Boltzmann approximation;
6) complete ionization of dopants; and 7) a constant position-averaged Dnb, we
can determine ∆nb by solving the second-order differential equation which results
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from the current continuity and drift-diffusion transport equations [8]

d2∆nb
dx2

+
qξ

kT

d∆nb
dx

+

[

q

kT

dξ

dx
−

1

L2
nb

]

∆nb +
d2nb0

dx2
+

qξ

kT

dnb0

dx
+

qnb0

kT

dξ

dx
= 0,

(6.19)

where nb0, ξ, and Lnb are the intrinsic minority carrier density in the base, the built-
in base electric field, and the minority carrier diffusion length (Lnb =

√

(Dnb τnb),
respectively. This equation is especially useful for looking at situations having a
constant built-in electric field (such as in a linearly graded base bandgap in a SiGe
HBT or an exponentially varying base doping in a Si BJT). The standard EB and
CB Shockley boundary conditions are used in solving (6.19).

For a Si BJT with a constant base doping profile, (6.19) reduces to the case
from which Jnbr can be written as

Jnbr(Si) =
q Dnb,Si n

2
ib,Si e

qVBE/kT

NabLnb,Si

{

coshχSi − 1
sinhχSi

}

, (6.20)

where χ = Wb/Lnb. The importance of Jnbr on the device operation clearly de-
pends on the magnitude of χ. Ideally, when χ is much larger than unity (i.e., when
τnb is very large), observe that (6.20) is equal to zero, as expected. Since for a Si
BJT with constant doping we have

JC (Si) =
q Dnb,Si n

2
ib,Si

WbNab
eqVBE/kT , (6.21)

Jnbr can also be expressed in terms of the ideal JC by rewriting (6.20) using (6.21).
The collector current in the presence of NBR can be determined by finding the
slope of ∆nb(x) at the CB space-charge region boundary of the quasi-neutral base
region. The normalized variation in the collector current and the current gain in a
Si BJT can then be determined as

∆JC
JC,ideal

(%) =
{

χSi

sinhχSi
− 1

}

× 100, (6.22)

and

∆β
βideal

(%) =

{

1

coshχSi − 1 + χSi

sinhχSi

− 1

}

× 100. (6.23)

Observe that in the limit of χSi → 0 (the ideal case), (6.22) and (6.23) indicate
that no change in either JC or β should result. In the presence of strong NBR,



Second-Order Phenomena 207

however, (i.e., χ → ∞), both JC and β fall rapidly to zero. Calculation of the
percentage normalized change in both JC and β for a Si BJT in the presence of
NBR, as a function of τnb, clearly shows that the variation in JC and β compared to
the ideal case gets larger as τnb decreases (i.e., as the trap density in the base region
increases), with an almost 10% decrease in JC when τnb is about 10 psec. For
the larger recombination lifetimes typically encountered in realistic Si BJTs base
regions, however, the NBR component clearly has a negligible effect on both JC
and β. Solving (6.19) for a SiGe HBT requires the knowledge of ξ, which depends
on both the shape of the base doping profile and the grading of the Ge profile across
the neutral base. For a linearly graded Ge profile with a constant Nab, there exists
a constant Ge-grading-induced electric field across the base, which can be written
as
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Figure 6.17 Theoretical variation in the NBR current density in both Si and SiGe
transistors as a function of minority carrier lifetime in the base region,
at both 358 K and 200 K.

ξ =
kT

q

{

nib
Nab

}

d

dx

{

Nab

nib

}

=
−∆Eg,Ge(grade)

2qWb
. (6.24)

Using (6.19) and (6.24), one obtains a simplified differential equation for the SiGe
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HBT [8],

d2∆nb
dx2

−
{

∆Eg,Ge(grade)
2Wb kT

}

d∆nb
dx

−
∆nb
L2
nb

+
nbo
2

{

∆Eg,Ge(grade)
Wb kT

}2

= 0.

(6.25)

Solving (6.25) with the appropriate boundary conditions yields

∆nb(x) = C1 e
m1x + C2 e

m2x − (1 + m0) nb0(x), (6.26)

where the various terms are given by:

nb0(x) =
γ n2

ib(Si)

Nab
e(∆Eg,Ge(grade) x/Wb+∆Eg,Ge(0))/kT , (6.27)

m0(x) =
2χ2

SiGe

(∆Eg,Ge(grade)/kT )2 − 2χ2
SiGe

, (6.28)

m1(2)(x) =
∆Eg,Ge(grade)

4Wb kT







1 + (−)

√

1 +
[

4χSiGe

∆Eg,Ge(grade)/kT

]2






(6.29)

C1 =
nb0(0) em2Wb

{

eqVBE/kT + m0
}

− nb0(Wb)
{

eqVBC/kT + m0
}

em2Wb − em1Wb
(6.30)

C2 =
nb0(0) em1Wb

{

eqVBE/kT + m0
}

− nb0(Wb)
{

eqVBC/kT + m0
}

em1Wb − em2Wb
. (6.31)

Substituting (6.26)-(6.31) into (6.18) we obtain finally

Jnbr(SiGe) =
q

τnb,SiGe

{C1(em1 Wb − 1
m1

+
C2(em2 Wb − 1

m2

−
(1 + m0)[nb0(Wb) − nb0(0)]
∆Eg,Ge(grade)/kT Wb

}

. (6.32)

In general, τnb in a SiGe HBT can in principle be different from that in a Si
BJT, due to the differences in the base profile. Using (6.18) and (6.32), one can
roughly estimate the impact of τnb, Ge profile shape, and temperature on the NBR
component in both Si and SiGe transistors, respectively. A comparison between
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the NBR in SiGe HBT and Si BJT can be made at fixed VBE , which is modeled
as a function of temperature to fit the data at IC = 5.0 µA. Figure 6.17 shows the
variation of NBR base current components in both a SiGe HBT and a Si BJT as a
function of τnb, calculated at 358 K and 200 K, respectively. The SiGe HBT has
a trapezoidal profile shape with a Ge content at x = 0 of 2% and Ge grading of
5%, with a base width of 65 nm and base doping of 3x1018 cm−3. For simplicity,
τnb, µnb, and the NCNV product in the SiGe HBTs are assumed to be identical
to that in the Si BJT. Observe that the NBR-induced base current component gets
exponentially larger for decreasing τnb and gets comparable to IC at very low τnb
values (< 1 psec). It can also be clearly seen that Jnbr in the SiGe HBT is larger
than that in a comparably constructed Si BJT and that this difference gets larger
with cooling.
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Figure 6.18 Theoretical variation of the ratio between the NBR currents in a SiGe
HBT and Si BJT as a function of Ge profile shape, at both 358 K and
200 K.

The NBR component in a SiGe HBT will be a thermally activated function of
the amount of Ge-induced bandgap reduction at the EB space-charge edge (that is,
∆Eg,Ge(0)), since Qnb depends strongly (exponentially) on this quantity. The Ge
grading, however, is also expected to play a role in increasing the NBR component
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in a SiGe HBT since it affects the minority carrier base charge. Figure 6.18 shows
the calculated ratio between the NBR component in a SiGe HBT and that in a
comparably constructed Si BJT at 358 K and 200 K, for Ge profiles with varying
Ge content at the EB boundary and a constant integrated Ge content (i.e., stability).
As expected, the largest variation in NBR base current component is observed in a
box-profile SiGe HBT. With cooling, this SiGe-to-Si ratio gets exponentially larger
for all situations considered. Figure 6.19 shows the variation in the NBR ratio as a
function of reciprocal temperature for three different situations: 1) a 0% Ge profile
(i.e., Si BJT); 2) a 10% triangular Ge profile; and 3) a 7% trapezoidal profile (with
5% Ge grading). Clearly, the strongest increase in the NBR ratio is for a trapezoidal
SiGe HBT, due to the presence of a large bandgap reduction at the EB space-charge
boundary.
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Figure 6.19 Theoretical variation of the ratio between the NBR currents in a SiGe
HBT and Si BJT as a function of reciprocal temperature, for three
different Ge profiles.

In real transistors, the shape of the base doping profile will also influence the
Jnbr ratio due to the presence of a doping-induced, position dependent, built-in
electric field in the base region. Solving (6.19) in such situations is difficult, and
more often than not will not yield a closed-form solution. Instead, one can resort to
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more sophisticated numerical simulators to determine Jnbr under such situations.
Note, however, that 1-D drift-diffusion simulators cannot easily model NBR be-
cause of the difficulty in modeling the base contact of a 1-D bipolar transistor (see
Chapter 12). Since NBR is a bulk effect, a 2-D (or 3-D) simulation tool is required
to properly account for this effect.

For an npn bipolar transistor with negligible EB space-charge region recombi-
nation, IB under arbitrary forward-active bias is the sum of the hole current back-
injected into the emitter, the hole current due to impact ionization in the collector-
base region, and the NBR component under discussion. For small values of VCB,
the additional hole current due to impact-ionization is negligible and thus IB is
dominated by the other two components. As Lnb gets comparable to Wb, the NBR
component of IB becomes increasingly important. With negligible NBR (the ideal
case), IB will be independent of VCB for any given VBE . However, under nonnegli-
gible NBR, any change in Wb with respect to Lnb will perturb the NBR component
of IB. Thus, an easy way to estimate the impact of NBR in a given transistor is
to observe the rate of decrease in IB with respect to varying VCB, at a fixed VBE .
The base current in this case can be expressed as the sum of the drift-diffusion
component and the NBR component as

JB = JB,diff + Jnbr = Jb0 e
qVBE/kT + Jnbr,0 e

qVBE/kT . (6.33)

Here Jb0 is assumed to be independent of VCB, while Jnbr,0 is a function of VCB
because of χSi and is given by (from (6.20))

Jnbr,0(Si) =
q Dnb n

2
ib

NabLnb

{

coshχSi − 1
sinhχSi

}

. (6.34)

Since the diffusion component of IB is independent of VCB, the change in IB with
VCB will only be due to the variation in Jnbr through the variations in Wb. There-
fore, in general, the input conductance of the transistor (gµ) can be written as [8]

gµ =
∂JB
∂VCB

∣

∣

∣

∣

VBE

=
∂Jnbr
∂VCB

∣

∣

∣

∣

VBE

=
∂Jnbr
∂Wb

∣

∣

∣

∣

VBE

∂Wb

∂VCB

∣

∣

∣

∣

VBE

. (6.35)

Using (6.32),(6.33), and (6.34) we can determine the gµ in a Si BJT

gµ(Si) =
q Dnb n

2
ib

NabLnb
eqVBE/kT

{coshχSi − 1

sinh2 χSi

} 1
Lnb

[ ∂Wb

∂VCB

]

. (6.36)

A more convenient way to compare the variations in Jnbr between devices and
across temperature is to normalize gµ to the base current at VCB = 0 V (g′µ).
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Therefore, by rewriting (6.36) using the expressions for both JC and VA derived in
Chapter 4, we finally obtain g′µ in a Si BJT

g′µ(Si) =
gµ(Si)

IB,Si(VBE , VCB = 0)
≈

−βSi(VBE , VCB = 0) χ2
Si (coshχSi − 1)

VA,Si(forced − VBE ) sinh2 χSi

,

(6.37)

where βSi(VBE , VCB = 0) represents the current gain measured at a given VBE and
VCB = 0 V and VA,Si(forced − VBE ) represents the Early voltage at a fixed VBE .
Observe that when χSi is zero (representing the ideal situation in the transistor with
no NBR) that (6.37) predicts that g′µ will be zero, as one would expect. On the
other hand, when χSi becomes large (i.e., significant NBR is present), then (6.37)
yields an increased value of g′µ. Since β and VA are weakly bias dependent in
well-designed Si BJTs, it is expected that g′µ will be relatively constant in the low-
injection regime. Using (6.37) we can roughly estimate τnb from the knowledge of
the experimentally determined values for β, VA, and g′µ in a Si BJT, for arbitrary
bias.

Historically, the first experimental observation of NBR in SiGe HBTs was pre-
sented in [12], and a two lifetime region model was used to fit the simple first-order
theory to the data. By assuming a low lifetime region near the CB space-charge
region edge (associated with the SiGe growth interface), good agreement between
measured data and theory was reported.

The g′µ in a SiGe HBT with a trapezoidal Ge profile can in principle be obtained
directly from (6.32), but is quite complicated mathematically. However, in order to
qualitatively determine the device design parameters which strongly influence g′µ,
one can consider a simple box Ge profile. In this case, it is easily shown that g′µ in
a SiGe HBT is the same as (6.37), except for the differences in β. This is expected,
since both Jnbr and β in a SiGe HBT are determined primarily by the amount of
Ge-induced bandgap reduction at the EB space-charge edge (i.e., ∆Eg,Ge(0)). In
general, however, the NBR current component and hence g′µ will be a function
of the amount of Ge introduced into the base region of a SiGe HBT (that is, EB
boundary value as well as Ge-grading). In addition, since the SiGe-to-Si Jnbr ratio
is effectively amplified by cooling, it is expected that the SiGe-to-Si g′µ ratio will
also exponentially increase with decreasing temperature.

6.2.2 Experimental Results

In order to better understand the influence of NBR on SiGe HBT operation, we
experimentally compared identically fabricated Si BJT and SiGe HBTs at various
temperatures and biases in order to highlight the experimental observation of NBR,
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Figure 6.20 Measured Gummel characteristics for a comparably designed SiGe
HBT and Si BJT, at both 358 K and 200 K.

the influence of NBR on VA [13, 14], and the modeling of NBR in SiGe HBTs for
circuit applications [15]. SiGe HBTs with two different Ge profiles were consid-
ered: a 7% trapezoidal Ge profile that has approximately 2% Ge at x = 0 and 5%
Ge grading, and a 10% peak triangular Ge profile. Figure 6.20 shows the measured
Gummel characteristics for the trapezoidal Ge profile SiGe HBT and the Si BJT, at
358 K and 200 K, respectively. The similarity of IB at both temperature extremes
is a good indication that the Si BJT is an excellent control for inferring Ge-induced
differences in NBR. Figure 6.21 compares the variation in the normalized-IB as a
function of VCB for both the Si and SiGe transistors at 358 K at 200 K, respectively.
In this case, the transistors are biased in the low-injection region where their col-
lector and base currents are ideal. One can clearly observe the decrease in IB at low
VCB due to the modulation of the NBR current component for both transistors, at
358 K and 200 K, respectively. The strong decrease in IB at larger values of VCB is
due to an increase in the impact-ionization base current component. By observing
the variation in IB with VCB in the low-VCB range, one can easily conclude that the
Si BJT shows a weak NBR component (≈ 0.5% decrease in IB), while the SiGe
HBT shows not only a larger NBR base current component, but also an increase in
the NBR with cooling, as anticipated from theory. It is important to note here that,
although the NBR component in the SiGe HBT is clearly larger than that in the Si
BJT, the magnitude of the NBR component is nevertheless still quite small (≈ 3%
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Figure 6.21 Measured normalized IB as a function of VCB for a SiGe HBT and a
Si BJT, at both 358 K and 200 K.

of IB at 200 K).
Using experimentally determined values for β, VA, and g′µ for the Si BJT, and

approximate values for both Wb and µnb at 300 K, we estimate τnb to be about 0.2
nsec from (6.37) for this transistor. We expect that 0.2 nsec actually underestimates
the real τnb value, because of the assumption of a constant doping profile in the
base region used to derive (6.20). Previous studies [16, 17] on the estimation of
minority-carrier lifetimes from experimental data suggest that a correction factor
has to be used to properly account for the effect of the base doping gradient on
the accurate estimation of τnb in real transistors. Therefore, by using an effective
doping-induced base grading factor (η = ln(Nab(0)/Nab(Wb))) of 4.6, which is
reasonable in these transistors, we obtain a τnb of about 2 nsec for the Si BJTs.
Due to the presence of large base doping concentration (peak Nab ≈ 5x1018 cm−3)
in these devices, τnb is expected to be dominated by Auger recombination rather
than a pure SRH recombination process. Recent literature results [18] indicate
that for acceptor doping levels close to 1x1019 cm−3, τnb is approximately 55 nsec
and that the Auger recombination component is at least an order of magnitude
smaller than the SRH component. Indirect evidence for the presence of traps in the
base region of various UHV/CVD Si and SiGe transistors has been demonstrated
by performing liquid-helium temperature measurements of devices [19] (refer to
Chapter 9).
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The measured g′µ in SiGe HBTs is not only expected to be larger than for a
comparably constructed Si BJT, but also thermally activated due to the presence of
Ge band-offsets in the base region. Figure 6.22 confirms this expectation for both
triangular and trapezoidal profile SiGe HBTs. Treating the presence of the graded
Ge profile as equivalent to an increase in η, we can roughly estimate τnb for these
SiGe HBTs by using (6.37). For instance, assuming that the 7% trapezoidal Ge
profile is equivalent to a 10% increase in η compared to the Si BJT and by using
the experimentally measured results for β, VA, and g′µ for the SiGe HBT, we obtain
a value of τnb of approximately 1.5 nsec for these SiGe HBTs. As expected, the τnb
values for both SiGe and Si transistors are comparable and the differences observed
in the measured g′µ are due primarily to the base bandgap differences induced by
the Ge. It is important to note that this thermally activated relationship of the ratio
between the g′µ in a SiGe HBT and that in a Si BJT can only be explained by the
variation in the base bandgap in SiGe HBTs and not by the small differences in τnb
that might exist.

We have also experimentally observed that g′µ in SiGe HBTs at low-injection
levels shows only a weak VBE dependence at all temperatures (Figure 6.23), mainly
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Figure 6.23 Measured g′µ as a function of collector current density in a SiGe HBT
with a triangular Ge profile. Two emitter areas are shown, at both 358
K and 200 K.

because of the cancellation of the bias dependence of β and VA in (6.37). The
NBR base current component in both the Si BJT and SiGe HBT showed only a
weak dependence on the emitter size (Figure 6.23). This is not unexpected since
the NBR component is primarily determined by the presence of traps in the bulk
region of the intrinsic base region, independent of the emitter geometry.

6.2.3 Impact of NBR on Early Voltage

A direct consequence of NBR is a difference in the slope of the common-emitter
output characteristics of a transistor depending on whether the device is biased us-
ing forced-IB or forced-VBE conditions [20]. This can be explained by comparing
the dc characteristics for a transistor under an ideal situation (no NBR) with that
in the presence of NBR (see Figure 6.24). Without NBR, the increase in IC with
VCB is the same whether the transistor is biased under forced-VBE or forced-IB
input drive, yielding the same VA for both conditions. In the presence of NBR,
however, VA measured using both techniques will differ because of the decrease
in IB with VCB. In a forced-IB situation, VBE is allowed to change in such a way
as to maintain constant IB. Due to the fact that IB decreases with increasing VCB
in the presence of NBR, VBE is forced to increase so as to maintain constant IB.
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Figure 6.24 Illustration of the effects of NBR on the Gummel and output charac-
teristics of a transistor.

This small increase in VBE exponentially increases IC , leading to a much smaller
VA. In a forced-VBE situation, however, the IC increase is due only to the decrease
in Wb for an increase in VCB, as one might expect in the ideal case. Thus, in the
presence of NBR, VA(forced − IB) will be smaller than VA(forced − VBE ), and the
two quantities are related through g′µ, as detailed in the following derivation.

Under nonnegligible NBR, the forced-IB operation of a transistor causes VBE
to increase for an increase in VCB. From (6.33) one can determine

∂JB
∂VCB

∣

∣

∣

∣

IB

= 0 = JB(0)
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from which we have
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. (6.39)
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In the case of forced-VBE operation, we can define g′µ as

g′µ =
1
JB
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Note that (6.39) and (6.40) must be exactly equal because both equations represent
the amount of NBR sampled in the transistor under the two different modes of
operation. Therefore,

g′µ =
−q
kT

∂VBE
∂VCB

∣

∣

∣

∣

IB

. (6.41)

In general, the Early voltage from forced-VBE and forced-IB can be derived from
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the Moll-Ross equation as (refer to Chapter 4)
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and
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Using (6.41)–(6.43) and rearranging the terms give, finally [8]

g′µ ≈
1

VA(forced − VBE )
−

1
VA(forced − IB)

. (6.44)

Since g′µ is small in a well-made Si BJT, the difference between VA(forced −
VBE ) and VA(forced − IB) is expected to be small, as is readily apparent from
Figure 6.21. Equation (6.44) predicts that in SiGe HBTs, however, the difference
between VA(forced−VBE ) and VA(forced−IB) will be greater because of the larger
g′µ compared to a Si BJT. Observe that using (6.44) one can also indirectly estimate
the ratio of g′µ between similarly constructed SiGe and Si transistors simply from
the knowledge of measured VA values. For the present case, using the measured
VA values for SiGe HBT (trapezoidal profile) and the Si BJT at 358 K and 200 K,
we obtain g′µ(SiGe)/g′µ(Si) ≈ 3.0 at 358 K and g′µ(SiGe)/g′µ(Si) ≈ 9.0 at 200 K,
which closely agrees with the results shown in Figure 6.22.

Recent transistor simulations have shown that VA(forced − IB) and hence the
βVA of bipolar transistors is smaller in the presence of NBR when compared to an
ideal situation [21, 22], and that variations in the base bandgap as well as temper-
ature changes will also significantly affect the βVA of transistors in the presence
of NBR. Figure 6.25 shows typical common-emitter output characteristics of a Si
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BJT measured using both forced-VBE and forced-IB input drive at 358 K and 200
K, respectively. Clearly, no noticeable difference exists between the two measure-
ments because of the fact that the transistor has only a weak NBR component in
the base current.

Figure 6.26 and Figure 6.27, however, show typical common-emitter output
characteristics for the SiGe HBT, also obtained using forced-IB and forced-VBE at
358 K and 200 K, respectively. It is readily apparent from these figures that with
cooling, the slope of IC with respect to VCE increases in a forced-IB measurement,
compared to a decrease in the same quantity for a forced-VBE measurement. Fig-
ure 6.28 shows VA obtained for both Si and SiGe transistors using forced-IB and
forced-VBE conditions as a function of reciprocal temperature. Observe that the VA
in a Si BJT, obtained using both techniques, yields similar results, thus confirming
the presence of only a weak NBR component in the base current of these tran-
sistors. In the SiGe HBTs, however, we can clearly observe a quasi-exponential
degradation of VA(forced − IB) compared to a quasi-exponential improvement in
VA(forced − VBE ) with cooling. While it is the bandgap grading in the SiGe HBT
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that increases the VA(forced − VBE ), it is the amount of ∆Eg,Ge(x = 0) that causes
the exponential degradation in VA(forced − IB) with cooling. From these experi-
mental results, it is clear that such a strong temperature and input-bias dependent
situation for SiGe HBTs could potentially have important consequences on the per-
formance of SiGe HBT circuits which depend critically on the output conductance
of the transistor.
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Figure 6.29 Measured and simulated normalized base current as a function of
collector-base voltage.

6.2.4 Identifying the Physical Location of the NBR Traps

Given the experimentally determined presence of NBR in these SiGe HBTs, it is
logical to wonder about the physical location of the responsible traps and how they
may relate to the details of the device fabrication process. Calibrated 2-D device
simulations (in this case with MEDICI [23]) are best suited to this task, and provide
important insight into the physical mechanism of NBR in these SiGe HBTs. The
MEDICI simulation-to-data calibration process is nontrivial, and information on
proper meshing, parameter model choice, and the coefficient tuning methodology
is discussed in [24], as well as in Chapter 12. Given the importance of temperature
in experimentally assessing NBR in SiGe HBTs, simulation calibration across a
wide temperature range (e.g., 300 K to 200 K) is important in the context of NBR.
Note that the electron and hole lifetimes (i.e., trap densities) throughout the device
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Figure 6.30 Doping and Ge profile for a SiGe HBT with finite trap density at the
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are necessarily fixed during this calibration process.
Using these final calibrated parameters, we compared the measured and simu-

lated normalized base current dependence on VCB (Figure 6.29). Below the onset
of impact ionization the simulations show only about 1.0% IB reduction per volt
VCB, compared to the measured value (about 3.0% per volt VCB). Note that in-
troduction of a low lifetime region throughout the neutral base region changes the
total IB dramatically, and fails to accurately model the normalized IB dependence
on VCB. This is not surprising given that: 1) the NBR-induced base current com-
ponent is only a small fraction of the total IB in these devices; and 2) the total
base current of the SiGe HBT and Si BJT are nearly identical (meaning both have
similar overall base trap density).

A logical explanation to this mismatch between data and simulation is that the
additional traps responsible for the observed NBR are not uniformly distributed
throughout the base, but rather are located in the vicinity of the CB junction. This
hypothesis makes intuitive sense given that the original SiGe/Si growth interface is
a plausible location for additional traps. As shown in Figure 6.30, a box-like, low-
lifetime region (i.e., high trap density), located in the CB junction and centered
on the SiGe growth interface, can explain the measured results (refer to the curve
labeled "simulation with CB traps" in Figure 6.29). As can be seen in Figure 6.31,
the hole recombination rate (R) is strongly modulated by the changing VCB, and
yet the total base current remains unperturbed, consistent with the data. Note that in
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this case, the recombination process is modulated by the majority carriers (holes),
not the minority electrons one usually associates with NBR. One can estimate the
value of the hole lifetime due to the traps by using

∆IB ≈ q RAE ∆Wnbr =
q nAE ∆Wnbr

τ
=

JC AE

vs

∆Wnbr

τ
=

IC
vs

∆Wnbr

τ
, (6.45)

where ∆IB is the IB reduction due to the ∆VCB increase, ∆Wnbr is NBR-induced
positional shift in the point where n = p as VCB increases, vs is the saturation veloc-
ity, and τ is the effective hole lifetime. The resulting normalized CB conductance
becomes

g′µ =
1
IB

∂IB
∂VCB

≈
β

vsτ

∂Wnbr

∂VCB
. (6.46)

Using the lifetime determined in this manner, one finds that under the constraints
of: 1) matching the total base current (hence β) at both 300 K and 200 K, while
simultaneously 2) matching the CB conductance at 300 K and 200 K, that there is
little flexibility in the trap lifetime and location if simulation-to-data calibration is
to be maintained. Moving the traps closer to the EB junction, for instance, degrades
β due to enhanced EB space-charge region recombination.
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6.2.5 Circuit-Level Modeling Issues

Precision current sources (CSs), which are used extensively in many analog circuit
applications, rely on the high VA of the transistor to maintain a constant current
output for large output voltage swings, and thus require very high output resistance
(Rout). Given that in the presence of NBR there can be significant difference be-
tween the VA of a SiGe HBT depending on whether it is voltage or current input
driven, we can naively expect that the presence of NBR will have a strong impact
on the performance of precision SiGe HBT CSs, particularly as the temperature
changes. To assess the effects of NBR in precision SiGe HBT analog circuits,
as well as shed light on the circuit-level modeling of NBR in SiGe HBTs, we
have analyzed the behavior of various SiGe HBT current sources: the Wilson CS,
the Cascode CS, the high-source-resistance CS, and the low-source-resistance CS,
across the realistic operating range of -55◦C to 85◦C.

In order to quantify the impact of NBR on the temperature characteristics of
these circuits, we first modified the conventional bipolar compact model (in this
case, the Gummel-Poon PSPICE model, but the approach is easily extendable to
any compact modeling tool) to accurately model the temperature dependence of
VA in SiGe HBTs across temperature [14]. The influence of NBR on the transistor
characteristics is modeled in SPICE by considering a Miller resistance (rµ = 1/gµ)
placed across the CB junction (Figure 6.32), whose values at various temperatures
can be obtained experimentally from the inverse slope of the measured IB versus
VCB characteristics. In a forced-VBE input-drive situation, the variations in VCB
will force a current through rµ that flows into the voltage source to decrease IB by
∆iµ = VCB/rµ, as one would expect in the presence of NBR.

In this situation, the variation in IC with VCB is largely controlled by the SPICE
VAF parameter. In the forced-IB input-drive situation, however, ∆iµ is forced to
flow into the device causing IC to increase by β × iµ, thereby degrading VA. Fig-
ure 6.33 shows the close agreement between the appropriately modified SPICE
model and the common-emitter output characteristics for the SiGe HBT at both
358 K and 200 K. In this case we have introduced a new parameter to control the
temperature dependence of VA (XTVAF).

Calibrated SPICE models were used to investigate and compare the tempera-
ture characteristics of Rout in CSs built with SiGe HBTs both with NBR and with-
out NBR (i.e., the ideal case). Figure 6.34 shows the circuit schematic for both the
Cascode and Wilson CSs, and Figure 6.35 shows the modeling results for Rout in
these SiGe HBT CSs for situations both with and without NBR in the transistors, as
a function of temperature. Under an ideal situation, both CSs show an increase in
Rout because of the increase in both β and VA with cooling. In the presence of NBR
in the transistors, however, the Rout of both CSs is not only smaller (worse) com-
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Figure 6.32 Schematic showing the approach to modeling NBR in SPICE using
the collector-base resistance rµ.

pared to the ideal case (no NBR) but also has an opposite temperature dependence.
Observe that the default SPICE model does not accurately predict the temperature
dependence of Rout in these CSs because of the lack of a parameter to account for
the temperature dependence of VA in the SiGe HBTs.

Other commonly used CS configurations include the high-source-resistance CS
and low-source-resistance CS, shown in the inset of Figure 6.36. Unlike the Wil-
son, and Cascode CSs, these circuits correspond to the forced-IB and forced-VBE
input-bias modes of operation, respectively. The modeling results for the ratio be-
tween the Rout of these circuits in situations with NBR to that without NBR, as
a function of temperature are shown in Figure 6.36. The variable resistor value
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was chosen such that the transistor was biased at IC ≈ 1.0 µA at all temperatures.
The low-source-resistance SiGe HBT CS shows near-ideal behavior of Rout across
this temperature range because the transistor is biased in an almost pure forced-
VBE input-bias mode. The high-source-resistance SiGe HBT CS, however, shows
a significant degradation in the Rout ratio with decreasing temperature because of
the NBR-induced degradation in VA resulting from operating the transistor in an
almost pure forced-IB input-bias mode. Finally, if we compare the performance
of a SiGe HBT cascode and high-source-resistance CS with that of comparably
designed Si BJT CSs, in the presence of NBR, we find that the use of SiGe HBT
in the Cascode CS architecture gives substantial improvement in Rout to that ob-
tained for a Si BJT-based Cascode CS (Rout(SiGe)/Rout(Si) = 2.8 at 300 K).
As the circuits are biased closer to a forced-IB input-bias mode situation, as in
the high-source-resistance CS, however, one can clearly see the degrading effect
of NBR in the SiGe HBT circuit. In this case, the performance of the SiGe HBT
high-source-resistance CS and the Si BJT high-source-resistance CS are compa-
rable (Rout(SiGe)/Rout(Si) = 1.0 at 300 K), and the Si BJT-based CS actually
outperforms the SiGe HBT CS at lower temperatures (Rout(SiGe)/Rout(Si) = 0.7
at 200 K) [8].

While conventional Si BJT compact models can be appropriately modified to
accurately capture NBR effects for circuit design, small-signal equivalent circuits
of the transistor remain very useful for circuit analysis and offer additional insight
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Figure 6.34 Circuit schematics of the Cascode and Wilson precision CSs.

into how device effects such as NBR couple to actual circuit operation. The first
attempts to develop a small-signal model for the SiGe HBT were based on a linear
superposition principle [25], but were shown to produce incorrect modeling of the
emitter current. More recent work yielded a new hybrid-π small-signal model for
the SiGe HBT, which properly accounts for the presence of significant NBR [26].
As depicted in Figure 6.37, the output resistance

ro ≡
1

∂IC
∂VCB

∣

∣

∣

VBE

, (6.47)

and the collector-base resistance

rµ ≡ −
1

∂IB
∂VCB

∣

∣

∣

VBE

(6.48)

are the required model parameters. From direct analysis of this new SiGe HBT
hybrid-π model, we can determine that

rµ ≈
β

{

IC
VA(forced−IB )+VCE

− IC
VA(forced−VBE )+VCE

} (6.49)

and thus

g′µ ≡
gµ

IB
=

1
rµIB

≈
1

VA(forced − IB) + VCE
−

IC
VA(forced − VBE ) + VCE

,

(6.50)
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consistent with the result obtained by a more device-physics oriented transport
formulation, as derived in (6.44). More details on the model extraction from ex-
perimental results, and its validity, are given in [26].

6.2.6 Device Design Implications

Experimental results, first-order theoretical calculations, and simulation results
clearly show that the Ge-induced band offsets in the base region of a SiGe HBT can
be used to exponentially enhance VA and βVA compared to that of a comparably
constructed Si BJT. Unfortunately, however, these same Ge-induced band offsets
will also amplify the otherwise weak NBR component in the transistors. Since the
NBR current component in a SiGe HBT is a thermally activated function of the
band offset at the EB space-charge region boundary, one would like to decrease the
Ge-concentration at the EB boundary to weaken the impact of NBR on the device
characteristics. This reduction in Ge, however, will also clearly reduce the β of
the transistor, which is exponentially dependent on ∆Eg,Ge(x = 0). In practice,
where one typically works under a constant thermodynamic stability criterion for
the requisite SiGe strained layers, any reduction in the Ge-concentration at the EB-
boundary will allow an increase in the Ge-grading across the base region. This is
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advantageous for many SiGe HBT analog circuits, where one can trade β (typically
not a limiting parameter) for larger VA and higher fmax. Thus, a triangular-shaped
Ge profile SiGe HBT is expected give the maximum benefit for VA, βVA, and fmax,
and also result in a lower NBR-induced base current component. Experimental
results, however, indicate that even in a triangular Ge profile SiGe HBT, the NBR
component is significantly larger than in a comparably designed Si BJT (of equal
neutral base trap density). Therefore, any introduction of Ge into the base region
of a SiGe HBT, which is obviously intended to improve transistor performance,
will naturally amplify the effects of any NBR base current component that may be
present.

As discussed above, the presence of NBR causes IB to be dependent on VCB,
hence affecting the relative VA(forced − VBE ) versus VA(forced − IB) values. A
consequence of this difference is a much stronger-than-expected temperature de-
pendence of the performance of SiGe HBT precision analog circuits, depending
on the transistor input biasing condition of the circuit. For example, temperature
characteristics consistent with simple SiGe theory (Chapter 4) for the SiGe HBT
precision current sources are obtained when the transistors are biased using forced-
VBE input drive, whereas, a strongly degraded circuit performance at reduced tem-
peratures is seen for a forced-IB input biasing mode. Since in most analog circuit
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designs the input-bias for a transistor is not purely VBE driven, it is clear that the
temperature performance of SiGe HBT precision circuits will be degraded due to
the presence of NBR in the transistors. Therefore, in order to minimize the impact
of NBR on the overall performance of SiGe HBT precision analog circuits, it is
important that one carefully design the input-bias of those transistors from which
large VA is required to be closer to a forced-VBE mode. The modeling method-
ology using a modified SPICE code that we have introduced should allow circuit
designers to quantify the impact of NBR and thus gauge its importance in specific
SiGe HBT circuit designs.

6.2.7 The Bottom Line

The presumption in this section is that significant NBR exists in the SiGe HBTs
under consideration. In this situation we can say:

• An observable difference between VA(forced − VBE ) and VA(forced − IB)
will exist in the SiGe HBT, and will be reflected in the output characteristics
of the transistor.

• The measured VA(forced − VBE ) value in the presence of NBR will be con-
sistent with simple device theory (Chapter 4), but the VA(forced − IB) will
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be degraded (lower) compared to simple theoretical expectations.

• This input-drive-dependent VA difference will be amplified in the SiGe HBT
compared to a comparably constructed Si BJT. That is, Ge-induced bandgap
engineering will always act to enhance the effects of NBR.

• This input-drive-dependent VA difference will get larger (worse) as the tem-
perature decreases.

• Careful 2-D simulations can be used to identify the physical location of the
traps responsible for the NBR component, and correlated with the fabrication
process.

• Accurate compact modeling of SiGe HBTs for circuit design which includes
NBR can be accomplished using existing Si BJT models, but may require
an additional parameter to account for the inherently different temperature
dependence in VA between a SiGe HBT and a Si BJT. Such NBR-compatible
models can provide a detailed assessment of the role of NBR-induced VA
changes on particular circuits.

NBR, while clearly inherent to bipolar transistor operation because finite trap
densities necessarily exist in semiconductor crystals, does not necessarily strongly
perturb the characteristics of modern SiGe HBTs. The experimental results pre-
sented in this chapter show a significant NBR base current component, and thus
are instructive for understanding and modeling NBR in SiGe HBTs, but we have
also measured devices from other SiGe technologies which do not show appre-
ciable NBR-induced VA changes. Thus, we do not consider NBR in any way to
be a "show-stopper" for SiGe HBT deployment, but rather something to be care-
fully monitored and assessed during technology development and qualification. In
this case, a simple bench-top measurement of IB(VCB)/IB as a function of VCB at
two different temperatures (e.g., 300 K and 200 K) provides a simple and power-
ful tool for accurately assessing the presence of significant NBR in a given SiGe
HBT technology generation. If present, appropriate steps can be taken to either
try and correct the situation by process modification, or models can be developed
which accurately account for the effect, thus ensuring that circuit designs are not
negatively impacted.

6.3 Heterojunction Barrier Effects

In order to achieve maximum performance, SiGe HBTs must be biased at very
high collector current densities (typically, above 1.0 mA/µm2). High-injection
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heterojunction barrier effects (HBE), which occur in all HBTs, can cause severe
degradation in key transistor metrics such as, β, gm, VA, fT , and fmax, especially at
reduced temperatures (see Chapter 9 for more detail on temperature effects). Care-
ful transistor optimization is therefore required to delay the onset of the HBE to
well above the current density levels required for normal circuit operation. Since
the severity of the HBE is mainly determined by the amount of Ge-induced band
offset at the SiGe/Si hetero-interface and the collector doping level, one needs to
carefully design the CB junction of the HBT. In order to delay the onset of Kirk
effect and hence HBE, one can easily increase the collector doping level (Ndc).
Increasing Ndc, however, decreases fmax and BVCEO due to the increase in CCB

and the CB electric field, respectively, presenting serious design constraints.
As will be seen, the shape and position of the Ge profile in the CB region of

a SiGe are critical in determining the characteristics of the onset of HBE and the
rate of degradation in HBT characteristics with increasing JC . While large Ge
grading is desirable for increasing VA, fT , and fmax of a SiGe HBT, the increased
Ge concentration at the CB junction increases the induced barrier associated with
HBE. To reduce the impact of the barrier on device performance, one can either
gradually decrease the Ge at the CB region or place the SiGe-Si heterointerface
deeper inside the collector region, instead of having an abrupt SiGe-Si transition at
the interface. Obviously, these methods lead to an increase in the total Ge content
of the film, which imposes film stability (and hence manufacturing) constraints on
the fabrication process. These device design trade-offs clearly indicate that there
exists no specific design solution to completely eliminate HBE. One can, however,
tailor the CB design to suit the application at hand, and offers testament to the
versatility that can be achieved with bandgap engineering.

We experimentally and theoretically examine the impact of Ge profile shape
and the scaling of collector doping profile on high-injection HBE in SiGe HBTs
operated over a wide temperature range of -73◦C to 85◦C [27, 28], as well as
address compact modeling issues [29]. The results indicate that careful Ge profile
design tailored with a proper collector profile design is required to push the barrier
onset current density (JC,barrier) to well beyond the typical circuit operating point.

We limit our discussion here to what we term "high-injection HBE," occur-
ring at high-JC in the device [8]. We note, however, for completeness, that there
is another class of heterojunction barrier effects associated with the physical mis-
placement of the SiGe/Si hetero-interface with respect to the EB and CB junctions.
As discussed in Chapter 4, as a general rule, the graded-base Ge profile should
begin and end in the space-charge regions of the EB and CB junctions, outside the
neutral base, since the transition from low bandgap (SiGe) to high bandgap (Si)
is thereby effectively "buried" in the appropriate space-charge regions. If, instead,
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Figure 6.38 SiGe HBT band diagrams illustrating a Ge-misplacement-induced
barrier.

the Ge profile is brought down inside the neutral base, parasitic conduction band
barriers will result, as illustrated in Figure 6.38. These parasitic barriers can oc-
cur by an error in epitaxial growth conditions that places the boron base profile in
an incorrect position with respect to the Ge profile, or more commonly, the base
profile can out-diffuse past the Ge layer due to excessive thermal cycle, or some
other enhanced diffusion process. In either case, due to barrier-induced minority
carrier pile-up in the base, the electrical consequences of this Ge misplacement can
be severe, resulting in a severe degradation in the transistor dc and ac performance,
even at low-JC values (it is the JC dependence that differentiates this phenomenon
from high-injection HBE). Such Ge-misplacement-induced HBE, however, are not
fundamental to the operation of SiGe HBTs, and thus proper SiGe film growth and
fabrication techniques can be used to easily eliminate them. For this reason, they
will not be addressed in detail here, and the interested reader is referred to [30] for
more detail.

6.3.1 High-Injection in SiGe HBTs

Although there are several ways to equivalently define high-injection in bipolar
transistors, a state of high-injection in the device can be said to generally occur
when the local minority carrier density in the emitter, base, or collector region,
approaches and then exceeds the local ionized doping level. The onset of high-
injection clearly depends on the construction and doping profiles of the device, but
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as a general rule-of-thumb for modern Si-based bipolar transistors, current densi-
ties in excess of about 1.0 mA/µm2 are usually sufficient to induce high-injection
in the collector region. High-injection in the base and emitter are typically of lesser
importance given the relatively higher doping densities in those regions.

In Si BJTs operated under high-injection in the collector, there are several
phenomena that can cause the collector and base currents to deviate from their
ideal low-injection behavior (i.e., IC , IB ∝ eqVBE/kT ), including Kirk effect [31],
Webster-Rittner effect [32, 33], the IR drop associated with the base and emitter
resistances, and quasi-saturation due to collector resistance. Among these, Kirk
effect (or "base push-out") is usually the most important in practical Si BJTs (and
SiGe HBTs). The physical basis of Kirk effect lies in the fact that the increased
minority carrier concentration in the CB region, at high-injection, is sufficient to
compensate for the doping-induced charge in the CB space-charge region, caus-
ing the space-charge region to first collapse, and then to be pushed deeper into the
collector region as JC (hence nC ) rises. The displacement of the CB space-charge
region effectively increases the basewidth, which leads to a decrease in the collec-
tor current (JC ∝ 1/Wb), and an increase in the base transit-time (τb ∝ 1/W 2

b ),
thus causing a premature degradation in both β and fT .

One can estimate the JC at the onset of Kirk effect (JC,Kirk) by considering the
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electron current density in the collector, which can be written generally as

JC ≈ q vs nC , (6.51)

where vs is the electron saturation velocity and nC is the electron concentration in
the collector. At the onset of Kirk effect, the built-in electric field at the original
CB interface is reduced to zero and is moved (pushed) to a region deeper inside the
collector. Using Poisson’s equation, we can determine the electron concentration
required to reduce the electric field to zero as

nC ≈ Ndc +
2ε(VCB + φbi)

qW 2
epi

, (6.52)

where Wepi is the collector epi-layer thickness and φbi represents the CB built-in
potential. Therefore, by combining (6.51) and (6.52) we obtain

JC,Kirk ≈ q vsNdc

{

1 +
2ε(VCB + φbi)

q Ndc W
2
epi

}

. (6.53)

The direct relationship between the onset of Kirk effect and the collector doping
level is obvious. To get a feel for the numbers, if we assume realistic values for the
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uniformly doped collector (e.g., Ndc = 1x1017 cm−3), and an epi-layer thickness
of 0.5 µm, we thus expect from (6.53) that the onset of Kirk effect will occur at
approximately 1.6 mA/µm2.

Since maximum device performance is achieved at large current densities,
one usually needs to increase Ndc to provide additional immunity to Kirk effect,
thereby increasing the CB electric field, and decreasing the CB breakdown volt-
age. Thus, a fundamental trade-off exists in Si BJTs between device performance
(i.e., peak fT ) and maximum operating voltage (i.e., BVCEO), as reflected in the
so-called "Johnson-limit" [34]. Note that at reduced temperatures, the slight in-
crease in the saturation velocity with cooling will naturally increase JC,Kirk (refer
to Chapter 9 for the design implications).

The story of high-injection is more interesting in SiGe HBTs. In SiGe HBTs,
the transition from a narrow bandgap SiGe base layer to the larger bandgap Si col-
lector layer introduces a valence band offset at the SiGe-Si heterointerface. Since
this band offset is masked by the band bending in the CB space-charge region dur-
ing low-injection operation, it has negligible effect on the device characteristics. At
high-injection, however, the collapse of original CB electric field at the heteroint-
erface exposes the offset, which opposes hole injection into the collector. The hole
pile-up that occurs at the hetero-interface induces a conduction band barrier that
then opposes the electron flow from base to collector, causing an increase in the
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stored base charge which results in the sudden decrease in both fT and fmax. The
"pinning" of the collector current due to this induced conduction band barrier, and
the simultaneous increase in the base current due to valence band offset, causes a
rapid degradation in desirable characteristics of the SiGe HBT at a HBE onset cur-
rent density, and can present serious device and circuit design issues. This effect
was first reported in [35, 36], and later addressed by others authors [27, 37, 38].
In addition, since the transport currents are thermally activated functions of the
barrier height, it is expected that the HBE will have a much more pronounced im-
pact at reduced temperatures, raising important questions about operation over a
wide temperature range [28, 39]. It is therefore essential that the collector profile
and the Ge profile be designed properly to reduce the impact of HBE on circuit
performance.

6.3.2 Experimental Results and Simulations

SiGe HBTs with three different Ge profiles were measured (an 15% Ge triangle,
an 10% Ge trapezoid, and an 8% Ge trapezoid), along with a comparably designed
Si BJT control. The collector profile was identical for all of the transistors and
was selectively implanted to simultaneously optimize fT (at high JC ) while main-
taining an acceptable BVCEO of about 3.3 V. The Gummel characteristics of all of
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Figure 6.43 Simulated barrier height as a function of current density at 358 K and
200 K. Inset shows the temperature dependence of the barrier height
at fixed current density.

the transistors are ideal across the measured temperature range of 200 K to 358
K. While the SiGe HBTs and Si BJTs have differing current gains, as expected,
a normalization of β as a function of JC shows that there is a clear difference in
high-injection behavior for the SiGe and Si devices, particularly at reduced tem-
peratures (Figure 6.39). As will be seen, this strong decrease in β at high current
densities is the result of both JC and JB phenomena associated with HBE. A sen-
sitive test for clearly observing high-injection HBE in SiGe HBTs is to extract the
transconductance (gm) at high JC from the Gummel characteristics, at high and
low temperatures. As shown in Figure 6.40, a clear dip in the gm at 200 K at a JC
of about 2.0 mA/µm2 can be clearly seen. By comparing gm and β at JC = 2.0
mA/µm2 between the SiGe HBT and the Si BJT at 358 K and 200 K, respectively,
one can easily deduce that the differences are associated with the Ge profile, and
hence are a signature of high-injection HBE. In addition, Figure 6.40 suggests that
the trapezoidal Ge profiles show a weaker degradation in gm at 200 K compared
to the triangular Ge profile, because of the presence of a smaller Ge band offset in
the CB junction (15% Ge versus 8% and 10% Ge, respectively), indicating that the
specific design of the Ge profile plays a role, as expected.

To shed light on both the physics of HBE in SiGe HBTs, as well as determine
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the optimum doping and Ge profiles for scaled SiGe HBTs, we have used numerical
device simulation (in this case, the 1-D drift-diffusion simulator SCORPIO [40]).
Carefully calibrated simulations based on measured SIMS profiles show agreement
with data for β, VA, fT , and fmax to within ±15% over -73◦C to 85◦C (and labeled
as "calibrated profile" in subsequent figures). Figure 6.41 shows the electric field
distribution in the base-collector region of both calibrated SiGe and Si transistors
at low- and high-JC . Observe that at low-JC , the CB built-in electric field entirely
covers the SiGe/Si heterointerface. At high-injection (JC = 4.0 mA/µm2, past peak
fT ), however, the CB space-charge region is pushed deep into the collector region
in both transistors due to Kirk effect and in the SiGe HBT a barrier is formed at
the original SiGe/Si heterointerface, and can be clearly seen in the high-JC field
distribution.

Figure 6.42 shows the evolution of the induced conduction band barrier to elec-
trons in the SiGe HBT as a function of JC . Clearly, the electron barrier appears
only at high injection and this can be correlated with the exposure of the SiGe/Si
valence band offset (Figure 6.44). In addition, the magnitude of the induced con-
duction band barrier (φB) gets larger as the device is biased progressively into
higher injection, while at very large current densities φB eventually saturates (Fig-
ure 6.43). Although φB at a fixed JC decreases with cooling due to the shift in
operating point with temperature (refer to Chapter 9), its impact will be much
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greater at low temperatures due to its thermally activated nature as a band-edge
phenomenon.

The sudden increase in JB accompanying the barrier onset in a SiGe HBT (Fig-
ure 6.45) is the result of the accumulation of holes in the base region due to HBE
(Figure 6.46). At low-injection one clearly sees that the hole concentration in the
base is unperturbed compared to a Si BJT. At high-injection, however, not only
is the hole profile pushed out into the collector region (Kirk effect) but also the
presence of the barrier increases the hole concentration close to the CB junction.
The calibrated simulations are clearly capable of quantitatively capturing the mea-
sured differences in gm(JC ), β(JC ), and fT (JC ) between SiGe HBTs and Si BJTs
operating across a wide temperature range [28].

6.3.3 Profile Optimization Issues

A fundamental trade-off in collector profile design exists between maximizing both
BVCEO and fmax in SiGe HBTs. RF and microwave power amplifiers require
large BVCEO, and therefore the collector doping must be reduced. Obviously, such
a reduction in Ndc will adversely affect the large-signal performance due to the
premature onset of HBE. We have investigated two hypothetical collector profiles
for transistors suited for such high-power RF applications: 1) the calibrated profile
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with Ndc reduced by 0.2×; and 2) a flat 5x1016 cm−3 collector doping profile. The
emitter, base, and the Ge profiles were left unchanged in order to investigate the
performance differences solely due to Ndc scaling. In order to keep Wb constant
while scaling the collector profile, we have abruptly dropped the Nab at the CB
junction. These profiles are expected to yield a BVCEO in the range of 5–7 V.

Figure 6.47 shows the simulated fT for these transistors compared to the cal-
ibrated SiGe HBT, at both 358 K and 200 K. Clearly, the reduced Ndc in both
devices causes a much earlier onset of the barrier effect, and premature roll-off in
fT compared to the original profile. While both scaled-collector devices have com-
parable peak fT , a more rapid decrease in the fT of the SiGe HBT with constant
collector doping profile is observed compared to the device with a 0.2× reduced
Ndc. This is expected, since there is no retrograded doping to oppose the Kirk-
effect/barrier effect process once it is triggered.

One can also, in principle, "tune" the barrier onset by properly adjusting the Ge
retrograde profile shape. A higher Ge grading in the base region of a SiGe HBT
provides better high-frequency performance throughout the temperature range. In-
creasing the Ge grading, however, necessarily increases the Ge content in the CB
junction, which leads to a stronger barrier effect at high-injection. In order to
reduce the impact of barrier effect in such cases, one can either more gradually de-
crease the Ge or push the Ge deeper into the collector. In either case, however, one
is limited by the amount of Ge that can be added because of the stability constraints
of the SiGe films. Various retrograde profile shapes that have varying stability have



Second-Order Phenomena 243

0.0 1.0 2.0 3.0 4.0
0

10

20

30

40

50

Collector Current Density (mA/µm2)

C
ut

of
f F

re
qu

en
cy

 (G
H

z)

SCORPIO simulation
VCB=0.0V

200K

358K

SiGe HBT
(calibrated)
0.2x reduced Ndc
Flat Ndc
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been investigated to shed light on the optimum approach (Figure 6.48). Figure 6.49
shows the trade-offs in film stability with each SiGe retrograde design point. All
three of these Ge profiles achieve similar β and peak fT compared to the calibrated
control profile, and thus shed light on the optimum approach to tailor the impact of
HBE on high JC performance.

Figure 6.50 compares the simulated fT versus JC for the various retrograded
Ge profiles with that of the calibrated profile, at 358 K and 200 K. Observe that
by increasing the retrograde slope one can simultaneously increase JC,barrier and
reduce the fT roll-off at high-JC . The retrograde 2 profile is clearly not optimum,
however, because only marginal improvement in JC,barrier is achieved at the cost of
a significant lowering of the film stability. On the other hand, with an abrupt box-
shaped Ge profile in the collector (retrograde 3), which has a stability point close
to retrograde 1, we obtain similar peak fT but with a much higher JC,barrier. In this
case, however, one faces a more rapid degradation in fT beyond the barrier onset
when compared to the other retrograde designs. These retrograde design tradeoffs
are expected to hold for devices with more aggressive scaling of the base and Ge
profiles, as discussed in detail in [28].
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6.3.4 Compact Modeling

The successful insertion of SiGe HBTs into practical systems requires accurate
compact circuit models for design. Because SiGe HBTs are typically modeled
using Si BJT-based compact models (e.g., SPGP, VBIC, MEXTRAM, or HICUM),
it is important to assess the accuracy of these models for capturing unique device
phenomena such as high-injection HBE. Of interest in this context is how well
existing compact models can fit fT − JC and β − JC at very high current densities,
particularly for SiGe HBTs optimized for high breakdown voltage (low Ndc).

As discussed above, the neutral-base charge, which dominates the extrapolated
forward transit time (τf ) at high current density, is subjected to two dominant high-
injection effects in SiGe HBTs: Kirk effect and HBE. While semiempirical or em-
pirical models of the neutral-base charge in SiGe HBTs have been presented (e.g.,
[41]), these models cannot accurately fit measured fT data at very high JC , espe-
cially for high-breakdown voltage devices (BVCEO > 5–7 V). Figure 6.51 shows
the measured and fitted cut-off frequency as a function of JC for such a device. Ob-
serve that neither the VBIC or the HICUM models accurately capture the fT -JC
data above 2.0 mA/µm2. This modeling failure also causes discrepancies in other
ac device parameters important in RF circuit design (e.g., CBE ).

In most compact models, the Kirk effect and HBE are lumped into a single
function, assuming the Kirk effect and barrier effect occur simultaneously. This



Second-Order Phenomena 245

0.0 0.1 0.2 0.3 0.4 0.5

0 2 4 6 8 10 12

0

60

120

180

240

300

% Effective Strain (εeff)

E
ff

ec
tiv

e 
Th

ic
kn

es
s 

(h
ef

f)
Effective Germanium (%)

Stable Unstable

Empirical

SiGe HBT (calibrated)
Retrograde 1
Retrograde 2
Retrograde 3

Figure 6.49 SiGe stability diagram showing the stability points of the simulated
profiles.

assumption, however, is no longer valid when the SiGe/Si heterojunction is located
either in the neutral base region or deeper in the epitaxial collector. The latter, for
instance, might be found in SiGe HBTs optimized for high breakdown voltage.
Figure 6.52 illustrates the impact of the Kirk effect and barrier effect on a SiGe
HBT with a deep heterojunction. One finds that the neutral base is not subjected to
the SiGe/Si barrier when the Kirk effect onset occurs. That is, the barrier effect is
significant only when JC is much higher than the critical onset current density of
Kirk effect (JC,barrier > JC,Kirk).

The other effect that compact models fail to capture is that the functional form
of the fT − JC roll-off in SiGe HBTs is also determined by the depth of Si/SiGe
heterojunction. Figure 6.53 shows simulated values of τf as a function of JC for
different SiGe/Si heterojunction locations (x = 0 implies the SiGe/Si heteroint-
erface is at the metallurgical CB junction). For a shallow heterojunction location
(i.e., 120 nm), barrier effect is significant when Kirk effect occurs (consistent with
the experimental results presented in the previous section). For a deeper barrier lo-
cation (i.e., 220 nm), however, the barrier effect is not significant, since the pushed-
out base caused by Kirk effect has not yet reached the SiGe/Si heterointerface. A
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"kink" behavior in the transit time as a function of JC results when the Kirk effect
and barrier effect occur at different JC , and can be seen in Figure 6.51 between 1-2
mA/µm2. To accurately capture this phenomenon, a new transit time model that
decouples the two effects is thus needed [29].

To obtain deeper insight into how the neutral-base charge density depends on
JC , and how high-injection in SiGe HBTs might best be modeled, we first consider
calibrated 2-D MEDICI simulations [23]. Three different types of transistors were
simulated: 1) a Si BJT; 2) a SiGe HBT with an infinitely deep SiGe/Si heteroint-
erface (i.e., Ge extended into the subcollector); and 3) a SiGe HBT with 220-nm
deep heterointerface (as measured from the metallurgical CB junction). The trape-
zoidal Ge profile used in the simulations has a peak Ge content of 10%, and is
graded linearly across the neutral base, but is constant through the CB junction, as
depicted in Figure 6.52.

Figure 6.54 shows the simulated energy band diagram as a function of depth at
two high JC values (1.96 and 5.40 mA/µm2) for both SiGe HBT profiles. Both JC
values correspond to a large pushed-out base region (i.e., under Kirk effect). In this
pushed-out base region, the electric field is low and the band is approximately flat,
as expected. The electron mobility is maximized and is approximately constant
across the neutral base region, and thus the assumption of charge neutrality in this
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region is valid.
At JC = 1.96 mA/µm2, the SiGe/Si heterointerface is still covered by the CB

space-charge region, and no barrier is induced in EC . At 5.4 mA/µm2, however,
the SiGe/Si heterointerface is exposed in the neutral base, and the heterojunction-
induced electric field is suppressed by the piled-up holes, resulting in the formation
of a barrier in the conduction band (Figure 6.54).

Considering a 1-D transistor, the forward transit time can be modeled as

τf =
q
∫

E ∆n(x)dx

∆JC
+

q
∫

B ∆n(x)dx

∆JC
+

q
∫

C ∆n(x)dx

∆JC
= τe + τb + τc. (6.54)

Hence, ∆n/∆JC as a function of depth determines the dependence of τf on JC .
Figure 6.55 and Figure 6.56 show ∆n/∆JC as a function of depth for the three
transistors when the barrier effect is not significant (1.96 mA/µm2), and is sig-
nificant (5.4 mA/µm2), respectively. The τe, τb, and τc can be obtained by the
integration shown in (6.54). Since the barrier effect occurs when the heterojunc-
tion is located in the pushed-out base, it only changes τb. As shown in Figure 6.55
and Figure 6.56, when the SiGe HBT is not subjected to the barrier effect, the shape
of ∆n/∆JC in the neutral base is triangular. When the SiGe HBT is subjected to
the barrier effect, however, the shape of ∆n/∆JC in the neutral base is trapezoidal.
Moreover, the slope of the trapezoid is approximately equal to the slope of the tri-
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angle under the same bias conditions. A compact model of ∆τb caused by the HBE
can thus be derived based on these characteristics, as shown below.

Based on the simulations, the barrier effect only changes τb. Thus, the new
transit time model can be written as τf,new = τf,old+∆τb, where ∆τb is the increase
in the transit time due to barrier effect. An existing compact model (e.g., HICUM
model) can be applied to model τf,old. Assuming that β >> 1, the relationship
between the charge in the neutral base and the electron flow Jn can be written as
[42]

−Jn ≈ µnn
d(EFn − EFp)

dx
= µnn

d∆EF

dx
, (6.55)

where EFn and EFp are quasi-Fermi levels for the electrons and holes, respectively,
µn is the mobility of the electrons, and x is the depth.

At high JC , when Kirk effect occurs, the density of electrons (n) near the
pushed-out base is much higher than local collector doping density (Ndc), sug-
gesting that in this region n ' (n − Ndc) ' p. Figure 6.57 shows the simulated
electron and hole distributions at different JC , confirming that indeed n ' p in
the pushed-out base. Thus, n as a function of depth in the pushed-out base can be
derived under the condition of high-injection as (assuming that n >> Ndc)

n(n −Ndc(x)) ' n2
ib(x)e∆EF /kT = n2

i e
∆Eg0/kT e(∆EF+x∆GEg,Ge)/kT (6.56)
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or

n ' nie
∆Eg0/2kT e(∆EF+x∆GEg,Ge)/2kT (6.57)

where ∆GEg,Ge = d[∆Eg,Ge(x)]/dx is the gradient of the Ge-induced bandgap
narrowing (i.e., ∆GEg,Ge is constant assuming that the bandgap changes as a linear
function of depth). Substituting n into (6.55) and using (6.57), one obtains

−Jn
µn

= n

(

2kT
n

dn

dx
− ∆GEg,Ge

)

−Jn
2kTµn

=
dn

dx
−

∆GEg,Ge

2kT
n

−1
2kTµn

=
∂

∂x

(

∂n

∂Jn

)

−
∆GEg,Ge

2kT

(

∂n

∂Jn

)

. (6.58)

In the epitaxial collector region, ∆GEg,Ge = 0 since the Ge content is constant,
and thus (6.58) can be solved as

∂n

∂Jn
= Ax + B (6.59)

where A = −1/(2kTµn), and B is a constant determined by the boundary con-
ditions. Note that in the pushed-out base, µn can be shown to be approximately
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constant, and thus the distribution of ∆n/∆JC in the epitaxial collector is a linear
function of the depth and the slope is approximately constant. When ∆GEg,Ge is
nonzero, (6.58) can be solved as

∂n

∂Jn
= Cex∆GEg,Ge/2kT +

1
µn∆GEg,Ge

(6.60)

where C is a constant determined by the boundary conditions.
At the interface between the pushed-out base and the BC junction, Jn is domi-

nated by drift current, and the electric field is so high that the velocity of the elec-
trons is almost saturated, and thus Jn = qvsn. Hence, at the edge of the pushed-out
base

∂n(xb)
∂Jn

=
1
qvs

, (6.61)

where xb is the boundary at the edge of the pushed-out base. Near the barrier, the
boundary condition on the electrons is similar to the space-charge region of a pn
junction. Hence, one obtains

∆n(x−bar) = e∆Ebar/2kT × ∆n(x+bar), (6.62)
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Figure 6.55 Simulated ∆n/∆JC as a function of depth for a Si BJT and two SiGe
HBTs, for a JC at which barrier effects are negligible.

where xbar is the SiGe/Si heterointerface, and ∆Ebar the induced barrier height at
that JC . Here x−bar is SiGe/Si heterointerface on the base side, while x+bar is SiGe/Si
heterointerface on the collector side (Figure 6.58). Thus

∂n(x−bar)

∂Jn
= e∆Ebar/2kT ×

∂n(x+bar)

∂Jn
, (6.63)

and ∆n/∆Jn can be solved using the equations and conditions above. Figure 6.58
shows ∆n/∆Jn as a function of depth for a SiGe HBT both with and without barrier
effect. The ∆τb caused by barrier effect can then be calculated as

∆τb ≈
{

0 , xb ≤ xbar
qxbar|A|(xb − xbar)(e∆Ebar/2kT − 1) , xb > xbar

(6.64)

where A = −1/(2kTµn) is the constant defined above, xb is a function of JC due
to the Kirk effect, and can be written as [41]

xb(JC ) =
{

0 , JC ≤ JC,Kirk

wc(1 − JC,Kirk/JC ) , JC > JC,Kirk
(6.65)

where wc is the length of epi-collector (Figure 6.58), and JC,Kirk the critical onset
current for the Kirk effect. Substituting (6.65) into (6.64), one gets
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∆τb(JC ) ≈
{

0 , xb ≤ xbar
τbb(1 − JC,barrier/JC ) , xb > xbar

(6.66)

where

τbb = q|A|(e∆Ebar/2kT − 1)(wcxbar − x2
bar), (6.67)

and

JC,barrier = JC,Kirk/(1 − xbar/wc), (6.68)

and the two additional parameters needed to account for the barrier effect are ∆Ebar

and xbar. In (6.66), τbb is the ∆τb at JC = +∞, and JC,barrier is the critical onset
current density for the barrier effect. Both are useful as model fitting parameters.

One can also define a smooth function to approximate (6.66) [41]

∆τb = τbb
ir +

√

i2r + a

1 +
√

1 + a2
(6.69)

where ir = 1 − JC,barrier/JC , and a is an empirical parameter for smoothing the
transition region. This new model for the change in ∆τb caused by the barrier effect
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values in a SiGe HBT.

Table 6.1 Key Parameters of the Present Model

Parameters VCE = 0.8 V VCE = 3.0 V
tef0 (psec) 2.0 2.0
thcs (psec) 37 37

ahc 0.5 0.5
JC,Kirk (mA/µm2) 0.8 1.9

τbb (psec) 110 110
JC,barrier (mA/µm2) 2.3 4.7

in SiGe HBTs can be easily added to existing compact models (e.g., the HICUM
model). Figure 6.59 compares fT as a function of JC using the present transit time
model implemented in HICUM, and the original HICUM result versus measured
data. Table 6.1 shows the key fitting parameters used in the present model (note
that xbar = 260 nm and ∆Ebar = 70 meV in this case). The first four parameters
are identical to that used in the HICUM model, the last two are parameters derived
above (note that for a 1-D model, JC,Kirk is identical to ICK/Area in HICUM). The
comparison shows that the present compact model accurately captures the cut-off
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Figure 6.58 Illustration of ∆n/∆Jn as a function of depth for a SiGe HBT both
with and without barrier effect present.

frequency and transit time as a function of JC in the presence of HBE.

6.3.5 The Bottom Line

Due to the presence of SiGe/Si heterojunctions in SiGe HBTs, heterojunction bar-
rier effects are inherent in SiGe HBT design and operation, and thus in some sense
can be considered the most serious of the three second-order phenomena consid-
ered in this chapter. Given this situation, HBE must always be carefully "designed
around." This is not overly difficult for low-BVCEO transistors where the collector
doping is relatively high, effectively retarding Kirk effect. For applications requir-
ing higher breakdown voltage devices (e.g., power amplifiers), however, care must
be taken to ensure that HBE do not adversely impact circuit designs, and that they
are accurately modeled. For HBE in SiGe HBTs we can state the following:

• Heterojunction barrier effects fall into two general categories: 1) induced
barriers due to Ge misplacement; and 2) high-injection-induced barriers.
The former can be corrected with proper growth and fabrication techniques,
and are thus not inherent to a given SiGe technology. The latter, however,
can be considered fundamental to the operation of SiGe HBTs, and must be
carefully accounted for and accurately modeled by designers.
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Figure 6.59 The measured and modeled cut-off frequency as a function of JC using
both the present model, and the default HICUM model.

• High-JC HBE causes a rapid degradation in β, gm, and fT once the barrier is
induced. The critical onset current density for HBE (JC,barrier) is thus a key
device design parameter.

• HBE are induced in the conduction band when the hole density in the pushed-
out base under high-JC is effectively blocked from moving into the collector
by the SiGe/Si heterojunction. Both JC and JB are strongly affected.

• For low-breakdown voltage devices, HBE and Kirk effect generally occur at
similar current densities. In higher-breakdown voltage devices, or devices
with deep SiGe/Si heterojunctions, however, the two effects can occur at
very different current densities, producing unusual structure in the fT -JC
characteristics, which first-order compact models do not accurately capture.

• Changes to the Ge retrograde can be used to effectively retard the onset of
HBE, but at the expense of reduced film stability.

• Changes to the collector doping profile can be used to effectively retard the
onset of HBE, but at the expense of increased CB capacitance and reduced
breakdown voltage.
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• The impact of HBE on device and circuit performance will rapidly worsen
as the temperature decreases, because they are band edge phenomena.

For any SiGe HBT technology generation, it is a prudent exercise to carefully char-
acterize the transistors and assess the significance of HBE on the overall device re-
sponse, and determine JC,barrier. This is easily accomplished by plotting linear gm
on linear JC at two temperatures (e.g., 300 K and 200 K), and this knowledge can
then be communicated to circuit designers. If JC,barrier is low enough for practical
concerns, then Ge and/or collector profile modifications can be implemented to al-
leviate any problems. When moving to a new technology generation with different
Ge and doping profiles, HBE should always be revisited.
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Chapter 7

Noise

One of the most desirable attributes of SiGe HBTs is their low noise capability.
To illustrate the importance of noise, consider a mobile receiver. The lower limit
of dynamic range is set by the noise, while the upper limit is set by the linearity.
The first stage of the receiver, typically an LNA, must amplify signals as low as
-100 dBm, while maintaining adequate signal-to-noise ratio. The amount of noise
added by the LNA (as measured by the noise figure) must be sufficiently low. The
receiver must also be highly linear in order to handle signal levels which fluctuate
between 20–40 dB from the mean value as a function of time [1]. The predominant
contributor to the LNA noise figure is the RF noise of the transistor. Another
key concern in RF circuits is "phase noise." The transistor low-frequency noise is
upconverted to RF frequencies through the device nonlinearities, producing phase
noise in local oscillator (LO) reference signals. The LO phase noise mixes with
the RF signal, thus broadening the signal in the intermediate frequency band. The
minimum channel spacing of the receiver is thus limited by the LO phase noise.
In this chapter, we describe the physical origins of RF noise, low-frequency noise,
and phase noise in SiGe HBTs, and we offer a device-level generic noise modeling
and optimization methodology. Applications of this methodology to SiGe HBT
profile design for low noise, as well as optimal transistor sizing and biasing for
circuit design are presented.

To describe transistor RF noise performance, we first introduce the "linear
noisy two-port theory" [2]. Based on this theoretical formalism, a generic modeling
methodology is then developed, which enables the estimation of all the noise pa-
rameters and the associated gain using either measured or simulated Y -parameters.
Analytical equations are derived to offer intuitive insight into how noise perfor-
mance is related to the key transistor parameters, and used for optimal transistor
sizing and biasing in circuit design. The ability to simultaneously achieve high

261
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current gain (β), high cutoff frequency (fT ), and low base resistance (rb) is the
fundamental underlying reason for the superior noise performance of SiGe HBTs.
SiGe profile design for low noise is then illustrated using first generation SiGe
HBT technology [3, 4]. We finally discuss the measurement and modeling of 1/f
noise as well as the upconversion of low-frequency noise to phase noise at RF
frequencies.

7.1 Fundamental Noise Characteristics

7.1.1 Thermal Noise

Imagine that we measure the voltage across a resistor using an ideal voltmeter. We
will inevitably measure random voltage fluctuations. These fluctuations occur even
if we do not apply any external power supply, and are referred to as the "thermal
noise" of a resistor. We cannot use the average value of the voltage as a figure-of-
merit, because the time-averaged value is always zero. Instead, we use its mean
square value

v2
n ≡ (v − v)2 = lim

T→∞

T
∫

0

(v − v)2dt. (7.1)

The use of the square makes it possible to take a meaningful average of the fluctu-
ation. Thermal noise has microscopic origins and results from the random (Brow-
nian) motion of the transporting electrons, which causes random current flow even
if there is no external bias or electric field. 1 The random current flow leads to ran-
dom voltage fluctuations across the resistor. This noise increases with temperature,
as expected.

In practice, the amount of noise measured depends on the bandwidth of the
measurement system. A common measurement involves a very narrow bandwidth
∆f , centered on a frequency f . The noise voltage spectral components within this
bandwidth have a mean square value. The ratio of this mean square value with
respect to ∆f , as ∆f approaches zero, gives the "power spectral density" (PSD)
of the voltage noise, denoted by Sv(f ), where Sv(f ) has units of V2/Hz. A more
rigorous definition of power spectral density for voltage and current noise is given
below. For a resistor of value R,

Sv = 4kT R , (7.2)

1The microscopic origin of electrical noise remains an active research field, and an entire body
of literature is associated with it (quantum fluctuation theory). Noise processes of various types are
a fundamental aspect of the universe, and noise is thus far more general than just in the field of
electrical engineering where it is usually formally treated.
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and
v2
n = 4kT R∆f. (7.3)

Using Thevenin’s theorem, we can also describe the thermal noise using a current
source with a mean square value of

i2n = 4kTg∆f = 4kT
1
R
∆f. (7.4)

We have assumed that the noise spectrum density has no frequency dependence
(from f = 0 to ∞). This condition is also referred to as "white noise," an analog
to "white light" (i.e., a uniform spectral density across all wavelengths). Strictly
speaking, this is clearly an unphysical condition. However, we state here without
proof that it is generally safe to assume white noise behavior for the frequency
range of practical interest in most electrical engineering problems.

7.1.2 Shot Noise in a pn Junction

"Shot noise" refers to the fluctuations associated with the dc current flow across
a potential barrier, which naturally occurs, for instance, under forward bias in a
pn junction. The passage of carriers across this barrier is a random event, and
the resulting current consists of a large number of independent current pulses. The
average of these current pulses is the dc diode current. However, if we can measure
the current using an ideal ammeter (i.e., with zero input impedance), the current
also has fluctuations. The mean square of the current fluctuations is proportional
to the average diode current Idc

i2n = 2qIdc∆f. (7.5)

Again, the shot noise spectral density does not have frequency dependence in the
frequency range of practical interest to most circuits.

7.1.3 Shot Noise in Bipolar Transistors

From fundamental bipolar transistor theory, the essence of bipolar action is to use
an additional junction to separate the electron and hole diffusion currents in the EB
junction. Assuming negligible phase delay in the CB junction (an assumption that
can clearly be violated at very high frequencies [5, 6]), we have

i2b = 2qIB∆f, (7.6)

i2c = 2qIC∆f. (7.7)
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The base current shot noise is amplified by the transistor, producing a noise much
stronger than the collector current shot noise. For the same IC , a SiGe HBT has

a lower IB than a Si BJT, and hence a lower i2b than a Si BJT, because of the
inherently higher β. Furthermore, a SiGe HBT can be operated at a lower IC than
a Si BJT for the same RF gain, because of the higher fT and fmax, further reducing

i2b. A summary of existing models for the correlation between the base and collector
shot noises can be found in [6].

7.2 Linear Noisy Two-Port Network Theory

A linear noisy electrical network can be equivalently represented by its noise-free
counterpart with added external noise generators. The magnitude of the external
generator is expressed either by an equivalent noise resistance or an equivalent
noise temperature. If the network has four terminals or two (input and output)
ports, the inherent noisiness of the network is expressed by the "noise figure."

7.2.1 Two-Port Network

v
1


I
2


Two-port

Network


I
1


v
2


Figure 7.1 A noiseless linear two-port.

Figure 7.1 shows a noiseless linear two-port network. The currents and volt-
ages at the input and output are related to each other by the impedance matrix Z or
the admittance matrix Y

(

V1

V2

)

=
(

Z11 Z12

Z21 Z22

)(

I1

I2

)

, (7.8)
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or
(

I1

I2

)

=
(

Y11 Y12

Y21 Y22

)(

V1

V2

)

. (7.9)

The subscripts 1 and 2 refer to the input and output ports, respectively. Currents
flowing into the network are defined as positive. The upper case letters I and V

indicate the Fourier transforms of the current and voltage, which are frequency
dependent [2].

V1

I2

Noiseless
Network

(Z)

I1

- + + -

Vn1 Vn2

V2

Noisy
Network =

Figure 7.2 Thevenin equivalent circuit with two external series voltage noise gen-
erators.

V1

I2

Noiseless
Network

(Y)

I1

V2

In1 In2
Noisy

Network =

Figure 7.3 Norton equivalent circuit with two external parallel current noise gen-
erators.

A noisy two-port can be equivalently represented by an extension of Thevenin’s
theorem. In Figure 7.2, a series noise voltage generator appears at each port of the
noiseless two-port. They generate the same amount of noise to the outside circuit
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as the actual noisy network would. Some degree of correlation in general exists be-
tween these generators because the same physical mechanism may be responsible
for the open-circuit voltage fluctuations. Two external parallel current generators
are convenient if the two-port is described using the Y matrix, as shown in Fig-
ure 7.3. In this case, the I − V relation becomes

(

V1 + Vn1

V2 + Vn2

)

=
(

Z11 Z12

Z21 Z22

)(

I1

I2

)

, (7.10)

or
(

I1 + In1

I2 + In2

)

=
(

Y11 Y12

Y21 Y22

)(

V1

V2

)

. (7.11)

The conventional Fourier transform cannot be applied to a noise voltage or current
source, because these are random fluctuations extending over all time and thus
have infinite energy content. Instead, the Fourier transforms for noise voltage and
current are defined by [2]

vn(f ) =

τ/2
∫

−τ/2

vn(t)e−j2πftdt, (7.12)

in(f ) =

τ/2
∫

−τ/2

in(t)e−j2πftdt. (7.13)

The corresponding power spectral densities (PSDs) are defined by

Svn (f ) = lim
τ→∞

2|vn(f )|2
τ

, (7.14)

Sin (f ) = lim
τ→∞

2|in(f )|2
τ

. (7.15)

A more convenient representation is to use a series voltage generator and a parallel
current generator, both at the input, as shown in Figure 7.4. The I − V relations
then become

(

I1 + Ina
I2

)

=
(

Y11 Y12

Y21 Y22

)(

V1 + Vna
V2

)

. (7.16)

The new input voltage and current noise generators Vna and Ina can be related to
In1 and In2 by comparing the I − V relationships

Vna = −
In2

Y21
, (7.17)
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and
Ina = In1 −

Y11

Y21
In2 = In1 −

In2

H21
. (7.18)

This circuit arrangement is also known as the "chain representation." The choice of
the name "chain" becomes obvious if we consider the series connection of several
networks as a chain (i.e., a cascade). The chain representation is extremely conve-
nient in noise figure calculations. Note that the input noise current Ina in the chain
representation is different from the input noise current In1 shown in Figure 7.3.

V1

I2

Y

I1

V2Ina

- +

Vna

Noisy
Network =

Figure 7.4 The chain representation of a linear noisy two-port with an input noise
current generator and an input voltage noise generator.

7.2.2 Input Noise Voltage and Current in BJTs

Consider the shot noise in an ideal 1-D bipolar transistor. The base current shot
noise and the collector current shot noise correspond to In1 and In2, as illustrated
in Figure 7.5. We can convert Figure 7.5 into the chain representation using (7.17)
and (7.18)

Vna = −
ic
Y21

, (7.19)

Ina = ib −
Y11

Y21
ic = ib −

ic
H21

. (7.20)

Now we can solve for the spectral densities of Vna, Ina, and VnaI
∗
na

Svn =
VnaV

∗
na

∆f
=

Sic

|Y21|2
=

2qIC
|Y21|2

, (7.21)

Sin =
InaI

∗
na

∆f
= Sib +

Sic

|H21|2
= 2qIB +

2qIC
|H21|2

, (7.22)



268 Silicon-Germanium Heterojunction Bipolar Transistors

where (7.19) and (7.20) were used. For a given operating IC , a higher β is desired
to reduce IB and hence Sin . A higher fT is also desired to increase H21 and hence
reduce Sin . Fundamentally, the inherently high β and high fT of SiGe HBTs will
thus lead to low input noise current. Finally, we have

Svni
∗
n
=

1
∆f

ic
Y21

(

Y11

Y21
ic

)∗

= Sic

Y ∗
11

|Y21|2
= 2qIC

Y ∗
11

|Y21|2
, (7.23)

which is equivalent to

Sinv
∗
n
=
[

Svni
∗
n

]∗
= 2qIC

Y11

|Y21|2
. (7.24)

V1

I2

BJT

I1

V2

ib ic

E E

CB

Figure 7.5 Shot noise in an ideal 1-D bipolar transistor.

In reality, however, the current flow in bipolar transistor is 2-D (or even 3-D).
The base current must be supplied laterally, which creates a nonuniform emitter-
base junction voltage along the current path. This is the well-known "current
crowding effect." This two-dimensional phenomenon is often described by adding
a fictitious base resistance at the base of an ideal 1-D bipolar transistor. The noise
implications of the current crowding effect, for both the shot noise and the thermal
noise related to the base resistance, are rarely discussed. It is common practice
instead to simply perform noise analysis using the base resistance and a 1-D tran-
sistor equivalent circuit, without realizing where this equivalence comes from.

Figure 7.6 shows an equivalent circuit for the noise sources in a bipolar tran-
sistor used in this work. It differs from conventional practice in the manner in
which the base current shot noise (2qIB) is accounted for. In this case, the base
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current shot noise is directly tied between the emitter and the base, as opposed
to between the emitter and an internal base node connected to the base through
the base resistance [7]–[10]. Strictly speaking, the distributive nature of current
flow requires a distributive description of the associated shot noise and base resis-
tance thermal noise. One approach would be to split the total base current shot
noise between the internal base node and the external base node by a bias and fre-
quency dependent factor. In real devices, however, such a separation makes little
difference at frequencies below the cutoff frequency, because the "lumped" base
resistance is far smaller than both the transistor input impedance and the optimum
source impedance for minimum noise figure [6]. Connecting the base shot noise di-
rectly between the external base and the emitter considerably simplifies analytical
noise analysis. The assumption used in [10] to simplify the noise figure equation
is indeed equivalent to directly connecting the base current shot noise between the
external base and the emitter.

Similarly, the lumped intrinsic base resistance is a fictitious equivalent resis-
tance used to account for the distributive 2-D current flow using a lumped resis-
tance. Strictly speaking, the equivalent thermal noise for this fictitious resistance
is not simply 4kTrb, which is often assumed without justification based on the
lumped base resistance concept. Instead, the equivalent thermal noise is a function
of current crowding [11, 12]. Fortunately, for low-noise transistors, and particu-
larly at low current density, current crowding effects are not significant. This is
particularly true in SiGe HBTs, since the base regions are quite heavily doped.
Thus the widely used 4kTrb thermal noise description for the base resistance does
not introduce significant errors. The thermal noise is uncorrelated with either the
base current shot noise or the collector current shot noise. Therefore, it does not
contribute to Sinv

∗
n
, and only Svn is affected by the base resistance

Svn = Sshot
vn + Sthermal

vn =
2qIC
|Y21|2

+ 4kTrb. (7.25)

We note that for the same β, the additional bandgap engineering leverage in SiGe
HBTs allows one to use higher base doping than in conventional implanted-base
Si BJTs, which in turn reduces the input noise voltage. The base resistance is
typically extracted from S-parameters using various impedance circle methods
[13, 14]. In our experience, all of these extraction techniques give similar results.
The S-parameters can be either obtained from measurement or device simulation.
Spectral densities of the input noise current, voltage, and their cross-correlation are
then readily obtained using (7.22), (7.25), and (7.24), respectively. Analytical ex-
pressions of all the Y -parameters can also be used to derive analytical expressions
for Sin , Svn , and Sinv

∗
n
.
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Figure 7.6 A complete description of major noise sources in a BJT including the
thermal noise and shot noise.

7.2.3 Noise Figure of a Linear Two-Port

Noise figure is defined to be the signal-to-noise ratio at the input divided by the
signal-to-noise ratio at the output. This is equivalent to the ratio of the total noise
power to the noise power arising from the source. The concept is straightforward
when we consider the linear two-port as an amplifier, as shown in Figure 7.7. Both
useful signals and unwanted noise at the input are amplified by the same factor,
and in addition, the amplifier adds its own noise. The signal-to-noise ratio thus
becomes smaller (worse) after amplification. Noise figure is therefore a useful
measure of the amount of noise added by the amplifier, and an indicator of the
minimum detectable signal. A perfect amplifier would have 0-dB noise figure. 2

AMPAMPAMP

i
i N

S

o
o
N

S
gain

Figure 7.7 Illustration of the definition of noise figure for an amplifier.

2Throughout the discussions in this chapter, the terms noise figure (NF) and noise factor (F) are
used interchangeably, but to be precise, the noise figure is formally defined to be NF = 10 logF .
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The noise figure of a transistor circuit is determined by the source termination
admittance Ys = Gs + jBs, and the noise parameters of the circuit, including the
minimum noise figure NFmin, the optimum source admittance Ys,opt, and the noise
resistance Rn, through [2]

NF = NFmin +
Rn

Gs

∣

∣Ys − Ys,opt
∣

∣

2
, (7.26)

where Gs is the real part of Ys. Noise figure reaches its minimum when Ys = Ys,opt,
while Rn determines the sensitivity of noise figure to deviations from Ys,opt. In
measurements, the optimum reflection coefficient Γopt is often used, and Γopt is
related to Yopt by

Γopt =
1 − YoptZ0

1 + YoptZ0
, (7.27)

where Z0 is typically 50 Ω. The smallest possible NFmin is obviously desired.
A small Rn is also desired when the source is intentionally terminated at a value
different from Ys,opt in order to have a higher gain than at Ys,opt. In general, the
optimum Ys for minimum noise figure (i.e., at "noise matching") differs from the
optimum Ys for maximum power transfer (i.e., at "gain matching"). The proximity
of noise matching and gain matching conditions determines the "associated gain"
(Ga), and is defined as the maximum available gain for a noise matching source
termination (Ys = Ys,opt).

The noise parameters NFmin, Ys,opt = Gs,opt + jBs,opt, and Rn are functions of
the input noise current ina, the input noise voltage vna, and their cross-correlation
vnai

∗
na, all of which can be expressed using the physical noise sources and the Y -

parameters, as detailed below. Denoting the spectral densities of ina, vna, and inav
∗
na

as Sin , Svn , and Sinv
∗
n
, one obtains the following equations for Rn, Gs,opt, Bs,opt, and

NFmin from linear noisy two-port theory [2]

Rn =
Svn

4kT
, (7.28)

Gs,opt =

√

Sin

Svn

−
[=(Sinv

∗
n
)

Svn

]2

, (7.29)

Bs,opt = −
=(Sinv

∗
n
)

Svn

, (7.30)

NFmin = 1 + 2Rn

(

Gs,opt +
<(Sinv

∗
n
)

Svn

)

, (7.31)

where < and = stand for the real and imaginary parts of the various factors, re-
spectively.
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7.2.4 Associated Gain

In addition to the noise parameters, the associated gain Gass
A , defined as the avail-

able gain GA at noise matching (YS = Ys,opt), is also an important figure-of-merit.
It is a measure of the maximum output power achievable when the input is noise-
matched in order to minimize noise. An amplifier with low noise figure is useless
if it does not provide sufficient gain. The available gain is defined as the transducer
gain Gt for conjugate matching at the output (i.e., YL = Y ∗

out). The transducer gain
Gt is given by [15]

Gt =
power delivered to the load

power available from the source

=
4GLGS |Y21|2

|Y11 + YS |2|Yout + YL|2
. (7.32)

The available gain GA is obtained as the Gt for YL = Y ∗
out

GA = Gt for conjugate matching at output

=

∣

∣

∣

∣

Y21

Y11 + YS

∣

∣

∣

∣

2
GS

Gout
. (7.33)

The associated gain is derived from the available gain by noise matching the source
admittance YS = Ys,opt

Gass
A = GA for noise matching at the input

=

∣

∣

∣

∣

Y21

Y11 + Ys,opt

∣

∣

∣

∣

2 Gs,opt

Gout
, (7.34)

where
Gout = <(Yout), (7.35)

and
Yout = Y22 −

Y12Y21

Y11 + Ys,opt
. (7.36)

We see then that the associated gain is derived from the transducer gain Gt by con-
jugate matching the load admittance (i.e., YL = Y ∗

out) and noise matching the source
admittance. Noise matching at the source is in general not conjugate matching.
Ideally, we would like the noise matching and conjugate matching to be as close as
possible to simultaneously achieve low noise and high power output. In practice,
the "closeness" of noise and conjugate matching can be readily checked by plotting
the noise matching impedance and the conjugate matching impedance on the same
Smith chart and then comparing them. A device design that offers both low noise
and high gain is certainly desirable. Achieving this goal, however, is often difficult
in practice, at both the device level and at the circuit level.
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7.2.5 Y -Parameter Based Modeling

We established above that the input noise current and voltage, as well as their cor-
relation, can be calculated from measured or simulated Y -parameters using (7.22),
(7.24), and (7.25), respectively. The noise parameters, including NFmin, Rn, and
Ys,opt, can then be calculated using (7.28)–(7.31). Associated gain is then read-
ily calculated using (7.34). This methodology facilitates the estimation of noise
parameters and associated gain from S-parameter measurements or even device
simulation, which are useful alternatives to direct noise measurement for noise op-
timization.

The above procedures can be easily automated on a computer. The calculation
of noise parameters is then straightforward once the program is written. It also
has the utility of allowing one to easily compare different noise models by simply
modifying the noise sources. The following is a sample program in MATLAB for
doing this:

v_rn = rn(v_vn2); % 1/G_va

v_gn = gn(v_in2); % corresponding to g_ia

c = corr(v_vn_inc); % cross correlation between Va and Ia

v_fmin = fmin(c, v_rn, v_gn);

v_gopt = gopt(c, v_rn, v_gn);

v_bopt = bopt(c, v_rn);

y_opt = v_gopt + j*v_bopt;

gamma_opt = (1-y_opt*z0)./(1+y_opt*z0);

mag_opt = abs(gamma_opt);

angle_opt = angle(gamma_opt)*180/pi;

nfmin = 10*log10(v_fmin);

ga_associated = gass(y_opt);

Figure 7.8 shows NFmin and Rn as a function of frequency obtained using the
Y -parameter based noise modeling approach for a SiGe HBT, together with mea-
sured noise data. Figure 7.9 shows the magnitude and angle of Γopt, and Figure 7.10
shows the associated gain. The emitter area in this case is 0.4×12×2 µm2, and the
collector current is 10.0 mA. This simple modeling approach gives a reasonably
good agreement with the data. The only parameter that needs to be extracted in-
dependently is the base resistance rb, but this can be obtained from S-parameters
using circle impedance techniques. At high frequencies (relative to fT ), NFmin is
overestimated, primarily because the base and collector current shot noises were
assumed to be independent of each other. An additional parameter τn, which has
dimensions of time, can be introduced to describe the correlation between the base
and collector current shot noises [6]. In our experience, adjustment of τn can al-
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Figure 7.8 NFmin and Rn as a function of frequency. The symbols are measurement
data, and the lines are modeling results.

ways lead to much better agreement with measured noise data for all of the requisite
parameters, including NFmin, Rn, Yopt (Γopt), and Gass

A . The correlation between
base and collector shot noises is reduced to zero by setting τn = 0. Such an ap-
proach is suitable for noise modeling in circuit simulators, but is not suitable for
device design, because τn has to be extracted from measured noise data.

7.3 Analytical Modeling

To gain additional intuitive insight into device optimization for noise, analytical
expressions for NFmin, Rn, Yopt and Gass

A are desirable. This can be accomplished
using analytical Y -parameter equations. Accuracy must be balanced against sim-
plicity of functional form in order to make such analytical expressions useful. Re-
call that the power spectral densities of the input noise current (Sin ), the input noise
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Figure 7.9 Magnitude and angle of Γopt as a function of frequency. The symbols
are measurement data, and the lines are modeling results.

voltage (Svn ), and their cross-correlation (Sinv
∗
n
) are given by

Sin = 2q
IC
β

+
2qIC

∣

∣

∣

∣

Y21

Y11

∣

∣

∣

∣

2
, (7.37)

Svn = 4kTrB +
2qIC
|Y21|2

, (7.38)

Sinv
∗
n
=

2qICY11

|Y21|2
. (7.39)

Next, we express the Y -parameters in terms of fundamental device parameters,
such as β, gm, and fT . A simplified small-signal equivalent circuit is shown in
Figure 7.11. At frequencies smaller than fT , the base resistance is not important
for the input impedance, and thus can be neglected for simplicity, even though it is
significant as a noise voltage generator. The I − V relation thus becomes

(

i1
i2

)

=
(

gbe + jω(Cbe + Cbc) −jωCbc

gm − jωCbc jωCbc

)(

v1

v2

)

. (7.40)
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Figure 7.10 Associated gain Gass
A as a function of frequency. The symbols are

measurement data, and the lines are modeling results.

The Y -parameters can then be obtained

Y11 =
gm
β

+ jωCi, (7.41)

Y12 = −jωCbc, (7.42)

y21 ≈ gm, (7.43)

y22 = jωCbc, (7.44)

where gm = qkT/IC , Ci = Cbe + Cbc. Here, Cbe consists of the EB depletion
capacitance Cte and the EB diffusion capacitance gmτ (Cbe = Cte + gmτ), with τ

being the transit time, and Ci is related to fT through

fT = gm/2πCi. (7.45)

Finally, Sin , Svn , and Sinv
∗
n

can then be expressed in terms of IC (or gm), β, Ci, and
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Figure 7.11 Equivalent circuit for the Y -parameter derivation used in analytical
noise modeling.

rb by substituting (7.41)–(7.44) into (7.37)–(7.39) to yield

Sin = 2qIC

[

1
β
+

1
β2

+
(

ωCi

gm

)2
]

≈ 2qIC

[

1
β
+
(

ωCi

gm

)2
]

, (7.46)

Svn = 4kT
(

rb +
1

2gm

)

, (7.47)

Sinv
∗
n
= 2qIC

Y11

|Y21|2

= 2qgm
kT

q

1

g2
m

(

gm
β

+ jωCi

)

= 2kT
(

1
β
+

jωCi

gm

)

, (7.48)

where IC = gmkT/q was used. With the help of (7.46)–(7.48), we can determine
Rn, Gs,opt, Bs,opt, and NFmin from (7.28)–(7.31).

7.3.1 Noise Resistance

Substituting (7.47) into (7.28) leads to

Rn =
Svn

4kT
= rb +

1
2gm

. (7.49)
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Equation (7.49) indicates that Rn is directly proportional to the base resistance,
and is thus independent of frequency at a given biasing current. Note that Rn is
the first parameter that needs to be derived in order to obtain Fmin, even though
it is typically the least familiar among all the noise parameters. In the bias range
where rb ½ 1

2gm
, a condition that is often met in practical circuits, Rn ≈ rb. Since

Rn determines the sensitivity of NF to deviations of source termination from Ys,opt,
a smaller rb helps in keeping NF close to NFmin when the source is impedance-
matched instead of noise-matched.

7.3.2 Optimum Source Admittance

Substituting (7.46)–(7.48) into (7.29) and (7.30), one has [16]

Gs,opt =

√

Sin

Svn

−
[=(Sinv

∗
n
)

Svn

]2

=

√

√

√

√

1
Rn

1
2
gm

[

1
β
+
(

ωCi

gm

)2
]

−
(

ωCi

2gmRn

)2

=

√

gm
2Rn

1
β
+

(ωCi)2

2gmRn

(

1 −
1

2gmRn

)

, (7.50)

Bs,opt = −
=(Sinv

∗
n
)

Svn

= −
ωCi

2gmRn
. (7.51)

Equations (7.50) and (7.51) indicate that the imaginary part of the optimum noise
matching admittance is negative. A series inductor at the input is thus needed for
noise matching of the imaginary part.

7.3.3 Minimum Noise Figure

The NFmin is obtained by substituting (7.46)–(7.48) into (7.31) to yield [16]

NFmin = 1 + 2Rn





√

gm
2Rn

1
β
+

(ωCi)2

2gmRn

(

1 −
1

2gmRn

)

+
1

2βRn





= 1 +
1
β
+

√

2gmRn

β
+

2Rn(ωCi)2

gm

(

1 −
1

2gmRn

)

. (7.52)
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Equation (7.52) can be used to identify the frequency and bias current dependence
of NFmin. Observe that NFmin monotonically increases with frequency. The cur-
rent dependence is more complicated. We need to point out that the capacitance
term is IC dependent for bipolar transistors. However, it can be easily shown that
at relatively high current, Fmin increases with IC monotonically through the gm
term. Equation (7.52) suggests that NFmin decreases (improves) with increasing
β, decreasing Ci (transit time), and decreasing rb. In circuit applications where
gmrb ½ 1/2, (7.52) can be further simplified to

NFmin = 1 +
1
β
+
√

2gmrb

√

1
β
+
(

f

fT

)2

. (7.53)

The two terms inside the second square root become equal at f = fT/
√

β,
which defines a transition of NFmin from a white noise behavior (independent of
frequency) to a 10 dB/decade increase as the frequency increases. A smaller rb
in the transistor reduces not only the sensitivity of NF to deviations from noise
matching, but also the minimum noise figure NFmin. Equation (7.53) also indicates
that a low rb is the key to reducing NFmin when f > fT/

√

β.

7.3.4 Associated Gain

Substituting (7.50) and (7.51) into (7.34)–(7.36), we can analytically express as-
sociated gain as a function of β, Cbc, Ci, gm, and rb as [16]

Gass
A =

1
ω2CbcCirb

√

gmrb + 1/2
2

g2
m

β
+

(ωCi)2

2
gmrb, (7.54)

where (7.49) has been used. The derivation of (7.54) is mathematically compli-
cated but conceptually straightforward. A number of observations can be made
from (7.54):

• Gass
A increases with IC through the gm term. Thus, we need a certain amount

of IC to achieve sufficient associated gain.

• Gass
A decreases with increasing β through the first term inside the square root.

This suggests that any reduction of noise figure due to β increase must nec-
essarily result in a reduction of associated gain. The impact of β on Gass

A is
important at low frequencies, but becomes less important at high frequen-
cies.

• Gass
A decreases with increasing frequency. At relatively low frequencies, the

first term inside the square root dominates, making the frequency depen-
dence of Gass

A close to 1/ω2 (i.e., -20 dB/decade).



280 Silicon-Germanium Heterojunction Bipolar Transistors

• At high frequencies, the second term inside the square root dominates, mak-
ing the frequency dependence close to 1/ω (i.e., -10 dB/decade). An inspec-
tion of (7.54) shows that the two terms inside the square root become equal
at f = fT/

√

β.

• A smaller transit time (i.e., higher fT ) is desired to increase Gass
A because of

smaller Ci, and is consistent with conventional device design approaches for
noise reduction.

• A smaller CB capacitance Cbc is desired to increase Gass
A . This is consistent

with conventional design approaches for obtaining higher fmax.

7.4 Optimal Sizing and Biasing for LNA Design

We have derived transistor-level models for understanding and added insight into
the various noise parameters of a single SiGe HBT. For circuit designers, however,
additional relevant questions exist, including: what geometry and bias current are
optimum for a given low noise application? The geometry of a bipolar transistor is
defined by the emitter stripe width (WE ), the emitter length (LE ), or the number
of unit cells of a given single emitter stripe. We now examine the considerations
involved in the judicious choice of transistor geometry for low noise SiGe HBT
applications.

7.4.1 Emitter Width Scaling at Fixed JC

For simplicity, let us assume that rb is dominated by the intrinsic base resistance,
and then compare the NFmin for two emitter widths ranging from WE0 to WEs =
M×WE0, where M is a scaling factor which has a value from 0 to 1 (e.g., M=0.5).
The subscripts "0" and "s" denote the reference device and scaled device, respec-
tively. At the same VBE , the two devices operate at the same collector current den-
sity JC , and thus have the same fT . The NFmin for the reference device, NFmin,0, is
obtained from (7.53) as follows

NFmin,0 = 1 +
1
β
+
√

2gm,0rb,0

√

1
β
+
(

f

fT

)2

. (7.55)

For the scaled device, gm,s = M × gm,0, rb,s = M × rb,0, and thus NFmin,s is given
by

NFmin,s = 1 +
1
β
+M

√

2gm,0rb,0

√

1
β
+
(

f

fT

)2

. (7.56)
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Because 0 < M < 1, NFmin,s < NFmin,0. A smaller emitter width thus reduces
NFmin. The amount of improvement, ∆NFmin, is given by

∆NFmin = (1 −M)
√

2gm,0rb,0

√

1
β
+
(

f

fT

)2

. (7.57)

Equation (7.57) suggests that the NFmin improvement resulting from emitter width
reduction is more pronounced at higher frequencies. The emitter width in a SiGe
HBT BiCMOS process is typically proportional to the minimum feature size of
the parent CMOS process, and decreases as the CMOS technology advances. The
noise performance of SiGe HBTs consequently will improve as a direct result of
lateral scaling. The situation is quite different for CMOS noise performance, on
the other hand, because the gate resistance generally increases with lateral scal-
ing, since the gate current flows along the channel width direction. For a circuit
designer concerned mostly about broadband noise, the appropriate choice of emit-
ter width is an easy one: the minimum allowable feature size should be used for
improving NFmin.

7.4.2 Emitter Length Scaling at Fixed JC

Consider a reference emitter length LE0 and a scaled emitter length LEs = N ×LE0.
The base resistance is reduced by the scaling factor N (rb,s = rb,0/N), but the
transconductance gm and all the capacitances increase by the same scaling factor
under the same VBE or JC (gm,s = N × gm,0). The cutoff frequency thus remains
the same. An inspection of (7.53) immediately shows that NFmin,s = NFmin,0. The
emitter length does not affect the achievable NFmin and hence the noise perfor-
mance for a given technology generation. This is the case because NFmin is funda-
mentally dependent on the operating current density JC , not the bias current IC .

The appropriate choice of emitter length is clear if the lowest achievable NFmin

is the only concern: a circuit designer should use the smallest emitter length realiz-
able in order to minimize IC and hence power dissipation. Clearly JC need only be
sufficient in order to achieve adequate fT . The problem, however, is that the opti-
mum source impedance required for NF = NFmin, for a small device is too far away
from the driving impedance of the RF source, typically 50 Ω. The optimum source
impedance Zs,opt = Rs,opt + jXs,opt is related to the optimum source admittance by
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Zs,opt = 1/Ys,opt. Using (7.50) and (7.51), one obtains

Rs,opt =
Gs,opt

G2
s,opt + B2

s,opt

=

√

gm
2Rn

1
β
+

(ωCi)2

2gmRn

(

1 −
1

2gmRn

)

/

[

gm
2Rn

1
β
+

(ωCi)2

2gmRn

]

(7.58)

Xs,opt =
−Bs,opt

G2
s,opt + B2

s,opt

=
ωCi

2gmRn

/

[

gm
2Rn

1
β
+

(ωCi)2

2gmRn

]

. (7.59)

Observe that Rs,opt and Xs,opt scale with the emitter length in a similar manner
to rb, which also scales with the emitter length. Consider increasing the emitter
length by a factor of N . Thus, gm → Ngm, Rn → Rn/N , Ci → NCi, and therefore
Rs,opt → Rs,opt/N and Xs,opt → Xs,opt/N .

To achieve NF = NFmin, the source driving impedance Rs = 50 Ω must be
transformed to Zs,opt using a passive matching network. In fact, this is how low-
noise amplifiers are designed in traditional RF circuits that employ discrete transis-
tors. For a minimum size device (e.g., a 0.25×1.0 µm2 SiGe HBT), Zs,opt ½ 50 Ω,
making impedance matching difficult. The resulting passive network has losses and
can significantly degrade both noise figure and gain. In addition, the bandwidth is
very narrow for a large impedance transform ratio.

For RFIC design, the designer has the freedom of choosing the emitter length
such that Rs,opt is equal to 50 Ω [10]. Noise matching of the resistive component for
NF = NFmin is thus achieved by transistor sizing without incurring losses, because
the transistor is an active element. The reactive matching can then be achieved
via an inductor in series with Rs. The Rs,opt of a test device of known emitter
length, R0

s,opt, is obtained from either noise measurement, device-level simulation,
or ADS/SPICE modeling at a particular JC of JC,0. The JC only needs to be
sufficient to meet the fT requirement. The scaling factor Nnm required to produce
Rs,opt = 50 Ω is simply given by

Nnm =
R0

s,opt

50Ω
. (7.60)

For many practical IC and rb values, gm ½ 1/2rb, and gmRn ½ 1/2. If f ½
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fT/
√

β, (7.58) can be further simplified to

Rs,opt =
fT
f

√

2rb
gm

=
fT
f

√

2rbkT
qIC

=
fT
f

1
LE

√

2(rb × LE)
JC × WE

kT

q
, (7.61)

where WE and LE are the emitter width and length, respectively, and rb × LE is
the base resistance normalized by the emitter length. Because rb itself is inversely
proportional to LE, the normalized base resistance rb × LE becomes independent
of the emitter length, thus facilitating analysis of emitter length scaling. Similarly,
Rs,opt becomes independent of the emitter width WE in this case if rb is dominated
by the intrinsic base resistance, because the intrinsic base resistance is proportional
to WE.

Equation (7.61) can be used to estimate R0
s,opt of the test device when these

assumptions are satisfied. The bias current of the scaled device is also determined
by

IC,s = JC,0 ×Nnm × AE,0, (7.62)

where AE,0 is the emitter area of the test device. Note that the Rs,opt has been
adjusted to RS . Recall that Xs,opt is positive, and thus an inductor can be added
in series with RS to produce a source reactance of Xs,opt. The resulting circuit is
shown in Figure 7.12. In practice, an emitter inductor instead of a base inductor is
often used for noise matching [17]. The operation of that circuit configuration will
become apparent after we address simultaneous impedance and noise matching.

The circuit in Figure 7.12 is now noise-matched, and has a noise figure of
NFmin at the chosen JC . The input impedance, however, will not in general equal
50 Ω. An input impedance of 50 Ω is required for optimum performance of the fil-
ter preceding the LNA as well as for minimum RF power reflection. The transistor
input impedance, however, is mainly capacitive at RF frequencies. The question is
then how to produce a resistive component of the input impedance without the in-
creasing noise figure. A popular technique is to use an emitter inductor to produce
an input resistance, and then use a base inductor for simultaneous noise matching
and impedance matching, as discussed below.
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Figure 7.12 Noise matching of a single transistor amplifier using emitter length
scaling.

7.4.3 Simultaneous Impedance and Noise Matching

The input impedance looking into the base of a SiGe HBT with an emitter induc-
tance Le is given by

Zin =
1

jωCbe
+ (1 + βRF ) jωLe. (7.63)

Assuming that the RF operating frequency is far above fβ (where the ac β begins
to decrease mainly due to Cbe), and that Miller effect is negligible, the equivalent
circuit can be simplified to the form shown in Figure 7.13. The βRF is given by

βRF = −j
gm

ωCbe
= −j

ωT

ω
. (7.64)

Substituting (7.64) into (7.63) leads to

Zin =
1

jωCbe
+ jωLe + ωTLe. (7.65)

A resistive component is thus produced by using an emitter inductor. The value
of Le needed to match a 50-Ω RF source impedance is obtained from (7.65) using
<(Zin) = Rs = 50 Ω

Le =
50Ω
2πfT

. (7.66)

Now the resistive component of the input impedance is matched to the source resis-
tance Rs, but the reactive component is not matched to the source as yet. Another
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Figure 7.13 Simplified equivalent circuit for a transistor with an emitter inductor.
A resistive component of ωTLe is produced.

question to consider is whether or not the source impedance required for noise
matching is close to that required for impedance matching. The ideal case would
be that the source impedance required for noise matching is identical to the source
impedance required for impedance matching for the transistor with emitter induc-
tive degeneration. This is indeed the case in some situations, as shown below.

Since an ideal inductor does not introduce noise, the NFmin of the transistor
with Le present is nearly identical to the NFmin of the transistor itself. Using the
noisy two-port circuit analysis techniques described in [18], the noise parameters
for the combination of the transistor and the emitter inductor can be related to the
noise parameters for the transistor alone

NFc
min = NFmin (7.67)

Rc
s,opt = Rs,opt (7.68)

Xc
s,opt = Xs,opt − ωLe, (7.69)

where the superscript "c" stands for the combination of the transistor and the emit-
ter inductors. Note that Rs,opt and NFmin are not changed by the emitter inductor,
while Xs,opt is reduced by ωLe. When we have f ½ fT/

√

β, Xs,opt in (7.59) can
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be simplified to

Xs,opt =
1

ωCi
≈

1
ωCbe

, (7.70)

and finally Xc
s,opt is obtained

Xc
s,opt =

1
ωCbe

− ωLe. (7.71)

In addition, Lb, the base inductance required for noise matching of the imaginary
part Xc

s,opt, is also obtained

Lb =
Xc

s,opt

ω
=

1
ω2Cbe

− Le. (7.72)

Here Lb is typically much larger than Le, and is implemented off-chip, while Le

can be implemented as a combination of on-chip and bond-wire inductance. An
inspection of (7.65) and (7.71) immediately shows that

Xc
s,opt = −=(Zin). (7.73)

Therefore, the source impedance Rc
s,opt + jXc

s,opt produces both noise matching
and impedance matching to the circuit consisting of the transistor and the emitter
inductor. The resulting circuit is shown in Figure 7.14.

Noise matching and impedance matching are simultaneously achieved using
this circuit topology when the underlying assumptions are satisfied. In practice,
however, the assumptions are not always well satisfied (for instance, the Miller
effect is often not negligible), and hence Lb and Le must be adjusted to simultane-
ously achieve both low noise figure and good input impedance matching. Another
often-violated assumption is f ½ fT/

√

β. For example, for fT = 20 GHz, and
β = 100, fT/

√

β = 2 GHz, which is comparable to a practical RF operating fre-
quency of 2.4 GHz. In that case, the noise figure achieved is slightly higher than
NFmin. The input impedance, however, remains matched to the 50-Ω source. The
rb of the final device can be subtracted from 50 Ω in (7.66) for better estimation of
Le.

Equations (7.69) and (7.71) also explain how a single emitter inductor can be
used for noise matching, a common design practice. In this case, Le can be adjusted
such that Lb = 0. The resulting input impedance, however, will not equal 50 Ω, in
general, and a compromise between noise matching and impedance matching must
be made [17]. An emitter inductor also helps in improving linearity by decreasing
vbe for a given vs, and produces a resistive input. Since both the base and emitter
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Figure 7.14 Simultaneous noise and impedance matching with Lb and Le. The
transistor is scaled to produce Rs,opt = RS , and Le = RS/ωT pro-
duces resistive impedance matching without increasing NFmin and
Rs,opt. The change in Xs,opt is compensated for by Lb = 1/ω2Cbe−Le,
which also produces reactive impedance matching under certain con-
ditions.

naturally have bond-wire inductance, the use of both Lb and Le for simultaneous
noise and impedance matching is a logical choice. Experimental LNA results us-
ing this simultaneous noise and impedance matching topology have recently been
reported for various SiGe HBT technologies [19]–[21].

7.4.4 Current Density Selection

For a source voltage vs, the input current is simply vs/2Rs because of input impedance
matching. The output current is given by

ic = βRF × ib = −j
fT
f

vs
2Rs

, (7.74)
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where βRF ' h21 was assumed. This leads to an overall transconductance (Gm) of

Gm =
fT
f

1
2Rs

=
fT
f

1
100Ω

. (7.75)

Note that Gm is only a function of the fT/f ratio. Since fT increases with increas-
ing JC , the transconductance requirement (related to the gain requirement) sets the
lower limit of usable circuit-level JC . The noise figure requirement and power con-
sumption constraints set the upper limit on usable JC . In the JC range that satisfies
both power consumption and noise figure requirements, the JC that produces the
best linearity (highest IP3) should be chosen.

7.4.5 A Design Example

We now give an example of how to choose JC and the corresponding noise match-
ing scaling factor Nnm. We first simulate NFmin and h21 as a function of IC for a
reference device of known emitter length. This can be accomplished using param-
eterized S-parameter and dc sweep in ADS. Figure 7.15 gives an example setup
designed specifically for this purpose. The design frequency here is 5 GHz, and the
device used is typical of first generation SiGe HBTs featuring a 50-GHz peak fT .
Figure 7.16 shows the simulated NFmin and h21 as a function of VBE (equivalent
to JC ). For an 18-dB requirement of h21, VBE needs to be 0.860 V, which sets
NFmin to 1.5 dB, and Rs,opt = 121 Ω at VBE = 0.86 V (shown by the markers).
To produce a 50-Ω Rs,opt, the emitter length thus needs to be scaled by a factor
Nnm = 2.42. The bias current IC for the scaled device is determined to be Nnm

times of the IC of the reference device, or 6.7 mA.

7.4.6 Frequency Scalable Design

A robust methodology for scaling an existing LNA design for operation in another
frequency band is also highly desirable. Typical dual-band front-ends in use today,
for instance, have two radios on chip. To develop such a scaling method, we first
examine the equations of Rc

s,opt, Le, Xc
s,opt, NFmin, and the overall Gm using (7.61),

(7.66), (7.71), (7.53), and (7.75):

Rc
s,opt =

fT
f

1
LE

√

2(rb × LE)
JC × WE

kT

q
= Rs = 50Ω, (7.76)

Le =
50Ω
2πfT

, (7.77)
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Figure 7.15 ADS simulation setup for optimal transistor sizing and biasing.

Xc
s,opt =

1
ωCbe

− ωLe, (7.78)

NFmin = 1 +
1
β
+
√

2gmrb

√

1
β
+
(

f

fT

)2

, (7.79)

Gm =
fT
f

1
100Ω

. (7.80)

The cutoff frequency fT is related to JC through

1
2πfT

= τf +
kT

qJC
Ct, (7.81)

where Ct is the depletion capacitance per unit area, and τf is the forward transit
time. One approach is to keep the fT/f ratio constant as the frequency increases,
thus keeping the overall Gm of the scaled design the same as in the existing design.
Denoting the frequencies as f1 and f2 = Kf1, the JC,2 required to increase fT to
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Figure 7.16 ADS data display setup for determining optimal transistor sizing and
biasing.

KfT can be related to JC,1 using (7.81) as follows

RJC ,
JC,2

JC,1
=

1/ωT,1 − τf

1/KωT,1 − τf
. (7.82)

The ratio RJC is less than the frequency scaling factor K because of the τf term.
Note that Rc

s,opt needs to be kept at Rs (50 Ω). Since fT/f is held constant, and
the normalized base resistance rb × LE is independent of LE, the emitter length LE

scaling factor can be obtained from (7.76) as

RLE ,
LE2

LE1
=

√

1
Rjc

=

√

1/KωT,1 − τf

1/ωT,1 − τf
. (7.83)
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Figure 7.17 Schematic of the SiGe profile design trade-offs encountered when im-
proving fT and β at low-injection and suppressing the fT roll-off at
high-injection.

The bias current scaling factor is given by

RIC ,
IC,2

IC,1
= RLE × RJC =

√

1/ωT,1 − τf

1/KωT,1 − τf
. (7.84)

Here, RLE and RIC determine the transistor emitter length and bias current at f2 =
Kf1. From this, Cbe can then be determined, and Le and Lb are then found using
(7.77) and (7.78). The NFmin is finally obtained from (7.79). The noise figure
is equal to NFmin because of noise matching, and the input impedance remains
matched to 50 Ω in this case.

7.5 SiGe Profile Design Trade-offs

The noise performance of SiGe HBTs is largely determined by the device-level lay-
out and profile design, which determines β, rb, and fT . As we will show, a higher β
also leads to lower (better) low-frequency (1/f ) noise and hence improved phase
noise capability. At a given SiGe technology generation, the emitter width and
base sheet resistance are fixed, and thus rb is fixed. However, the SiGe profile itself
can be optimized to increase β and fT [22] and represents a nice example of using
bandgap engineering for optimization of RF circuit response.

A need for higher β and a higher fT dictate the use of more Ge content and
a larger Ge gradient across the neutral base (refer to Chapters 4 and 5). The total
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integrated Ge content, however, is limited by the SiGe film stability (refer to Chap-
ter 2). For constant film stability, a higher fT and higher β can only be realized
in practice by pushing the edge of the Ge retrograde in the collector significantly
closer to the surface [22, 23]. The additional Ge can then be used to reduce the
effective Gummel number in the neutral base for higher β, and increase the Ge
grading for higher fT . A large Ge grading in the neutral base necessarily creates a
large retrograding in the collector-base space charge region. This retrograding of
Ge does not have an impact on device operation at low injection, because of the
carrier depletion in the CB space-charge region.

Problems arise, however, at high-injection levels. At high JC , the minority car-
rier charge is sufficient to compensate the ionized depletion charge in the CB space-
charge region. At sufficiently high JC , the neutral base pushes out (Kirk effect),
exposing the SiGe-Si heterojunction, which induces a conduction band barrier, and
thereby strongly degrades both β and fT [24, 25] (refer to Chapter 6). In SiGe
HBTs, we are thus forced at a fundamental level to trade high-JC fT performance
for improved NFmin.

These trade-offs are further illustrated in Figure 7.17. The solid profile and
the dashed profile have the same integrated Ge content. The dashed profile has a
larger Ge content and a higher Ge gradient in the neutral base, and therefore higher
β and fT , and hence lower noise. The solid profile has a deeper and less abrupt
Ge retrograding into the collector, and therefore a better (weaker) fT roll-off at
high injection. The associated risk for using the dashed profile is premature fT
roll-off. If the fT rolls off too early, for instance, the high peak fT potential offered
by the larger Ge grading in the neutral base may never be realized. The resulting
peak fT may even be lower than the peak fT for the solid profile. The key is to
achieve noise performance improvements while minimizing the fT degradation at
high injection. A realistic goal that can be achieved with careful optimization is to
maintain the peak fT and the fmax to values comparable with the original control
profile design point.

Experimental results illustrating this noise optimization strategy are given be-
low for first generation SiGe HBT technology. This methodology is easily extend-
able to other SiGe HBT technology generations. Our goal here is to optimize the
SiGe profile for higher β, higher fT , and lower NFmin. The first step towards op-
timization is to identify the limiting factors for the input noise current and voltage
for the technology in question.

7.5.1 Input Noise Current Limitations

The spectral density of the input noise current, Sia, is readily obtained from the
measured Y -parameters using (7.24), as derived above. The Y -parameters cannot
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be directly measured at RF frequencies, and are thus converted from measured S-
parameters. Figure 7.18 shows Sin versus IC at 2 GHz for a 0.5 (emitter width) ×20
(emitter length) ×2 (stripe number) µm2 SiGe HBT. The individual contributions
from the base and collector shot noises are plotted separately, together with the
total input noise current.

Observe that the 2qIB contribution dominates for most of the IC bias range.
Hence, we must improve the current gain to effectively reduce the input noise cur-
rent. For an ideal transistor with infinite current gain and infinite fT (h21), Sin

would be zero. This is fundamentally responsible for the increase in NFmin with
rising IC . An easy way to get around is to reduce the biasing current, but this is not
a favorable approach, since it also means a reduction of gain, since fT and fmax
can become unacceptably low at very low IC . As a result, functionally, the NFmin

in a SiGe HBT decreases with IC at very low IC , reaches a minimum (as much as
10× lower in bias current than for peak fT ), and then increases at higher IC . 3

The bias dependence of 2qIC to Sin (i.e., 2qIC /|h21|2) has two contributions.
First, |h21| appears in the denominator and increases with increasing IC because
of increasing fT . Such an increase, however, saturates when fT becomes much
higher than the frequency under question (2 GHz in this case). Typically |h21| is
constant at low frequencies, and then decreases at higher frequencies, at a slope
of -20 dB/decade. In addition, 2qIC , which appears in the numerator, increases
monotonically with increasing IC . As a result, the ratio 2qIC/|h21|2 decreases
with increasing IC at first when the increase of |h21|2 dominates over the increase
of IC . At higher currents, however, when the increase of IC dominates over the
increase of |h21|2, the ratio 2qIC/|h21|2 starts to increase again.

7.5.2 Input Noise Voltage Limitations

The input noise voltage has two contributions from the base resistance, as well as
the collector current shot noise, as shown in (7.25). For the frequency range of
interest, y21 can be approximated by qIC/kT . The collector current shot noise
contribution then becomes

S
2qIC
vn =

2qIC
|y21|2

=
2(kT )2

qIC
. (7.85)

3The fundamental functional form of the bias dependence of broadband noise in a bipolar transis-
tor is quite different from that in a MOSFET, in which noise figure typically decreases monotonically
with increasing drain current. Hence, ironically, if the only consideration is broadband noise, the
SiGe HBT effectively offers much lower power dissipation than MOSFETs.
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Figure 7.18 Spectral density of the equivalent input current noise versus collector
current at 2 GHz calculated using measured Y -parameters.

Note that (7.85) sets the fundamental limit for the noise performance of a SiGe
HBT at a given IC for zero rb, infinite β, and infinite fT (h21). This fundamental
noise limit depends only on the bias current and temperature, and is independent of
device technology (III-V or Si or SiGe). The 1/IC functional form results from the
exponential IC −VBE relation that underlies the gm = qIC/kT translinear relation,
and is fundamental to all bipolar transistors.

Figure 7.19 shows Svn versus IC for the same SiGe HBT at 2 GHz. The data
is calculated from measured Y -parameters using (7.25). Before the high-injection
fT roll-off, |y21| is independent of frequency in the range of interest, and can be
approximated by qIC/kT . Therefore, the contribution of 2qIC to Sva is solely
determined by 1/IC prior to the fT roll-off IC , and is thus independent of any other
transistor parameters. This theoretical 1/IC dependence is corroborated by the data
prior to high injection in Figure 7.19. For the SiGe HBT technology generation
under discussion (i.e., first generation), the contribution of rb dominates over most
of the bias current range, as can be seen from Figure 7.19. Therefore, significant
improvement of noise performance can be expected by increasing the base doping
and decreasing the emitter width in subsequent technology scaling. Because Svn

is dominated by the thermal noise 4kTrb and Sin is dominated by the base current
shot noise 2qIB, the cross-correlation term Svni

∗
n

can be neglected in these devices
at this frequency.
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Figure 7.19 Spectral density of the equivalent input noise voltage versus collector
current at 2 GHz calculated from measured Y -parameters.

7.5.3 Approaches to Noise Improvement

To improve SiGe HBT noise performance, we must reduce either Sva or Sia, or
ideally both. According to the above analysis, the base resistance rb needs to be
reduced. For meaningful comparisons between devices, the rb needs to be normal-
ized by the emitter length when devices with differing emitter lengths are used.
For similar reasons, noise figure comparisons should be made at the same current
density or the same VBE . We emphasize that (contrary to popular opinion) while
a simple increase of the emitter length indeed reduces the rb of the device, it does
not improve the noise capability of the transistor, because all of the capacitances
increase by the same factor. However, the emitter length (or the number of unit
cells) can be optimized to simplify noise matching, as described above.

At a given SiGe technology generation, the minimum emitter width is deter-
mined by the minimum feature size. The base sheet resistance is determined by
the amount of boron dopants that can be kept in place during processing, and is
obviously limited by the overall thermal cycle. Therefore, rb and Sva are basically
fixed. That is, the input noise voltage can only be reduced by lateral and vertical
scaling, and the reduction of process thermal cycle, the addition of carbon doping,
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etc. There is no room for further reduction of Svn at a given technology generation.
The input noise current Sia, however, can be reduced by increasing β (to reduce

IB) and increasing fT (to increase h21), according to (7.37). In particular, at rela-
tively high currents where the RF power gain is large, 2qIB dominates Sia in these
devices. Therefore, significant noise improvement can only be achieved through
an increase of β at relatively high bias currents. As we will show below, a high
β is also desired in order to reduce the 1/f noise corner frequency and hence the
phase noise in amplifiers and oscillators. The underlying approach to improving
broadband noise performance at a given SiGe technology node is clear: the SiGe
profiles must to be optimized for higher β and fT under the fundamental constraint
of maintaining overall SiGe film stability.

7.5.4 SiGe Profile Optimization

To illustrate this noise optimization methodology, we use calibrated 2-D simula-
tions to determine the optimum Ge profiles for achieving the best noise perfor-
mance. The simulator calibration process can be found in [26], as well as Chapter
12. The transistor Y -parameters were simulated directly by using MEDICI. The
general noise modeling methodology developed above is used here to obtain NFmin.
The PSDs of the input noise current and voltage, as well as their cross correlations,
are then calculated from (7.22), (7.25), and (7.23), respectively. The fT and fmax
are also extracted from simulated Y -parameters using standard techniques.

Figure 7.20 shows two optimized low-noise Ge profiles obtained using this
optimization approach ("LN1" and "LN2"). They maintain the overall SiGe film
stability, as well as the peak fT and peak fmax of the SiGe control profile, but have
a simulated NFmin that is substantially lower than the control (starting) Ge profile
(by 0.2 dB). They also have much lower 1/f noise corner frequency than the SiGe
control profile, as shown below. All of the SiGe profiles here are unconditionally
stable to defect generation, as shown in the stability diagram (Figure 7.21). Com-
pared to the SiGe control profile, the two low-noise profiles have a smaller effective
thickness and larger effective strain because of the higher Ge content in the neutral
base.

7.5.5 Experimental Results

The two low-noise profiles, together with a Si BJT and a SiGe control, were fab-
ricated in the same wafer lot under identical processing conditions using first gen-
eration SiGe HBT technology. Figure 7.22 shows the doping and Ge profiles for
the 18% peak Ge low-noise profile LN2, as measured by SIMS. To within the
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Figure 7.20 Schematic of the two optimized low-noise Ge profiles. Both are un-
conditionally stable.

SIMS resolution limit, the designed Ge shape is basically reproduced. Table 7.1
summarizes the measured device parameters of the four fabricated profiles. The
penalty in BVCEO for LN1 and LN2 is due to the higher β, but should only have a
small impact on LNA designs, which see a finite source impedance (i.e., not a true
"open").

Figure 7.23 shows the measured Gummel characteristics for a 0.5 × 20 × 2
µm2 unit cell. At the same VBE , the IB is the same for all of the profiles because
of identical emitter structure, as expected. The IC is the highest in LN1 and LN2,
because of the higher Ge content and the larger Ge gradient across the neutral base,
again as expected. The β improvement is more easily seen on the β − IC curves
shown in Figure 7.24.

The fT − IC and the fmax − IC characteristics are shown in Figures 7.25 and
7.26, respectively. In addition to a much higher β, a modest increase in fT is
achieved in the two low-noise designs, primarily due to increased Ge gradient in
the neutral base. The fmax of the two low-noise designs are comparable to that of
the SiGe control, indicating that the high power gain in the SiGe control design
point is retained.

The high-injection design trade-off is clearly confirmed by the experimental
results. The two low-noise profiles have a higher β and fT at low JC because of
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Figure 7.21 Stability of the SiGe control design point and the two low noise pro-
files. All of these profiles are unconditionally stable.

Table 7.1 Transistor Parameters for the Noise Optimization Experiment
Parameter Si SiGe SiGe SiGe

BJT Control LN1 LN2

β at VBE=0.7V 67 114 350 261
VA(V) 19 60 58 113
BVCEO (V) 3.5 3.2 2.7 2.7
RBi (kΩ/2) 12.8 9.8 10.3 10.7
Peak fT (GHz) 38 52 52 57
Peak fmax (GHz) 57 64 62 67

their higher total Ge content and larger Ge gradient across the neutral base. In
contrast, the SiGe control and the Si BJT have a weaker (better) fT roll-off at high
JC because of deeper Ge retrograding in the collector. For RF circuit applications,
the upper bias current limit of these devices is set by the minimum fT and fmax
requirements. For instance, the upper collector current limit for meeting a require-
ment of fmax > 30 GHz is 50 mA for the two low-noise profiles. We have also
achieved the stated goal of maintaining the peak fT and peak fmax of the SiGe
control design point, despite the enhanced (worse) high-injection barrier effects in



Noise 299

0.1 0.2 0.3 0.4
1016

1017

1018

1019

1020

1021

1022

Depth (µm)

D
op

in
g 

C
on

ce
nt

ra
tio

n 
(c

m
–3

)

0.1 0.2 0.3 0.4
0

4

8

12

16

20

G
e 

pe
rc

en
ta

ge
 (%

)

poly

Ge

B
P

Figure 7.22 Measured SIMS data for the doping and Ge profiles of the fabricated
SiGe low noise profile "LN2."

the two low noise profiles. In fact, the peak fT and peak fmax values in the LN2
device are higher than for the SiGe control.

The NFmin data measured at 2 GHz is shown in Figure 7.27. The improvements
of β and fT translate into a clear improvement of the NFmin over the Si BJT and
SiGe control profiles. The NFmin of both the LN1 and LN2 SiGe HBTs are 0.2 dB
lower at 2 GHz than the NFmin of the SiGe control profile, which is consistent with
the simulations.4 Similar improvement is achieved at higher frequencies, where,
for instance, a 0.3 dB NFmin improvement is obtained at f = 10 GHz and IC =
5 mA. Figure 7.28 shows the measured associated gain as a function of IC . The
associated gain at noise matching is above 13 dB at NFmin for all of the profiles.
Interestingly, the Si BJT has the highest associated gain, despite its poorer noise
figure. This observed associated gain – noise figure trade-off can be explained
by the smaller β in the Si BJT using previously derived associated gain expression
(7.54). Importantly, these device-level noise figure improvements translate directly
into measurable circuit-level performance improvements in test circuits fabricated
on the same wafers [27]. The circuits were actually designed for the SiGe control
devices, and were used as is without adjustments for the new low-noise profiles,
and consequently can be considered unoptimized.

4While to the uninitiated 0.2-dB improvement may appear to be a small change, in a sub-1.0-dB
NFmin transistor, it isn’t!



300 Silicon-Germanium Heterojunction Bipolar Transistors

0.30 0.40 0.50 0.60 0.70 0.80 0.90
10–11
10–10
10–9
10–8
10–7
10–6
10–5
10–4
10–3
10–2

VBE(V)

I C
, I

B
(A

)

IC

IB

AE=0.5x2.5µm2

VCB=0 V

SiGe LN2
SiGe LN1
SiGe Control
Si BJT

Figure 7.23 Measured IC and IB versus VBE for the Si BJT, the SiGe control, and
the two low-noise optimized SiGe HBTs.
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Figure 7.25 Measured fT versus IC for the fabricated Si BJT, the SiGe control,
and the two low noise SiGe profiles.

7.6 Low-Frequency Noise

One of the advantages of SiGe HBTs over GaAs HBTs is their superior low 1/f
noise at low frequencies [28], thus making them excellent choices for low-noise
amplifiers, oscillators [29], and power amplifiers [30]. One might wonder why
low-frequency noise (< 10 kHz) is so important for circuits operating at (multi-
GHz) RF frequencies? First, low-frequency noise is upconverted to RF frequen-
cies through the nonlinear I − V and C − V relationships inherent in the transistor
to produce transistor phase noise (parasitic sidebands on the carrier frequency that
fundamentally limit spectral purity of the system). Second, low-frequency noise
is clearly important for emerging wireless receivers utilizing zero intermediate fre-
quency (IF) architectures.

7.6.1 Upconversion to Phase Noise

Consider applying an RF signal, fRF , and a low-frequency signal, fLF , to the base
of a SiGe HBT. Spectral components of frequencies fRF ± fLF are generated in



302 Silicon-Germanium Heterojunction Bipolar Transistors

1 10 100

20

40

60

80

IC (mA)

f m
ax

 (G
H

z)
Si BJT
SiGe control 
SiGe LN1 
SiGe LN2

AE=0.5x20x2µm2

VCB=1V

Figure 7.26 Measured fmax versus IC for the fabricated Si BJT, the SiGe control,
and the two low noise SiGe profiles.

the collector current because of the strongly nonlinear IC − VBE relation. The
low-frequency signal is thus upconverted to RF by frequency-mixing through the
nonlinear circuit elements in the transistor.

Similarly, the low-frequency 1/f noise in a RF transistor amplifier is up-
converted to RF frequencies by mixing with the incoming RF signal. This pro-
duces both amplitude and phase noise at the output, thus degrading spectral purity.
Alternatively, one can describe this situation as a fluctuation of the dc bias voltage
VBE in the RF amplifier, which is caused by the 1/f noise. The magnitude and
phase of the amplifier gain at RF frequencies thus fluctuate with VBE , resulting in
amplitude and phase noise at the output.

Both amplitude noise and phase noise are important for low-noise amplifiers
and power amplifiers. The phase noise measured for an open loop amplifier is also
referred to as the "residual phase noise" [31]. Residual phase noise is an important
concern for direct conversion receivers [32]. When the amplifier is used to build
an oscillator, the amplitude noise is not important because of inherent amplitude
stabilization. The amplifier phase noise, however, is directly translated into oscil-
lation frequency noise (phase noise), because the total phase shift is zero (or 360
degrees) on a loop turn [33, 34]. The oscillation frequency fluctuates in order to
compensate for the amplifier phase fluctuations. In a heterodyne RF receiver, the
local oscillator (LO) phase noise results in a broadening of the downconverted sig-
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Figure 7.27 Measured minimum noise figure (NFmin) versus collector current at
2 GHz for the fabricated Si BJT, SiGe control, and the two SiGe low
noise profiles.

nals at the intermediate frequency (IF), thus limiting the minimum channel spac-
ing between adjacent channels. For a 900-MHz transceiver, for instance, a 30-kHz
channel spacing typically requires less than -100 dBc/Hz phase noise at 100-kHz
offset from the carrier.

7.6.2 Measurement Methods

Experimentally, it is well established that the major low-frequency noise source in
typical SiGe HBTs is the base current noise, as it is in typical polysilicon emitter
Si BJTs. The low-frequency noise behavior can be described using a noise current
source placed between the base and emitter. The noise can be measured either in-
directly at the collector terminal or directly at the base terminal. Figure 7.29 shows
the diagram of the indirect measurement method. The dc biasing at the base and
collector is adjusted through potentiometers PB and PC , respectively. Batteries are
typically used as power supplies in order to minimize spurious noise. The thermal
noises from PB and PC are dynamically short-circuited by two large capacitors
CB and CC , respectively, and CB and CC also provide an ac ground to the 1/f
noise. We note that CB and CC are sometimes left out for simplicity, but care must
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Figure 7.28 Measured associated gain versus collector current at 2 GHz for the
fabricated Si BJT, SiGe control, and the two SiGe low noise profiles.

be exercised in determining the effective source and load resistances seen by the
transistor.

The base bias resistor RB is chosen such that RB ½ rπ, with rπ being the
transistor input impedance. The base noise current thus flows into the transistor
instead of RB, and is amplified by the transistor current gain β. The voltage noise
at RC is further amplified by a low-noise preamp, and detected by a dynamic signal
analyzer (DSA). The spectral density of the base current noise (SIB ) is obtained
from the spectral density of the voltage noise measured at RC (SVC ) as

SIB =
SVC

(RCβ)2
. (7.86)

The transistor output impedance is assumed to be much higher than RC , which
can always be satisfied by proper choice of RC . If capacitor CC is not used, the
effective dynamic load resistance seen by the collector node needs to be calculated
and used in place of RC in (7.86). This method, though indirect, is quite popular
because of its simplicity.5 Strictly speaking, the small-signal β should be used in

5We note that "simple" is not a word generally associated with 1/f noise measurements by those
who have actually made the measurements! Obtaining robust and clean noise data can be very time
consuming.
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Figure 7.29 Test circuit used to indirectly measure the base current 1/f noise from
collector voltage fluctuations.

(7.86). The base bias resistance RB typically ranges from 50 kΩ to 10 MΩ, and the
collector sampling resistance RC is on the order of 2 kΩ. Because of the RB ½ rπ
requirement, very large RB is needed for measurement at low IB values, which
often presents difficulties in practice when attempting to obtain data across a large
bias range.

At low IB, low-frequency noise can be directly measured at the base using a
current amplifier connected in series with the base biasing network, as shown in
Figure 7.30. A large bypass capacitance CB short-circuits the noise from the base
biasing network, and creates a low impedance path for the base current 1/f noise.
As long as the input impedance of the current amplifier is much lower than the
transistor input impedance (rπ), all of the base noise current flows into the current
amplifier. The dc base current is also directly read off the current amplifier’s dc
output voltage. No assumptions need to be made here for the transistor equivalent
circuit. The spectral density of the current amplifier output voltage is proportional
to the base noise current, and the gain of the current amplifier has units of V/A. In
our experience, at least for a medium current range, the two measurement methods
give identical results.

Figure 7.31 shows a typical low-frequency base current noise spectrum (SIB )
for a first generation SiGe HBT. The noise spectrum shows a clear 1/f component
as well as the 2qIB shot noise level. The corner frequency fC is determined from
the intercept of the 1/f component and the 2qIB shot noise level. The roll-off seen
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Figure 7.30 Test circuit used to directly measure the base current 1/f noise using
a current amplifier connected in series with the base biasing network.

above 10 kHz is due to the bandwidth limitation of the preamp, and at higher IB
values, the 2qIB shot noise level cannot be directly observed for this reason. The
calculated 2qIB value can be used to determine fC in this case.

7.6.3 Bias Current Dependence

For a given device geometry, SIB is a function of IB and is modeled by

SIB = KF

IαB
f
, (7.87)

where KF and α correspond to the KF and AF model parameters used in SPICE.
The α value provides information on the physical origins of the 1/f noise. First-
order theory predicts α = 1 for carrier mobility fluctuations, and α = 2 for carrier
number fluctuations [36]–[42]. The α for typical SiGe HBTs is close to 2, and
varies only slightly with SiGe profile and collector doping profile (2 ± 0.2).

The observed SIB − IB dependence for the SiGe HBTs is approximately the
same as for comparably fabricated Si BJTs, and independent of the SiGe profile,
as shown in Figure 7.32. The same devices described in Section 7.5 are used here,
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Figure 7.31 A typical low-frequency noise spectrum of a first generation SiGe
HBT (AE = 0.5 × 2.5 µm2, and IB = 1 µA).

including a 10% peak Ge profile control, a 14% peak Ge low-noise design (LN1),
an 18% peak Ge low-noise design (LN2), and an epi-base Si BJT (all fabricated in
the same wafer lot). At a given VBE , the IB is the same for the SiGe HBTs and the
Si BJT because of the identical emitter structure (Figure 7.23). Assuming that the
1/f noise is solely a function of the number of minority carriers injected into the
emitter, we intuitively expect the same 1/f noise at a given VBE (IB).

The fact that SiGe HBTs have the same SIB as a comparably constructed Si
BJT for a given IB is clearly good news for RF circuit designers. If we compare
SIB at the same IC , however, SIB is significantly lower (better) in SiGe HBTs than
in Si BJTs, because of the lower IB (higher β) found in SiGe HBTs, all else being
equal. The relevant question is which comparison (constant IB or constant IC )
makes better sense? A constant IC comparison is more meaningful in the context
of RFIC design, because many RF figures-of-merit fundamentally depend on IC
instead of IB (e.g., fT and fmax). In addition, NFmin, though dependent on IB, is
often compared at the same operating IC as well. Since SIB ∝ I2

C/β
2, the SIB for

the LN1 and LN2 SiGe HBTs should be naturally lower than for the SiGe control
and Si BJT because of their higher β. This is corroborated by the measured data
shown in Figure 7.33.

The most meaningful question with respect to low-frequency noise is, for a
given situation, how much VBE fluctuation is induced, and how much phase noise
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Figure 7.32 Measured SIB at 10 Hz as a function of IB for the Si BJT, the SiGe
control, and the two low-noise SiGe HBTs.

is generated for a given amount of 1/f noise? Recall that in the direct method of
noise measurement, the base bias resistance must be sufficiently high compared to
transistor input impedance to force all the noise current flow into transistor base.
In that case, the VBE fluctuation is the same for different SiGe HBTs biased at the
same IC . The SIB differences are exactly canceled by the β differences. Thus,
SiGe HBTs would appear to have no advantage at all over Si BJTs.

The biasing network in practical RF circuits, however, is quite different from
that used in the indirect 1/f noise measurement circuit. In fact, the dc biasing
network in RF oscillators is often optimized to minimize the impact of 1/f noise
on the transistor nonlinearity control voltages [31]. The low-frequency impedance
presented by the dc biasing network to the base current noise source is in general
smaller (sometimes much smaller) than rπ. The VBE fluctuation is then determined
by SIB and the low-frequency impedance of the biasing network (independent of
rπ). The VBE fluctuation is hence smaller for the high β SiGe HBTs, which have
lower SIB . We conclude, therefore, that the 1/f noise of bipolar transistors (Si or
SiGe or III-V) should be compared at the same IC as opposed to IB, at least for RF
circuits. The two low-noise optimized SiGe HBTs have the lowest 1/f noise at a
given IC , and are thus expected to have better overall phase noise performance.

Figure 7.34 compares the residual phase noise measured on single transistor



Noise 309

10–4 10–3
10–24

10–23

10–22

10–21

10–20

10–19

10–18

IC (A)

S
IB

 (A
2 /H

z)

αIC
2

AE=0.5x2.5µm2

f=10Hz VCB=0V

SiGe LN1 α IC
2.42

SiGe LN2 α IC
2.35

SiGe Control α IC
2.45

Si BJT α IC
2.19
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amplifiers with different SiGe profile designs. The measured results confirm our
theoretical expectations. The 14% peak Ge LN1 SiGe HBT shows the lowest resid-
ual phase noise. The carrier frequency in these measurements is 10 GHz, the input
power is 0 dBm, and both the source and load were terminated at 50 Ω. The
residual phase noise level in these SiGe HBTs is excellent compared to competing
technologies (of any type), with values as low as -165 dBrad/Hz at 10 kHz off-
set from the carrier. The measured residual phase noise improvement in the two
low-noise SiGe designs is consistent with ADS phase noise simulations [43].

Because of the extremely low levels of phase noise in SiGe HBTs, care must
be exercised to reduce the phase noise floor in the measurement setup. A diagram
of the experimental setup used here is shown in Figure 7.35 [34]. A microwave
carrier from a high-spectral-purity oscillator is injected into both the DUT as well
as a line. The carrier is modulated by the device low-frequency noise through the
device nonlinearities. The noisy carrier at the DUT output is demodulated through
a mixer in quadrature mode (phase detector) using the unmodulated carrier in the
line as a reference signal. The demodulated baseband signal is input into a Fast
Fourier Transform (FFT) spectrum analyzer after lowpass filtering and low noise
amplification. The phase noise of the reference oscillator is canceled due to a small
electrical delay between the two arms of the phase detector. Two low-noise mixers
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are then employed to reduce the noise floor of the measurement system (as low as
-175 dBc/Hz at 10 kHz offset from the carrier). The final data is obtained as a cross-
spectrum of the outputs of the two mixers by the spectrum analyzer controlled by
a computer through an HP-IB bus, and the setup is placed inside a Faraday shield
to avoid external spurious signals.

7.6.4 Geometry Dependence

The 1/f noise amplitude, as measured by the KF factor, scales inversely with the
total number of carriers in the noise-generating elements, according to the Hooge’s
theory [35]. The 1/f noise generated by sources in the EB spacer oxide at the
device periphery is inversely proportional to the emitter perimeter PE = WE + LE,
while the 1/f noise generated by sources located at the intrinsic EB interface (i.e.,
the emitter polysilicon-silicon interface) across the emitter window is inversely
proportional to the emitter area AE = WE × LE. The KF factor is often examined
as a function of the emitter area, the emitter perimeter, or the perimeter-to-area
ratio as a means of locating the contributing 1/f noise sources [38]–[42]. For
instance, for fixed frequency, the combination of a 1/AE dependence with an IB

2
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Figure 7.35 A residual phase noise measurement setup [34]. The noise floor is
-175 dBc/Hz at 10 kHz offset from carrier.

bias dependence for SIB is consistent with a uniform areal distribution of noise-
generating traps across the emitter region. In practice, caution must be exercised in
interpreting PE or AE scaling data, because test devices are often designed with the
emitter width equal to the minimum feature size, and with an emitter length much
larger than the emitter width. As a result, such data tend to scale with the emitter
perimeter and area in a similar manner, making interpretation difficult. A wide
distribution of device sizes and PE/AE ratios thus needs to be used when designing
test structures for noise scaling studies in order to make a clear distinction between
PE and AE scaling in SiGe HBTs. For all of the SiGe HBTs described in Section
7.5, the 1/f noise KF factor is inversely proportional to AE . Equation (7.87) can
thus be rewritten as

SIB =
K

AE

I2
B

f
=

K

β2

1
AE

I2
C

f
, (7.88)

where K is a factor independent of the emitter area and is defined as K = KF ×
AE , where α = 2 is assumed. Equation (7.88) is written as a function of IC
to facilitate technology comparisons for RFIC circuit design, for reasons discussed
above. Because the K factor for low-frequency noise is approximately independent
of base profile design, a higher β SiGe HBT has a lower SIB , and hence generates
lower phase noise when used in RF amplifiers and oscillators. For a given operating
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current, a larger device can clearly be used to reduce SIB . This tactic, however,
reduces fT because of the lower JC . The maximum device size one can use is
usually limited by this fT requirement. Optimum transistor sizing is thus important
not only for reducing NFmin, but also for reducing phase noise [43].

7.6.5 1/f Noise Figures of Merit

Traditionally, 1/f noise performance is characterized by the corner frequency (fC )
figure-of-merit, defined to be the frequency at which the 1/f noise equals the shot
noise level 2qIB. Equating (7.88) with 2qIB leads to

fC =
KIB
2qAE

=
KJC
2qβ

, (7.89)

where JC is the collector current density, and β is the dc β. Equation (7.89) sug-
gests that fC is proportional to JC and K, and inversely proportional to β. We note
that this conclusion differs from that derived in [44]. The derivation in [44] showed
that fC is independent of bias current density, because α = 1 was assumed (i.e.,
according to mobility fluctuation theory). This dependence of α, however, is not
the case in typical SiGe HBTs, which show an α close to 2. Figure 7.36 shows the
measured and modeled fC − JC dependence for the devices described in Section
7.5. As expected, fC is the lowest in the two low-noise SiGe HBTs, LN1 and LN2,
and highest for the Si BJT. The modeling results calculated using (7.89) fit the
measured data well.

The corner frequency alone, however, does not take into account transistor
frequency response, and is thus not suitable for adequately assessing transistor
capability for applications such as oscillators. For instance, Si BJTs typically also
have low (good) fC , but do not have sufficient gain to sustain oscillation at RF and
microwave frequencies because of their limited fT . GaAs HBTs, on the other hand,
have high fT , but typically also have high fC and hence generate larger phase noise
when used in oscillators. SiGe HBTs provide fT comparable to GaAs HBTs, and
lower fC than Si BJTs (as shown below), making them a very attractive choice for
ultra-low phase noise oscillators. A better figure-of-merit to gauge transistor 1/f
noise performance for oscillator applications is the fC/fT ratio recently defined in
[44], since it also takes into account transistor frequency response via fT .

The cutoff frequency fT is related to JC by (7.81) (rewritten for convenience)

1
2πfT

≈ τf +
1
gm

Ct

= τf +
kT

qJC
Ct, (7.90)
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Figure 7.36 Measured and modeled fC versus JC for the standard breakdown volt-
age Si BJT, the SiGe control, and the two low-noise SiGe HBTs.

where τf is the forward transit time, gm = qJC/kT is the transconductance per
unit area, and Ct is the total junction depletion capacitance per unit area. Prior to
fT roll-off at high JC , τf and Ct are nearly constant. The fC/fT ratio can thus be
obtained by combining (7.89) and (7.90)

fC
fT

= K
π

q

JC
β

(

τf + kT
Ct

qJC

)

=
Kπ

βq

(

τfJC + kT/qCt

)

. (7.91)

This model thus suggests a linear increase of the fC/fT ratio with operating col-
lector current density JC , provided that β and τf are constants. This is in con-
trast to the prediction of a JC independent fC/fT ratio found in [44], which as-
sumed α = 1. At larger values of JC where fT is high, τfJC ½ kT/qCt, and
fC/fT ≈ KπτfJC/βq. The fC/fT ratio is thus determined by the Kτf/β term at
higher JC values. A smaller τf , a higher β, and a smaller K factor are desired in
order to reduce (improve) fC/fT . A smaller fC/fT indicates better phase noise
performance at high frequencies. Figure 7.37 shows the measured and modeled
fC/fT -JC dependence for a first generation SiGe HBT. The agreement between
data and model is quite good. The two low-noise SiGe HBTs show the best (low-
est) fC/fT because of highest fT and the lowest fC , as expected.
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Figure 7.37 Measured and modeled fC/fT ratio as a function of JC for the stan-
dard breakdown voltage Si BJT, the SiGe control, and the two low-
noise SiGe HBTs.

These results confirm that SiGe profiles optimized for high β and high fT have
better phase noise performance for the same operating frequency. To achieve the
same RF gain, a higher fT transistor can operate at a lower JC , thus reducing
fC/fT , which further improves (lowers) fC . As can be seen from (7.91), the τf/β
ratio can be used as a figure-of-merit for SiGe profile optimization, because fC/fT
is proportional to Kτf/β according to (7.91). The K factor is primarily determined
by the emitter structure, and is independent of the SiGe profile used in the base as
well the collector doping profile, as evidenced by the experimental data. A SiGe
profile producing the lowest τf/β ratio leads to the best fC/fT ratio, and hence
should have the best phase noise performance at RF/microwave frequencies.

7.7 Substrate and Cross-Talk Noise

An important issue for SiGe HBT RF/microwave technology is the use of a low
resistivity p-type silicon substrate (typically 10–20 Ωcm for a SiGe BiCMOS pro-
cess). The low resistivity (conductive) substrate not only contributes thermal noise,
but also acts as a coupling medium between various dc and ac sources on the IC,
leading to cross-talk noise. RF losses to the low resistivity substrate also increase
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amplifier noise figure and degrade gain. These substrate noise effects can be signif-
icant and must be accounted for, particularly in mixed-signal design where noisy
digital functions are integrated with sensitive analog/RF functions on the same die.
Three methods can be used to minimize substrate and cross-talk noise in SiGe tech-
nologies, including: 1) the use of a sufficient number of substrate contacts to con-
trol the potential of the substrate around sensitive nodes; 2) the use of the naturally
available n+ subcollector as a ground plane; and 3) simply by maintaining appro-
priate spacing between noisy components. A combination of these approaches is
often used, since neither method works for all situations.

7.7.1 Noise Grounding Using Substrate Contacts

Noise currents are induced in the substrate by supply voltage glitches arising from
the inductive nature of bond wires and package pins, as well as via signal fluctua-
tions on interconnects, which can be capacitively coupled into the substrate through
the isolation oxides. To minimize the distribution of substrate noise current, one
can reduce the effective resistance between the ac ground and the substrate, as
shown in Figure 7.38. Deep trenches, if available, can be used to laterally isolate
cross-talk from other devices. Substrate contacts clearly occupy space, and thus
should only be used in and around critical devices or circuits. The noise injection
paths can be shunted to the ac ground by placing as many substrate contacts as
possible around sensitive circuits.

7.7.2 Noise Grounding Using n+ Buried Layers

An alternative to substrate contacting is to use the naturally available n+ collector
buried layer found in SiGe HBT processes as an RF ground plane. An area of
buried layer that is connected to ac ground can be placed near critical devices and
underneath critical signal lines in order to provide a low resistive return path to ac
ground, as shown in Figure 7.39. The low resistivity n+ buried layer effectively
shunts the substrate noise signals to ac ground. This approach is effective for sub-
strate noise under the metal interconnects, but not as effective for substrate noise
generated underneath a SiGe HBT, because the collector-to-substrate junction ca-
pacitance is in series with the n+ buried layer return path. A combination of n+

buried layer and top substrate contacts can be used to achieve the best noise immu-
nity. The n+ buried layer ground planes can also be used underneath bondpads for
shielding from the substrate.

One recent promising technique to remove substrate and cross-talk noise is the
micromachined etching of substrates below the noisy components [45]. Because
of cost concerns, however, this technique is not suitable for standard processing
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Figure 7.38 Grounding of substrate and cross-talk noise using substrate contacts
around critical devices.

as yet, even though it has been successfully applied to producing high-Q on-chip
inductors [46]. Another solution, of course, is to simply use an silicon-on-insulator
(SOI) or high-resistivity substrate. This approach may in fact be needed for mi-
crowave and mm-wave applications of SiGe HBTs, but the additional process com-
plexity (and hence cost) presents a substantial barrier for its mainstream use. Other
potential problems exist for SOI, including increased thermal resistance because of
the buried oxide. Self-heating as well as thermal-coupling between devices can
cause additional problems at the circuit level.
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Chapter 8

Linearity

"Linearity" is the counterpart of "distortion," or "nonlinearity," and in the present
context refers to the ability of a device, circuit, or system to amplify input signals
in a linear fashion. The term "linearity" often has different meanings for different
types of circuits, and must be examined in the context of a given circuit application.
SiGe HBTs, like other semiconductor devices, are in general nonlinear elements.
For instance, it has an exponential IC − VBE nonlinearity common to all bipolar
transistors, and in fact represents the strongest nonlinearity found in nature! This
exponential IC − VBE nonlinearity actually underlies the "translinear principle,"
which enables a large variety of linear and nonlinear functions to be realized using
bipolar transistors. Despite our intuition, the distortion in translinear circuits is not
caused by the exponential IC − VBE relationship, but rather is due to the depar-
ture from it, by various means (i.e., series resistance, high-level injection, impact
ionization, Early effect, and inverse Early effect).

SiGe HBTs can be used to build both "nonlinear" and "linear" circuits depend-
ing on the required application and the circuit topology used. While unavoidable
nonlinearities in transistors might be naively viewed to always be a bad thing, this
is clearly not the case. In fact, transistor nonlinearity is both a blessing and a curse.
Nonlinearity can be a blessing because:

• We need nonlinearity to translate frequency from baseband to RF for signal
transmission (upconversion), and translate frequency from RF to baseband
for signal reception (downconversion).

• Nonlinearity is necessary to realize frequency multiplication, which is used
in frequency synthesis.

• Nonlinearity is required to build an oscillator.

321
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Nonlinearity can also be a curse, however, because it creates distortion in the var-
ious signals we are interested in preserving, amplifying, or transmitting. For in-
stance,

• Nonlinearity causes intermodulation of two adjacent strongly interfering sig-
nals at the input of a receiver, which can corrupt the nearby (desired) weak
signal we are trying to receive.

• In the transmit path, nonlinearity in power amplifiers clips the large ampli-
tude input. Digitally modulated signals used in modern wireless communica-
tions systems typically have several dB of variation in instantaneous power
as a function of time, and thus require highly linear amplifiers. Clipping
of the large amplitude input causes a spreading of the output spectrum to
adjacent channels (i.e., adjacent channel power ratio (ACPR)). The power
"leaked" to adjacent channels interferes with other users.

Perhaps surprisingly, SiGe HBTs exhibit excellent linearity in both small-signal
(e.g., LNA) and large-signal (e.g., PA) RF circuits, despite their strong I − V and
C − V nonlinearities. Clearly, the overall circuit linearity strongly depends on the
interaction (and potential cancellation) between the various I − V and C − V non-
linearities, the linear elements in the device, as well as the source termination, the
load termination, and any feedback present. This issues will be illustrated using
Volterra series [1]–[3], a powerful formalism for analysis of nonlinear systems.

8.1 Nonlinearity Concepts

When the input signal is sufficiently weak, the operation of a transistor circuit is
linear and dynamic. The response of a linear and dynamic circuit is characterized
by an impulse response function in the time domain and a linear transfer function
in the frequency domain. Strictly speaking, for a bipolar transistor, the validity of
the small-signal requires VBE variation to be much smaller than the thermal voltage
kT/q.

For larger input signals, an active transistor circuit becomes a nonlinear dy-
namic system. Its impulse response can be approximated with a "Volterra series."
We will postpone the discussion of Volterra series for the moment because of the
complexity involved. Many of the nonlinearity concepts, however, can be illus-
trated using simple power series, a concept which only applies to a memory-less
circuit. In practice, even a linear circuit has memory elements (e.g., capacitors).
Nevertheless, the use of power series simplifies the illustration of many commonly
used linearity figures of merit.
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Under small-signal input, the output voltage y(t) of a memoryless nonlinear
circuit can be related to its input voltage x(t) by a power series

y(t) = k1x(t) + k2x
2(t) + k3x

3(t), (8.1)

where for simplicity we have truncated the series at third-order. The effect of stor-
age elements such as capacitors and higher-order nonlinear terms are not accounted
for. The concepts of "harmonics," "intermodulation," and "gain compression" are
introduced below using (8.1).

8.1.1 Harmonics

If we let the input voltage x(t) = A cosωt, the output voltage y(t) then becomes

y(t) =k1A cosωt + k2A
2 cos2 ωt + k3A

3 cos3 ωt

=
k2A

2

2
dc shift

+
(

k1A +
3k3A

3

4

)

cosωt fundamental

+
k2A

2

2
cos 2ωt second harmonic

+
k3A

3

4
cos 3ωt third harmonic. (8.2)

Equation (8.2) has a dc shift, a "fundamental output" at ω, a "second-order
harmonic term" at 2ω, and a "third-order harmonic term" at 3ω. Thus, an "nth-
order harmonic term" is proportional to An. In practice, the relative level of a
given harmonic with respect to the fundamental output is of great interest. The
relative "second harmonic distortion" (HD2) is obtained from (8.2) as

HD2 =
k2A

2

2

/

(k1A) =
1
2
k2

k1
A, (8.3)

where the 3k3A
3/4 term added to k1A is neglected. Therefore,

• For small A, the output behaves in a weakly nonlinear manner. The funda-
mental output at ω grows with A, while the second harmonic at 2ω grows
with A2.

• The extrapolation of the output at 2ω and ω intersect at a certain input level
defined as IHD2. IHD2 is obtained from (8.3) by letting HD2 = 1

IHD2 = 2
k1

k2
. (8.4)
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Note that IHD2 is independent of the input signal level. Once IHD2 is
known, one can calculate HD2 for any desired small-signal input A using

HD2 =
A

IHD2
. (8.5)

• The output level at the intercept point, OHD2, is simply the product of the
small-signal gain G and IHD2

OHD2 = G · IHD2

= 2
k2

1

k2
. (8.6)

The preferred use of the input or output number for the intercept point is imma-
terial. There is no solid reason to use one preferentially over the other, because
usually both gain and one of the two intercept numbers are specified. In a similar
manner, the third-order harmonic distortion HD3, the input and output intercept of
the third harmonic distortion IHD3, and OHD3 can be defined.

8.1.2 Gain Compression and Expansion

The small-signal gain is obtained by neglecting the harmonics. In (8.2), the small-
signal gain is k1 when we neglect the nonlinearity-induced term 3k3A

3/4. How-
ever, as the signal amplitude A grows, 3k3A

3/4 becomes comparable to or even
larger than k1A. The gain thus changes with the input. This variation of gain with
input signal level is a fundamental manifestation of nonlinearity.

If k3 < 0, then 3k3A
3/4 < 0. That is, the gain decreases with increasing input

level (A), and eventually diminishes to zero. This phenomenon is referred to as
"gain compression" in many (though not all) RF circuits, and is often quantified by
the "1 dB compression point," or P1dB. In real circuits, three terms of the power
series are not usually sufficient to describe the nonlinear behavior at the 1dB com-
pression point, because of large-signal operation. Once again, either the input or
the output value can be used for characterization purposes. The input value is the
input magnitude at which the gain drops by 1 dB. Signal power as opposed to volt-
age is often used in RF circuits. The transformation between voltage and power
involves a reference impedance, usually 50 Ω. Typical RF front-end amplifiers
require -20 to -25-dBm input power at the 1dB compression point.

8.1.3 Intermodulation

Consider a two-tone input voltage x(t) = A cosω1t + A cosω2t. The output has
not only harmonics of ω1 and ω2, but also "intermodulation products" at 2ω1 −ω2
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and 2ω2 −ω1. A full expansion of (8.1) using x(t) = A cosω1t+A cosω2t shows
that the output contains signals at ω1, ω2, 2ω1, 2ω2, 3ω1, 3ω2, ω1 + ω2, ω1 − ω2,
2ω2 − ω1, 2ω2 + ω1, 2ω1 − ω2, and 2ω1 + ω2.

When ω1 and ω2 are closely spaced, the third-order intermodulation products at
2ω2 −ω1 and 2ω1 −ω2 are the major concerns, because they are close in frequency
to ω1 and ω2, and thus within the amplifier bandwidth, and inaccessible to filtering.
Consider a weak desired signal channel, and two nearby strong interferers at the
input. One intermodulation product falls in band, and corrupts the desired com-
ponent, as illustrated in Figure 8.1. The fundamental signal and intermodulation

2f2 - f1

f2 IM3f1

Figure 8.1 Illustration of the corruption of desired signals by the intermodulation
product of two strong interferers.

products in the output are given by

y(t) =
(

k1A +
3k3A

3

4
+

3k3A
3

2

)

cosω1t + · · · fundamental

+
3k3A

3

4
cos(2ω2 − ω1)t + · · · intermodulation. (8.7)

The ratio of the amplitude of the IM product to the amplitude of the fundamental
output is defined as the "third-order intermodulation distortion" (IM3), similar to
the definition of HD3. Neglecting the higher order terms added to k1A, one has

IM3 =
3k3A

3

4

/

k1A =
3
4
k3

k1
A2. (8.8)

A few general observations can now be made:
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• For small input signals (A), the fundamental output at ω1 grows linearly with
A, while the IM product at 2ω2 − ω1 grows as A3. A 1-dB increase in the
input results in a 1-dB increase of fundamental output, but a 3-dB increase
of IM product!

• The extrapolation of the fundamental output and the IM3 versus the input
intersect at a given input level. That level is defined to be the "input third-
order intercept point" (IIP3). This condition corresponds to IM3 = 1.

• The IIP3 is obtained from (8.8) by letting IM3 = 1

IIP3 =

√

4
3
k1

k3
. (8.9)

Clearly IIP3 is a more useful figure of merit than IM3 because it does not depend
on the input signal level. Given IIP3, IM3 can be calculated for any desired small
input A

IM3 =
A2

IIP3
. (8.10)

Because IM3 grows with A2 (8.8), IIP3 can be measured at a single input level A0,

IIP32 =
A2

0

IM30
, (8.11)

where IM30 is the measured relative intermodulation distortion. Note that IIP3 and
A0 are voltages, and thus IIP32 and A2

0 are measures of power. Taking 10 log on
both sides, one has

20 log IIP3 = 20 log A0 − 10 log IM30. (8.12)

Here, 20 log IIP3 is the power expressed in dB at the intercept point, and 20 log A0

is now the input power level expressed in dB. The reference power level does not
enter into the equation. Now (8.12) can be rewritten in terms of power

PIIP3 = Pin +
1
2

(

Po,1st − Po,3rd
)

, (8.13)

and
POIP3 = Po,1st +

1
2

(

Po,1st − Po,3rd
)

. (8.14)

This is indeed how IP3 data in commercial load-pull systems and CAD tools (e.g.,
ADS) is defined for each input power level. The following is the sample output of
a load-pull measurement on a SiGe HBT amplifier. The two tones are at 2.000 and
2.001 GHz (i.e., 1-MHz spacing).
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Pin Pout,1st Gain Pout,3rd P(OIP3)

dBm dBm dB dBm dBm

-30.00 -11.72 18.28 -74.48 19.65

-29.00 -10.75 18.25 -72.68 20.20

-28.00 -9.74 18.26 -69.91 20.35

-27.00 -8.74 18.26 -67.24 20.51

-26.00 -7.72 18.28 -64.89 20.87

-25.00 -6.77 18.23 -62.28 20.98

-24.00 -5.74 18.26 -59.57 21.18

-23.00 -4.73 18.27 -57.15 21.47

-22.00 -3.75 18.25 -54.66 21.71

-21.00 -2.74 18.26 -52.07 21.92

-20.00 -1.72 18.28 -49.63 22.37

-19.00 -.73 18.27 -47.31 22.69

-18.00 .30 18.30 -45.20 23.05

-17.00 1.28 18.28 -43.13 23.49

-16.00 2.32 18.32 -41.19 24.07

-15.00 3.34 18.34 -39.16 24.59

-14.00 4.34 18.34 -36.82 24.93

-13.00 5.38 18.38 -33.63 24.88

............

Frequency : 2.00 GHz

Source State : 1 #377

Source Imp : .02 -170.1

Load State : 1 #550

Load Imp : .70 14.9

Vc 3.001 V

Vb .816 V

Date :30 Apr 1998

Time :16:22:43

The reader is encouraged to calculate OIP3 from the data in columns 1 to 4 above
using (8.14), and then compare the results with the data given in column 5.

The measured fundamental and third-order IM product power versus input
power data for the above SiGe HBT amplifier are plotted in Figure 8.2, along with
the gain. The measured slope of the IM product curve deviates from 3 : 1, because
of the "high" input power level used in the measurement. As a result, the IP3 num-
bers measured at different input powers are different, as can be seen from the data
output. One would obtain an OIP3 of 35 dBm by simply extrapolating the linear
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portions of the measured Pout,1st and Pout,3rd data. The OIP3 based on a theoretical
3 : 1 slope at Pin = −30 dBm is only 20 dBm, however, and therefore, caution
must be exercised in interpreting the IP3 numbers. The gain compression at very
high input power level can also be clearly seen here.
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Figure 8.2 A typical Pout versus Pin curve for a first generation SiGe HBT (IC = 3
mA and VCE = 3 V). The input power at the 1-dB compression point is
-3 dBm.

Clearly IIP3 is an important figure of merit for front-end RF/microwave low-
noise amplifiers, because they must contend with a variety of signals coming from
the antenna. The interfering signals are often much stronger than the desired sig-
nal, thus generating strong intermodulation products that can corrupt the weak but
desired signal. To some extent, IIP3 is a measure of the ability of a handset, for
instance, not to "drop" a phone call in a crowded environment. For many LNA
applications, IIP3 is just as important (if not more so) as the noise figure. The dc
power consumption must also be kept very low because the LNA is likely to be
continuously listening for transmitted signals of interest and hence continuously
draining power. The power consumption aspect is taken into account by another
figure of merit, the linearity efficiency, which is defined as IIP3/Pdc, where Pdc is
the dc power dissipation. First generation SiGe HBTs typically exhibit excellent
linearity efficiencies above 10, which is competitive with III-V technologies. We
note, however, that IIP3/Pdc is not adequate for describing the Class AB operating
mode for transistors in the driver and output stage of power amplifiers [4].



Linearity 329

8.2 Physical Nonlinearities

Figure 8.3 depicts a typical transistor equivalent circuit that includes the dominant
physical nonlinearities in a SiGe HBT:

• ICE represents the collector current transported from the emitter, and is a
nonlinear function of the controlling voltage VBE . The ICE − VBE nonlin-
earity is a nonlinear transconductance.

• IBE represents the hole injection into the emitter, and is also a nonlinear
function of VBE .

• ICB represents the avalanche multiplication current, and is a strong nonlinear
function of both VBE and VCB. The nonlinear current source ICB has a 2-D
nonlinearity because it has two controlling voltages.

• CBE is the EB junction capacitance, and includes the diffusion capacitance
and depletion capacitance. CBE is a strong nonlinear function of VBE when
the diffusion capacitance dominates, because diffusion charge is proportional
to the transport current ICE .

• CBC is the CB junction capacitance.

We examine now the details of various I − V and C − V nonlinearities.

8.2.1 The ICE Nonlinearity

To first order, the transport current ICE is controlled by VBE . This results in a non-
linear transconductance in weakly nonlinear circuit analysis. Denoting the nonlin-
ear current i(t) as a nonlinear function (f ) of the controlling voltage vC (t), one
has

i(t) = f (vC (t)) = f (VC + vc(t)) (8.15)

= f (VC ) +
∞
∑

k=1

1
k!

∂kf (v(t))
∂vk

∣

∣

∣

v=VC
× vkc (t), (8.16)

where i(t) is the sum of the dc and ac currents, vc(t) is the ac voltage which controls
the conductance, and VC is the dc controlling (bias) voltage.

For small vc(t), considering the first three terms of the power series is usually
sufficient. Mathematically speaking, the definition of small clearly depends on the
magnitude of the derivatives. A number of nonlinearity coefficients can be defined
to characterize an I − V nonlinearity, including:

g =
∂f (v)
∂v

∣

∣

∣

v=VC
, (8.17)
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Figure 8.3 Equivalent circuit of the SiGe HBT used for Volterra series simulations.
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∣

∣
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K3g =
1
3!

∂3f (v)
∂v3

∣

∣

∣

v=VC
, (8.19)

and
Kng =

1
n!

∂nf (v)
∂vn

∣

∣

∣

v=VC
. (8.20)

The ac current-voltage relation can be rewritten as

iac(t) = g · vc(t) +K2g · v2
c (t) +K3g · v3

c (t) + · · · , (8.21)

where g is essentially the small-signal (trans)conductance of the linearized ele-
ment, and K2g and K3g are the second-order and third-order nonlinearity coef-
ficients. The subscript g for K2 and K3 denotes that these two coefficients are
associated with the linearized (trans)conductance g. For an ideal SiGe HBT, ICE
increases exponentially with VBE

ICE = IS exp
(

qVBE
kT

)

. (8.22)
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The nonlinearity coefficients are thus

gm =
qICE
kT

, (8.23)

K2gm =
1
2!

q2 ICE

(kT )2
, (8.24)

K3gm =
1
3!

q3 ICE

(kT )3
, (8.25)

and
Kngm =

1
n!

qn ICE
(kT )n

. (8.26)

For a dc bias current of 1.0 mA, at 300 K, we have kT/q = 26 mV, gm =
0.0387 A/V, K2gm = 0.751 A/V2, and K3gm = 9.70 A/V3. When measured
ICE − VBE data is used in numerically evaluating the derivatives, care must be
exercised because of the strong nonlinearity. For instance, the first-order deriva-
tive can be numerically calculated using IC0d(ln IC0)/dVBE , which gives much
more accurate results than using dIC0/dVBE directly. At a given operating ICE ,
the ICE −VBE nonlinearity coefficients are identical for a SiGe HBT and a Si BJT.

From a circuit point of view, the consequence of the ICE − VCE nonlinearity is
to make the effective transconductance a function of vbe (as opposed to a constant
in a linear circuit)

gm,eff =
ic
vbe

= gm(1 +

nonlinear contributions
︷ ︸︸ ︷

1
2
qvbe
kT

+
1
6

q2 v2
be

(kT )2
+ · · ·). (8.27)

Equation (8.27) indicates that the nonlinear contributions to gm,eff increase with the
voltage drop across the EB junction vbe. In typical bipolar amplifiers, vbe decreases
with increasing biasing current, making gm,eff closer to a constant, as it is in a linear
circuit. The linearity of SiGe HBT circuits can therefore generally be improved by
increasing the biasing current, although at a cost of increased power consumption.
Emitter resistance or inductance also helps in improving linearity by decreasing
vbe, although at the expense of gain.

8.2.2 The IBE Nonlinearity

For an ideal SiGe HBT with a constant current gain β, the base current tracks the
collector current,

IBE =
ICE
β

. (8.28)
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Therefore, the nonlinearity coefficients of the nonlinear EB conductance simply
track the nonlinearity coefficients of the nonlinear transconductance

gbe =
gm
β
, (8.29)

K2gbe =
K2gm

β
, (8.30)

K3gbe =
K3gm

β
, (8.31)

and

Kngbe =
Kngm

β
. (8.32)

For better accuracy, measured IBE − VBE data can be directly used in deter-
mining the nonlinearity coefficients.

8.2.3 The ICB Nonlinearity

The ICB term represents the impact ionization (avalanche multiplication) current

ICB = ICE (M − 1)

= IC0(VBE )FEarly(M − 1), (8.33)

where IC0(VBE ) is IC measured at zero VCB, M is the avalanche multiplication
factor, and FEarly is the Early effect factor, and can all be measured [5] (refer to
Chapter 4). It is important to distinguish Early effect and avalanche multiplica-
tion here, although they both contribute to an increase of IC with increasing VCB,
because of their fundamentally different impact on the base and emitter currents
[5].

At low current density, the avalanche multiplication factor M in SiGe HBT can
be successfully modeled as a function of VCB using the empirical "Miller equation"

M =
1

1 − (VCB/VCBO)m
, (8.34)

where VCBO and m are two fitting parameters. A sample M − 1 plot measured at
VBE = 0.6 V for a typical SiGe HBT is shown in Figure 8.4 (reproduced from
Chapter 4 for convenience). The measured data can be accurately captured using
(8.34).

This avalanche multiplication model, however, is of little use in practical linear-
ity modeling, because avalanche multiplication also strongly depends on operating
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Figure 8.4 Measured M − 1 versus VCB for a typical SiGe HBT operating at low
current density.

current density JC . At a given VCB, the avalanche multiplication rate is constant
only at low JC where fT and fmax are very low. At the higher JC of practical
interest, the avalanche multiplication factor decreases with increasing JC , because
of decreasing peak electric field in the CB junction (Kirk effect). Figure 8.5 shows
measured M-1 versus JC data, together with a model fit using [6]

M − 1 =
VCB

αVCBO
exp

(

−
mα−1/3

V
2/3
CB

)

, (8.35)

α = 1 − tanh
[

IC
ICO

exp
(

VCB
VR

)]

, (8.36)

where m, VCBO, ICO, and VR are fitting parameters. The measured M-1 data is
accurately captured as a function of JC . As JC increases, the mobile carrier charge
(−JC/v) compensates the depletion charge (qNdc), which effectively reduces the
net charge density on the collector side of the CB junction, decreasing the peak
electric field and hence M-1. As expected, the measured decrease of M-1 with JC
also varies with VCB.

Another closely related high-injection effect is the cut-off frequency (fT ) roll-
off at high JC . At sufficiently high JC , the net charge density reduces to zero,



334 Silicon-Germanium Heterojunction Bipolar Transistors

0.1 1.0
10–5

10–4

10–3

10–2

10–1

100

Collector Current Density JC (mA/µm2)

M
–1

VCB=2.0V   VCB=2.3V 
VCB=2.6V   VCB=2.9V 

fitting data

Figure 8.5 Avalanche multiplication factor (M−1) as a function of JC for different
VCB.

and base push-out commences, resulting in the roll-off of fT . In SiGe HBTs,
however, the situation is further worsened by the retrograding of SiGe profile into
the collector (refer to Chapter 6). Unlike M − 1, which is strongly dependent on
VCB, fT and fmax are weakly dependent on VCB for VCB > 0 prior to the fT roll-
off. Figure 8.6 shows fT and fmax as a function of JC measured at VCB = 1.0 V
for the same device used in Figure 8.5. The fT and fmax peaks occur near a JC
of 1.0–2.0 mA/µm2 (Figure 8.6), while M − 1 starts to decrease at much smaller
JC values (see Figure 8.5). When base push-out occurs the electric field becomes
nearly constant in the collector, resulting in a low peak electric field, and hence a
low M−1. Past the fT peak, the electrical CB junction and hence the peak electric
field position shifts from the metallurgical CB junction to the n-epi/n+ buried layer
interface. The peak electric field and M − 1 thus increase with very high JC (well
past the fT peak). This subsequent increase of M−1 with JC is not included in this
new M − 1 model. For the purposes of this chapter, the biasing current is limited
to below peak fT , which is the case for most RF circuits.

The avalanche current ICB is controlled by two voltages, VBE (through JC )
and VCB, and thus needs to be described by a 2-D power series. This series can
be split into three subseries iu, iv and iuv. The first two series, iu and iv, contain
powers of one single voltage as for a 1-D nonlinear transconductance

iu = gu · uc +K2gu · u
2
c +K3gu · u

3
c + · · · , (8.37)
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Figure 8.6 Measured fT and fmax as a function of JC for a SiGe HBT.

and
iv = gv · vc +K2gv · v

2
c +K3gv · v

3
c + · · · , (8.38)

where uc and vc are the controlling voltages. The cross-term contribution, iuv, is
given by

iuv = K2gu&gv · uc · vc +K32gu&gv · u
2
c · vc +K3gu&2gv · uc · v

2
c . (8.39)

The nonlinearity coefficient Kmjgu&(m−j)gv with m > j is defined as

Kmjgu&(m−j)gv =
1
j!

1
(m − j)!

∂mf (u, v)
∂uj∂vm−j

∣

∣

∣

u=UC ,v=VC
. (8.40)

If j or m − j is equal to unity, then it is omitted as a subscript, such as in K2gu&gv .

8.2.4 The CBE and CBC Nonlinearities

In both bipolar and field-effect transistors, current is controlled through voltage
modulation of carrier densities (charges), which effectively produces a capacitive
effect. Like the terminal currents, these capacitances are nonlinear functions of the
terminal voltages. For small-signal distortion, the charge storage associated with a
nonlinear capacitor can be described as

Q(t) = f (vC (t)) = f (VC + vc(t)) (8.41)

= f (VC ) +
∞
∑

k=1

1
k!

∂kf (v(t))
∂vk

∣

∣

∣

v=VC
× vkc (t), (8.42)
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where the power series represents the ac part of the stored charge. The first-order,
second-order, and third-order nonlinearity coefficients are defined as

C =
∂f (v)
∂v

∣

∣

∣

v=VC
, (8.43)

K2C =
1
2!

∂2f (v)
∂v2

∣

∣

∣

v=VC
, (8.44)

and

K3C =
1
3!

∂3f (v)
∂v3

∣

∣

∣

v=VC
. (8.45)

The ac charge can then be written as

qac(t) = C · vc(t) +K2C · v2
c (t) +K3C · v3

c (t) + · · · , (8.46)

where C is essentially the small-signal linear capacitance. The nonlinearity coef-
ficient of order n is defined by the nth order derivative of the charge Q (not the
capacitance C) with respect to V .

The excess minority carrier charge QD in a SiGe HBT is proportional to the
transport current ICE through the transit time τf

QD = τfICE = τfIS exp
(

qVBE
kT

)

, (8.47)

and thus,

CD = τf · gm = τf
qICE
kT

= τf
qICE
kT

, (8.48)

K2CD
= τf ·K2gm = τf

q2 ICE

2(kT )2
, (8.49)

K3CD
= τfK3gm = τf

q3 ICE

6(kT )3
, (8.50)

and

KnCD
= τfKngm =

τf q
n ICE

n!(kT )n
. (8.51)

Here, CD, K2CD
, and K3CD

are proportional to gm, K2gm , and K3gm , respectively,
through a constant τf . The effective capacitance becomes a function of vbe, as
opposed to a constant in a linear circuit,

CD,eff =
qD
vbe

= CD(1 +

nonlinear contributions
︷ ︸︸ ︷

1
2
qvbe
kT

+
1
6

q2 v2
be

(kT )2
+ · · ·). (8.52)
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Similar to the effective transconductance, the "effective" diffusion capacitance can
be made more linear (i.e., closer to a constant) by increasing the biasing current at
the expense of power consumption. A higher IC leads to a larger CD, and hence
a smaller vbe. A larger value of CD itself generally helps in improving circuit
linearity.

The EB and CB junction depletion capacitances are often modeled by

Cdep(Vf ) =
C0

(

1 − Vf
Vj

)mj
, (8.53)

where C0, Vj and mj are known model parameters for a given junction. The non-
linearity coefficients can be analytically evaluated in this case. In practice, more
complicated models such as those used in MEXTRAM can be used, and the non-
linearity coefficients are then evaluated numerically.

The CB depletion capacitance is in general much smaller than the EB depletion
capacitance, because the CB junction is under reverse bias for normal (forward-
active) operation. However, the CB depletion capacitance is important in deter-
mining linearity, because of its feedback function, as we will show below using
Volterra series. Both the absolute value and the derivative of CCB with respect to
VCB are important.
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Figure 8.7 CCB versus CB junction voltage for different mj values.

Figure 8.7 shows the C − V characteristics of the CB junction of a first gen-
eration SiGe HBT (here Vj = 0.7 V, and mj = 0.11, mj = 0.01, and mj = 0 are
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compared). Observe that mj affects not only ∂C/∂V , but also the absolute value
of C. At a reverse bias of 2 V (Vf = −2 V), a decrease of mj from 0.11 to 0.01
not only makes the capacitance more linear (smaller derivative), but also increases
the absolute value of CCB. Therefore, caution must be exercised in identifying
whether the absolute value or the derivative is dominant in determining the transis-
tor overall linearity [8]. A higher CCB value in general improves linearity because
of increased feedback, and an associated penalty in gain.

Having discussed the individual physical I − V and C − V nonlinearities in a
SiGe HBT, we are now in a position to examine how they affect the linearity of a
SiGe HBT amplifier, and to then address an often-asked, and highly relevant ques-
tion: Which nonlinearity is dominant in the device? The analysis method used is
Volterra series, which applies to small-signal distortion such as that found in front-
end low-noise amplifiers and mixers. Compared to other distortion analysis meth-
ods, Volterra series allow us to easily identify the contribution of various individual
nonlinearities, as well as identify the interaction between individual nonlinearities.

The mathematical derivation of Volterra series is quite complicated, and has
been well treated in [1] and [2]. Applying Volterra series to circuit linearity anal-
ysis, however, is straightforward, and can be readily performed with the help of
a matrix solver such as that found in MATLAB. The fundamental concepts and
analysis procedures are reviewed below to the extent that should allow interested
readers to repeat our analysis for their own SiGe HBTs.

8.3 Volterra Series

8.3.1 Fundamental Concepts

Volterra series is a general mathematical approach for solving systems of nonlinear
integral and integral-differential equations, such as the equations found in nonlinear
circuits. Volterra series can be viewed as an extension of the theory of linear sys-
tems to weakly nonlinear systems. The essentials of Volterra series can be briefly
summarized as:

• Volterra series approximate the output of a nonlinear system in a manner
similar to the more familiar Taylor series approximation of analytical func-
tions. Similarly, the analysis is applicable only to weak nonlinearities (in our
case, only small-signal inputs).

• The response of a nonlinear system to an input x(t) is equal to the sum of the
responses of a series of transfer functions of different orders (H1, H2, . . .,
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Hn), as shown in Figure 8.8

Y = H1(x) +H2(x) +H3(x) + · · · . (8.54)

• In the time domain, Hn is described as an impulse response hi(τ1, τ2, · · · , τn).
As in linear circuit analysis, frequency domain representation is often more
convenient, and thus Hn(s1, · · · , sn), the nth-order transfer function in the
frequency domain, is obtained through a multidimensional Laplace trans-
form of the time domain impulse response

frequency domain
︷ ︸︸ ︷

Hn(s1, · · · , sn) = (8.55)
Laplace transform
︷ ︸︸ ︷

+∞
∫

−∞

· · ·
+∞
∫

−∞

time domain
︷ ︸︸ ︷

hn(τ1, τ2, · · · , τn) e−(s1τ1+s2τ2+···+snτn)dτ1 · · · dτn.

Here, Hn takes n frequencies as the input, from s1 = jω1 to sn = jωn.

• The first-order transfer function H1(s) is essentially the transfer function
of the small-signal linear circuit at dc bias. Higher-order transfer functions
represent higher-order phenomena.

• Solving the output of a nonlinear circuit is equivalent to solving the Volterra
series H1(s), H2(s1, s2), and H3(s1, s2, s3), · · ·

H1

H2

Hn

x(t) y(t)+

Figure 8.8 An illustration of Volterra series.
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For a very small input, the output can be accurately described using only the
linear (i.e., first-order) operator H1(s), the transfer function of the linearized cir-
cuit. As the input signal increases, however, a substantial part of the output is
generated by the nonlinearities. For sufficiently small inputs, these nonlinear ef-
fects can be described accurately using only the second- and the third-order transfer
functions H2(s1, s2) and H3(s1, s2, s3).

As for H1(s), H2(s1, s2) and H3(s1, s2, s3) are determined by the linear and
nonlinear properties of all of the circuit elements, as well as by the way in which
the different elements are connected. To solve H1(s), the nonlinear circuit is first
linearized and solved at s = jω. This solution requires first-order derivatives of the
nonlinear circuit elements. The solution of H2(s1, s2) and H3(s1, s2, s3) also need
the second-order and third-order nonlinearity coefficients of the nonlinear circuit
elements.

Before discussing how to solve H2(s1, s2) and H3(s1, s2, s3), let us first see
how they can be used in determining the response of a nonlinear circuit to a two-
tone excitation A1 cosω1t + A2 cosω2t. The output consists of 18 responses at 13
distinct frequencies, including the fundamental signal, the various harmonics, in-
termodulation products, desensitizations, and compressions. The intermodulation
products, harmonics, and the dc shift are listed in Table 8.1.

The solution of Volterra series in nonlinear electrical circuits is fortunately a
straightforward case. The transfer functions can be solved in increasing order by
repeatedly solving the same linear circuit using different excitations at each or-
der. It is for this reason that both the absolute values and derivatives of nonlinear
conductances and capacitances are important in determining the overall circuit lin-
earity.

To illustrate the analysis procedure, consider a bipolar transistor amplifier with
an RC source and an RL load. Figure 8.9 shows the linearized circuit. For sim-
plicity, we neglect all of the nonlinear capacitances in the transistor, the base and
emitter resistance, as well as the avalanche multiplication current. After mastering
the analysis procedures, one can easily add all of these elements in a straightfor-
ward manner with the aid of a matrix calculator such as found in MATLAB. As in
linear circuit analysis, Hn(s1, · · · , sn) can be defined for each nodal voltage. The
nth-order transfer functions for all of the nodal voltages are denoted by a vector
~Hn(s1, · · · , sn).

8.3.2 First-Order Transfer Functions

We now number the base node as "1," and the collector node as "2." Applying
nodal analysis leads to

Y (s) · ~H1(s) = ~I1, (8.56)
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Table 8.1 Responses of a Nonlinear System to a Two-Tone Excitation Expressed
in Terms of Volterra Series (the Input Here is A1 cosω1t + A2 cosω2t)

Order Output Freq Amplitude of Output Type of Response

1 ω1 A1|H1(jω1)| Linear

1 ω2 A2|H1(jω2)| Linear

2 ω1 + ω2 A1A2|H2(jω1, jω2)| Intermodulation

2 |ω1 − ω2| A1A2|H2(jω1,−jω2)| Intermodulation

2 2ω1
1
2A

2
1|H2(jω1, jω1)| Harmonic

2 2ω2
1
2A

2
2|H2(jω1, jω1)| Harmonic

2 0 1
2A

2
1|H2(jω1,−jω1) dc shift

2 0 1
2A

2
2|H2(jω2,−jω2) dc shift

3 2ω1 + ω2
3
4A

2
1A2|H3(jω1, jω1, jω2)| Intermodulation

3 |2ω1 − ω2| 3
4A

2
1A2|H3(jω1, jω1,−jω2)| Intermodulation

3 ω1 + 2ω2
3
4A1A

2
2|H3(jω1, jω2, jω2)| Intermodulation

3 |ω1 − 2ω2| 3
4A1A

2
2|H3(jω1,−jω2,−jω2)| Intermodulation

3 3ω1
1
4A

3
1|H3(jω1, jω1, jω1)| Harmonic

3 3ω2
1
4A

3
2|H3(jω2, jω2, jω2)| Harmonic

where Y (s) is the admittance matrix evaluated at frequency s, ~H1(s) is the vector
of the first-order transfer functions, and ~I1 is a vector of excitations. We cannot di-
rectly apply nodal analysis because the current flowing through the zero-impedance
voltage source is unknown. This voltage source, however, is readily eliminated by
converting the voltage source into a current source, a technique known as compact
modified nodal analysis (CMNA) [9]. This conversion results in the equivalent
circuit shown in Figure 8.10. Applying Kirchoff’s current law at node 1 yields

YS (V1 − VS ) + gbeV1 = 0, (8.57)

where

YS (s) =
1

ZS (s)
=

1

RS + 1
jωCS

, (8.58)
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Figure 8.9 Linearized circuit of a SiGe HBT amplifier terminated with an RC

source and an RL load. The capacitances inside the transistor are ne-
glected here for simplicity.

and

YL(s) =
1

ZL(s)
=

1
RL + jωLL

. (8.59)

Similarly, for node 2

gmV1 + YLV2 = 0. (8.60)

The corresponding matrix representation is thus

[

YS + gbe 0
gm YL

]

·
[

V1

V2

]

=
[

YSVS
0

]

. (8.61)

The 2×2 matrix is the CMNA "admittance matrix." In it, V1 and V2 become the
transfer functions of the voltages at node 1 and node 2 for an input voltage of
unity (i.e., VS = 1 V). We denote the two linear transfer functions as H11(s) and
H12(s). The first subscript represents the order of the transfer function, and the
second subscript represents the node number

[

YS + gbe 0
gm YL

]

·
[

H11(s)
H12(s)

]

=
[

YS
0

]

. (8.62)

Solving the above matrix gives the first-order transfer functions of the nodal volt-
ages.
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Figure 8.10 CMNA equivalent of the circuit shown in Figure 8.9.

8.3.3 Second-Order Transfer Functions

The second-order transfer functions, ~H2(s1, s2), are then obtained by solving the
same linear circuit function, but now with different excitations. The real citation
Vs is not set to zero. Instead, the so-called second-order "virtual nonlinear current
sources" are applied to excite the circuit. The circuit responses (nodal voltages)
under these virtual excitations are the second-order transfer functions.

Each nonlinear element in the original circuit contributes a virtual current source
excitation. The current source is placed in parallel with the corresponding lin-
earized element. Its orientation is identical to that of the original large-signal non-
linear current source. Like ~H2(s1, s2), the virtual current source is defined for two
input frequencies, s1 and s2, representing the second-order corrections to the linear
response, and is determined by:

• The second-order nonlinearity coefficients of the specific I − V or C − V

nonlinearity in question.

• The first-order transfer functions of the controlling voltage(s).

The second-order virtual current source for a I − V nonlinearity, iNL2g , is given
by

iNL2g(u) = K2g(u)H1u(s1)H1u(s2), (8.63)

where H1u(s) is the first-order transfer function of the controlling voltage, u, eval-
uated at frequency s, and K2g(u) is the second-order nonlinearity coefficient that
determines the second-order response of i to u. The subscript "u" in H1u is not
necessarily a node number. Instead, it refers to the controlling voltage, u. For in-
stance, if the base node is numbered "1," and the emitter node is numbered "2,"
H1u refers to the transfer function of the controlling voltage, u = vbe. That is,
Hu = H11 −H12.
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Similarly, the second-order virtual current source for a C − V nonlinearity,
iNL2C , is given by

iNL2C (u) = (s1 + s2)K2C (u)H1u(s1)H1u(s2), (8.64)

where K2C (u) is the second-order nonlinearity coefficient of the nonlinearity ca-
pacitance C, and u is the controlling voltage. The virtual current source flows from
the positive terminal to the negative terminal of the corresponding capacitance.

For a 2-D nonlinearity (i.e., a nonlinearity with two controlling voltages),
such as the avalanche multiplication current, ICB, the second-order virtual cur-
rent source consists of two virtual current sources for each controlling voltage, as
well as a cross-term

iNL2g(u, v) = iNL2gu (u) + iNL2gv (v)

+
1
2
K2gu&gv [H1u(s1)H1v(s2) +H1v(s1)H1u(s2)] , (8.65)

where H1u(s) is the first-order transfer function of the first controlling voltage,
u, evaluated at frequency s, and H1v(s) is the first-order transfer function of the
second controlling voltage, v, evaluated at frequency s.

Using ~H1 and the second-order nonlinearity coefficients, a second-order virtual
current source is calculated for each nonlinear circuit element. For the example
circuit, the two virtual current sources corresponding to gbe and gm are given by

iNL2gbe = K2gbeH11(s1)H11(s2), (8.66)

and

iNL2gm = K2gmH11(s1)H11(s2). (8.67)

The controlling voltage vbe is equal to the voltage at node "1," because the emitter
is grounded.

The real excitation, VS , is now shorted. The virtual current sources are then
used to excite the same linearized circuit, but at a frequency of s1 + s2. A circuit
schematic is shown in Figure 8.11. The nodal voltages obtained using these "vir-
tual" excitations are the second-order transfer functions. The solution is straight-
forward, and

Y · ~H2(s1, s2) = ~I2, (8.68)

where

• Y is the same CMNA admittance matrix used in (8.56), but now evaluated
at a frequency of s1 + s2,
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Figure 8.11 Network for solving the second-order transfer functions of the SiGe
HBT amplifier example.

• ~H2(s1, s2) is the second-order transfer function vector, and

• ~I2 is a linear combination of all the second-order nonlinear current sources,
and can be obtained by applying Kirchoff’s current law at each node.

For our example, the linearized circuit already exists, and thus all we need to
do is excite the circuit with the two virtual current sources iNL2gbe , and iNL2gm . The
admittance matrix is evaluated at the frequency s1+s2. Applying Kirchoff’s current
law at nodes 1 and 2 gives

[

YS + gbe 0
gm YL

]

·
[

H21(s1, s2)
H22(s1, s2)

]

=
[

−iNL2gbe
−iNL2gm

]

. (8.69)

The admittance matrix remains the same, except for the evaluation frequency.

8.3.4 Third-Order Transfer Functions

In a similar manner, the third-order transfer functions, ~H3(s1, s2, s3), can be solved
as a response to virtual excitations determined by the previously solved first- and
second-order transfer functions and nonlinearity coefficients

Y · ~H3(s1, s2, s3) = ~I3. (8.70)
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The third-order virtual current source for a I − V nonlinearity, iNL3g , is given by

iNL3g(u) =K3g(u)H1u(s1)H1u(s2)H1u(s3)

+
2
3
K2g[H1u(s1)H2u(s2, s3) +H1u(s2)H2u(s1, s3)

+H1u(s3)H2u(s1, s2)], (8.71)

where u is the controlling voltage, H1u(s) is the first-order transfer function of u
evaluated at frequency s, K2g(u) is the second-order nonlinearity coefficient that
determines the second-order response of i to the controlling voltage u, and K3g(u)
is the third-order nonlinearity coefficient that determines the third-order response
of i to the controlling voltage u.

The third-order virtual current source for a C − V nonlinearity, iNL3C , is given
by

iNL3C (u) =(s1 + s2 + s3)K3C (u)H1u(s1)H1u(s2)H1u(s3)

+ (s1 + s2 + s3)
2
3
K2C[H1u(s1)H2u(s2, s3)

+H1u(s2)H2u(s1, s3) +H1u(s3)H2u(s1, s2)], (8.72)

where H2u(s1, s2) is the second-order transfer function of the controlling voltage
u, evaluated at the frequency pair (s1, s2).

For a I−V nonlinearity with two controlling voltages, the virtual current source
excitation consists of two virtual current sources for each controlling voltage, u and
v, and cross-terms

iNL3g(u, v) = iNL3gu (u) + iNL3gv (v)

+ iNL3C1g(u, v) + iNL3C2g(u, v) + iNL3C3g(u, v), (8.73)

where

iNL3C1g(u, v) =
1
3
K2gu&gv ·

[

H1u(s2)H2v(s1, s3) +H1u(s1)H2v(s2, s3)

+H1u(s3)H2v(s1, s2) +H1v(s2)H2u(s1, s3)

+H1v(s1)H2u(s2, s3) +H1v(s3)H2u(s1, s2)
]

, (8.74)

iNL3C2g(u, v) =
1
3
K32gu&gv ·

[

H1u(s1)H1u(s2)H1v(s3) +H1u(s1)H1u(s3)H1v(s2)

+H1u(s2)H1u(s3)H1v(s1)
]

, (8.75)
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iNL3C3g(u, v) =
1
3
K3gu&2gv ·

[

H1u(s1)H1v(s2)H1v(s3) +H1u(s1)H1v(s3)H1v(s2)

+H1u(s2)H1v(s3)H1v(s1)
]

. (8.76)

In our example SiGe HBT amplifier circuit, the third-order virtual current sources
corresponding to gbe and gm, which are iNL3gbe and iNL3gm , are given by

iNL3gbe =K3gbe (u)H11(s1)H11(s2)H11(s3)

+
2
3
K2gbe[H11(s1)H21(s2, s3) +H11(s2)H21(s1, s3)

+H11(s3)H21(s1, s2)], (8.77)

iNL3gm =K3gm (u)H11(s1)H11(s2)H11(s3)

+
2
3
K2gm[H11(s1)H21(s2, s3) +H11(s2)H21(s1, s3)

+H11(s3)H21(s1, s2)]. (8.78)

where Hij stands for the ith-order transfer function of the voltage at node j. In
both cases, the controlling voltage is equal to the voltage of node "1," because the
emitter is grounded. The third-order transfer function vector is then solved from
Figure 8.12

Figure 8.12 Network for solving the third-order transfer functions of a simple SiGe
HBT amplifier.

[

YS + gbe 0
gm YL

]

·
[

H31(s1, s2, s3))
H32(s1, s2, s3)

]

=
[

−iNL3gbe
−iNL3gm

]

. (8.79)
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The admittance matrix now needs to be evaluated at a frequency of s1 + s2 + s3.
From the above analysis, it is clear that the nonlinear behavior of the overall

circuit is determined by:

• The linearized circuit, including linearized elements as well as purely linear
elements. This explains why the absolute values of nonlinear capacitances
are important in determining overall circuit linearity.

• The nonlinearity coefficients of all the nonlinear elements. These coefficients
directly affect the magnitude of the virtual current source excitations at each
order.

• Circuit topology, including the placement of both linear and nonlinear ele-
ments.

• Source and load terminations, at both the fundamental frequencies and the
harmonic frequencies, since they enter into the evaluation of the admittance
matrix for different orders.

The ability afforded by Volterra series for predicting nonlinear circuit response
by repeatedly solving the same linear circuit has important practical implications.
Insights gained from linear circuit analysis can now be used in understanding non-
linear circuit behavior. Furthermore, one can selectively turn on and turn off the
nonlinear current sources for each individual nonlinearity when solving for Volterra
series, facilitating identification of the dominant nonlinearity for a given situation.

8.4 Single SiGe HBT Amplifier Linearity

We now analyze the linearity of a single SiGe HBT common-emitter transistor
amplifier using the methodology described above. Figure 8.13 shows the circuit
schematic. The SiGe HBT is biased through RF chokes at both the input and the
output, and is buffered from the RF source and load by capacitors. The transistor
has four 0.5 × 20 µm2 emitter fingers. The load is tuned to maximize power gain
at IC = 3 mA and VCE = 3 V.

Here we use the large-signal equivalent circuit shown in Figure 8.3. For accu-
rate evaluation of the required derivatives, we use table-lookup from measured de-
vice data for IC0(VBE ), IB0(VBE ), FEarly(VCB), CBC , CBE , CCS , and their deriva-
tives. The avalanche model takes into account both the current and voltage depen-
dence of M − 1. The elements values were extracted using measured dc data and
measured S-parameters up to 40 GHz.
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Figure 8.13 A single SiGe HBT amplifier used for Volterra series analysis (AE =
0.5 × 20 × 4 µm2). The default parameter values are IC = 3 mA,
VCE = 3 V, RS = 50 Ω, CS = 300 pF, RL = 186 Ω, and LL = 9 nH.

8.4.1 Circuit Analysis

The first solution step is to linearize the large-signal equivalent circuit in Figure 8.3
at the dc bias point, and solve the resulting linear circuit using CMNA [9]

Y (s) · ~H1(s) = ~I1, (8.80)

where Y (s) is the CMNA [9] admittance matrix at frequency s(jω), ~H1(s) is the
vector of first-order transfer functions of the node voltages, ~I1 is the vector of the
node excitations with a unity input voltage, and Y and ~I1 are obtained by applying
the Kirchoff’s current law at every circuit node. The voltages that control the var-
ious nonlinearities can be expressed as a linear combination of the nodal voltages
(i.e., elements of ~H1(s)).

With ~H1(s), we now excite the same circuit using the second-order virtual
excitation vector ~I2. Here ~I2 is determined by the first-order voltages that control
the individual nonlinearities, and the second-order nonlinearity coefficients of all
the I − V and C − V nonlinearities. The node voltages under such an excitation
are contained in the second-order transfer function vector ~H2(s1, s2)

Y (s1 + s2) · ~H2(s1, s2) = ~I2, (8.81)

where Y (s1 + s2) is the same CMNA admittance matrix used in Eq. (8.80), but
evaluated now at the frequency s1 + s2.
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In a similar manner, we proceed to solve the third-order transfer function vec-
tor ~H3 using excitations specified in terms of the previously determined first- and
second-order transfer functions

Y (s1 + s2 + s3) · ~H2(s1, s2, s3) = ~I3. (8.82)

Now Pout vs Pin, the third-order input intercept (IIP3) at which the first-order and
third-order signals have equal power, and the (power) gain can then be obtained
from ~H3 and ~H1.

With a multitone input, the node voltages at each mixed frequency for each
node can be expressed using the Volterra series solutions. For a two-tone input
A(cosω1t + cosω2t), the third-order intermodulation product (IM) at 2ω1 − ω2 is
given by

VIM3 =
3
4
A3H3o(jω1, jω1,−jω2), (8.83)

where H3o is the third-order transfer function of the voltage at the load resistance
node (the output node element of ~H3). The subscript "o" here means "output."
Similarly, the third-order IM product at 2ω2 − ω1 can be calculated. The frequency
difference between 2ω1 − ω2 and 2ω2 − ω1 is typically so small that the corre-
sponding IM results have equal magnitude.

The output voltage at the fundamental frequency ω1 is given by

Vfundamental = AH1o(jω1), (8.84)

where H1o(jω1) is the output node element of ~H1(jω1). Here, H1o(jω1) is es-
sentially the voltage gain, from which the power gain can be calculated together
with the source and load impedance values. The input voltage magnitude AIP3,
at which the extrapolated fundamental output voltage equals the intermodulation
output voltage, can be obtained by equating (8.83) and (8.84)

AIP3 =

√

4
3
·

|H1o(jω1)|
|H3o(jω1, jω1,−jω2)|

. (8.85)

Accordingly, IIP3, the input power at which the fundamental output power equals
the intermodulation output power, is

IIP3 =
A2

IP3

8RS

=
1

6RS
·

|H1o(jω1)|
|H3o(jω1, jω1,−jω2)|

, (8.86)

where RS is the source resistance. Note that IIP3 is often expressed in dBm using
IIP3dBm = 10 log

(

103 · IIP3
)

.
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8.4.2 Distinguishing Individual Nonlinearities

It is often highly relevant to determine which physical nonlinearity dominates for
a given device technology and circuit topology. To answer this question, we need
a means of distinguishing the various individual nonlinearities. Traditionally, indi-
vidual nonlinearities are distinguished from each other by separating ~H3 into com-
ponents related to each individual nonlinearity [2]. The overall ~H3 is the sum of
the individual ~H3. This approach does not completely distinguish individual non-
linearities, however, because the solution of ~H2 involves all of the nonlinearities,
and ~H2 was used in the calculation of ~I3.

A complete separation can be made if we include only the virtual excitation
related to the specific nonlinearity in question in solving both ~H2 and ~H3. An
individual IIP3 is thus obtained for each nonlinearity. The value that gives the low-
est IIP3 (i.e., the highest distortion) can be identified as the dominant nonlinearity.
The overall circuit IIP3 can then be calculated by including all of the nonlinearities
in solving both ~H2 and ~H3. The overall ~H3, however, is no longer equal to the sum
of individual ~H3s.
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Figure 8.14 Pout versus Pin for both the fundamental signal and third-order inter-
modulation signal at 2 GHz. The tone spacing is 1 MHz.

Figure 8.14 shows the calculated fundamental and third-order intermodulation
power as a function of input power. The biasing conditions and elements values are
the same as in Figure 8.13. The solid symbol (denoted by the N) is the overall IM
distortion power, and is higher than any of the individual distortion powers. In this
case, the ICE nonlinearity yields the highest individual IM distortion power, and is
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thus the dominant nonlinearity. As we will see below, however, other nonlinearities
can dominate for other biasing conditions and circuit configurations.

Strictly speaking, Volterra series is valid only at low input power levels, such
as for the signals found in mobile receivers, which are often as low as -100 dBm.
We note that IIP3 measurements, however, are often made at much higher Pin, for
practical reasons. Nevertheless, a data-to-model comparison provides an approxi-
mate test of the Volterra series model accuracy. The comparison was made here at
2 GHz with a 1-MHz tone spacing. The agreement is excellent for the fundamental
signal, and is within 5 dB for the intermodulation signal at Pin = −30 dBm. This
is an acceptable agreement, considering that -30 dBm, the lowest Pin used in the
measurement, is reasonably large for the small-signal distortion requirement.

8.4.3 Collector Current Dependence

Experimentally, it is well established that IIP3 depends on the operating current.
Figure 8.15 shows IIP3 and gain as a function of IC up to 60 mA, where the fT and
fmax peaks occur (VCE = 3 V). At low IC (< 5 mA), the exponential ICE − VBE
nonlinearity (denoted by ×) yields the lowest individual IIP3, and hence is the
dominant nonlinearity. For 5 mA < IC < 25 mA, the ICB nonlinearity due to
avalanche multiplication (denoted by ¥) dominates. For IC > 25 mA, the CCB

nonlinearity due to the CB capacitance (denoted by 5) dominates. Interestingly,
the overall IIP3 obtained by including all of the nonlinearities is close to the lowest
individual IIP3 for all the IC in this case, and indicates a weak interaction between
the various individual nonlinearities.

The overall IIP3 increases with IC for IC < 5 mA when the exponential ICE
nonlinearity dominates. For IC > 5 mA, where the avalanche current (ICB) non-
linearity dominates, the IC dependence of the overall IIP3 has two determining
factors: 1) the initial current for avalanche ICE increases with IC ; and 2) the
avalanche multiplication factor (M − 1) decreases with IC . While the detailed
structure of the simulated overall IIP3 curve cannot be easily explained, clearly
the increase of the avalanche IIP3 and hence the overall IIP3 for IC > 17 mA
can be readily understood to be a result of the decrease of M − 1 with increasing
JC . For IC > 25 mA, the overall IIP3 becomes limited by the CCB nonlinearity,
and is approximately independent of IC . The optimum biasing current is therefore
IC = 25 mA for this case (VCE = 3 V). The use of a higher IC only increases
power consumption, and does not improve the linearity. The decrease of M − 1
with increasing JC is therefore quite beneficial to the linearity of these SiGe HBTs.
To our knowledge, this is the only beneficial effect of the charge compensation by
mobile carriers in the CB junction space charge region of a SiGe HBT, since the
other high-injection phenomena degrade the transistor response. These Volterra
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Figure 8.15 IIP3 and gain as a function of IC . The circuit parameters are the same
as in Figure 8.13.

series results indicate the importance of modeling the JC dependence of M − 1 for
linearity analysis of SiGe HBT circuits.

In LNA design, these SiGe HBTs are typically biased at a JC of 0.1–0.2 mA/µm2

to minimize broadband noise, which corresponds to a IC of 4–8 mA in Figure 8.15.
In this IC range, IIP3 is limited by avalanche multiplication for the circuit config-
uration in Figure 8.13. For further improvement of IIP3, a lower collector doping
is thus desired, provided that the noise performance is not inadvertently degraded.
In Chapter 7 we showed that the noise figure is relatively independent of the col-
lector doping as long as Kirk effect does not occur at the JC of interest [7]. Thus,
there must exist an optimum collector doping profile for simultaneously producing
low-noise SiGe HBTs with the best linearity.

8.4.4 Collector Voltage Dependence

The collector voltage mainly affects two nonlinearities: the CCB nonlinearity and
the ICB nonlinearity. A higher value of VCE leads to a larger reverse CB junction
bias, thus making CCB more linear. On the other hand, a higher VCE also leads to
more avalanche multiplication and a stronger ICB nonlinearity. One can therefore
intuitively expect that an optimum VCE for maximum IIP3 exists. Figure 8.16
shows the overall IIP3 as a function of VCE up to 3.3 V, the BVCEO of this SiGe
HBT. A peak in IIP3 generally exists as VCE increases. At IC = 10 mA, the
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optimum VCE is 2.4 V, yielding an IIP3 of 9 dBm. Observe that this is 11 dB
higher than the IIP3 at VCE = 3 V (-2 dBm), and illustrates the importance of
proper biasing in linearity optimization.
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Figure 8.16 IIP3 as a function of VCE for different IC . The circuit parameters are
the same as in Figure 8.13.

To better illustrate the importance of biasing current and voltage selection, IIP3
is shown as a function of IC for different VCE in Figure 8.17. As discussed above,
at sufficiently high IC , IIP3 approaches a value that depends on VCE . The threshold
IC where IIP3 reaches its maximum is higher for a higher VCE . For a given VCE ,
IC must be above the threshold to achieve good IIP3. On the other hand, the
use of an IC well above the threshold does not further increase IIP3, and only
increases power consumption. The optimum IC is thus at the threshold value,
which is 10 mA for VCE = 2 V, in this case. Figure 8.18 shows contours of IIP3
as a function of IC and VCE , which can be used for selection of the appropriate
biasing current and voltage.

8.4.5 Load Dependence

Figure 8.19 shows the simulated IIP3 for the individual nonlinearities as well as
for all of the nonlinearities, as a function of load resistance. The gain clearly varies
with load, and peaks when the load is closest to conjugate matching, as expected.
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Figure 8.17 IIP3 as a function of IC for different VCE . The circuit parameters are
the same as in Figure 8.13.

Observe that IIP3, however, is much more sensitive to load variations. Physically,
the load dependence results from the CB feedback, primarily due to the CB capac-
itance CCB and the avalanche multiplication current ICB. Both feedback mecha-
nisms are nonlinear, although the load dependence would still exist for a linear CB
feedback [8] (for instance, using an externally connected linear CB capacitance).
Another feedback mechanism is the emitter resistance, which is negligible in these
devices because of low emitter contact resistance, but which can be important for
some technologies. The Early effect contribution to the load dependence is also
small, because of the large Early voltage in these SiGe HBTs.

Another contributor to the linearity load dependence is the collector-substrate
capacitance (CCS ) nonlinearity, since the nonlinearity controlling voltage VCS is a
function of the load condition. The contribution of CCS nonlinearity to the overall
IIP3, however, is generally negligible because of its placement in the equivalent
circuit. For verification, we now repeat the simulation with CCB = 0 and ICB = 0,
and using experimentally extracted FEarly and RE values. The results are shown in
Figure 8.20. Note that IIP3 becomes virtually independent of load condition for all
of the nonlinearities except for the CCS nonlinearity. Closed-form analysis using
Volterra series for a transistor with zero CCB, zero ICB, and zero Re indeed proves
that IIP3 becomes independent of the load conditions when these feedback mech-
anisms are removed. The underlying physics is straightforward if we examine the
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Figure 8.18 Contours of IIP3 in dBm on the IC−VCE plane. The circuit parameters
are the same as in Figure 8.13.
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Figure 8.19 IIP3 and gain as a function of load resistance at IC = 13 mA and
VCE = 3 V. The circuit parameters are the same as in Figure 8.13.
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Figure 8.20 IIP3 and gain versus load resistance at IC = 13 mA and VCE = 3 V
(CCB = 0 and ICB = 0).

equivalent circuit shown in Figure 8.21. The nonlinearity controlling voltage VBE
that controls the IBE − VBE , CBE − VBE , and ICE − VBE nonlinearities becomes
independent of the load condition when CCB = 0, ICB = 0, and RE = 0. Be-
cause of the weak Early effect in SiGe HBTs, the nonlinear current ICE is solely
determined by VBE , and therefore is also independent of the load condition. Conse-
quently, IIP3 is independent of the load condition, consistent with the simulations.
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Figure 8.21 Equivalent circuit of a single transistor amplifier with CCB = 0, ICB =
0, and FEarly = 1.
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8.4.6 Dominant Nonlinearity Versus Bias

Figure 8.22 shows the dominant nonlinearity factor on the IC − VCE plane. The
source and load conditions are the same as in Figure 8.13. The upper limit of IC is
where fT reaches its peak value. The avalanche multiplication and CCB nonlineari-
ties are the dominant factors for most of the bias currents and voltages. From basic
device physics, both avalanche multiplication and the CCB nonlinearities can be
decreased by reducing the collector doping. This process, however, fundamentally
conflicts with the need for high collector doping to suppress Kirk effect and het-
erojunction barrier effects in SiGe HBTs. Fortunately, typical SiGe HBT processes
provide at least two collector doping profiles through selective ion implantation
to achieve different breakdown voltages, and thus the higher breakdown voltage
devices can be utilized in circuit designs that require higher IIP3.
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Figure 8.22 Dominant nonlinearity factor on the IC - VCE plane. The circuit pa-
rameters are the same as in Figure 8.13.

8.4.7 Nonlinearity Cancellation

From the Volterra series analysis methodology, one can expect interaction between
the virtual excitations due to different physical nonlinearities. In some cases, the



Linearity 359

overall IIP3 obtained by including all of the nonlinearities can be larger (better)
than an individual IIP3 because of cancellation between the various individual
nonlinearities. This cancellation process can be a complicated function of circuit
topology and operating conditions. Using Volterra series, a comparison of the in-
dividual IIP3 and the overall IIP3 can be easily made to illuminate the interaction
between the various individual nonlinearities.

Nonlinearity cancellation can be clearly observed in Figure 8.19, where the
IIP3 with all nonlinearities turned on (denoted by N) is noticeably higher than
the IIP3 with the avalanche current (ICB) nonlinearity alone (denoted by ¥). In
this case, the two dominant nonlinearities, as evidenced by their lowest individual
IIP3 contributions, are the ICB and CCB nonlinearities. The cancellation between
the ICB and CCB nonlinearities leads to an overall IIP3 value that is higher (better)
than the IIP3 obtained using the ICB nonlinearity alone. The degree of cancellation
depends on the biasing, as well as the source and load conditions, as expected from
the Volterra series analysis. The widely cited cancellation phenomenon between
the ICE and CBE analyzed in [10] is not important in this case, but obviously can
become important in other situations (e.g., in a cascode circuit), and highlights the
point that there is no general description of cancellation effects in SiGe HBTs that
is applicable to all practical circuit scenarios.

Thus far we have discussed linearity of a single transistor amplifier without
considering other figures of merit, such as input impedance matching or noise fig-
ure. Circuits such as LNAs, however, often simultaneously require high linearity,
low noise, good impedance matching, and low power consumption. The relevant
question then is: how can we make the best trade-off between various performance
metrics? We describe below an approach to optimum design that balances all of
the design considerations for an LNA using the commonly used "cascode" archi-
tecture.

8.5 Cascode LNA Linearity

Figure 8.23 shows a simplified schematic of a cascode amplifier (without the asso-
ciated biasing network). With proper transistor sizing, the common-emitter stage
produces simultaneous impedance matching and noise matching to the 50-Ω source
impedance, as described in Chapter 7. The common-base stage provides additional
gain, and improves isolation between the output and the input. The disadvantage
of this scheme is that it requires a higher power supply to turn on both Q1 and
Q2, which in this case is about 1.6 V. The first stage can be viewed as a transcon-
ductance stage that converts the incoming RF voltage to an RF current, which is
subsequently reproduced in the load by the common-base stage with a near-unity
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Figure 8.23 An inductively degenerated cascode LNA. Here, the Le and Lb are
used to match the input impedance to 50 Ω.

current gain. Overall nonlinearity is mainly introduced in the first stage. The sec-
ond stage process is fairly linear, similar to that in a current mirror. The sizing and
biasing of the common-emitter stage are thus the keys to design optimization. The
output impedance is matched to a 50-Ω load using a shunt-L/series-C L-match.
RC is used to improve isolation and stability, and has little effect on the power gain
when properly chosen. It does affect output impedance matching, however, which
can be compensated for by the L-match consisting of Lc and CC . CC also serves as
a dc blocking capacitor. An alternative output matching scheme is to adjust the size
of Q2 to produce a 50-Ω output resistance, and then use a series inductor to cancel
the reactance [11]. Because of the low VCB across both transistors, the avalanche
multiplication nonlinearity is negligible in this problem. Because of the low volt-
age gain of the first stage, the CCB nonlinearity is also much weaker than in the
single transistor amplifier discussed above.

8.5.1 Optimization Approach

To find the optimum transistor size and biasing current, we first need to determine
the design goals in the 2-D design space of emitter length LE and IC . We can
narrow down our design goals to noise figure (NF), linearity (IIP3), and gain, by
first optimizing Lb and Le for impedance matching, and then limiting the IC to a
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given power constraint. For a given LE and IC we should:

1. Adjust Le and Lb to match the input impedance to 50 Ω using either analyt-
ical equations or optimization in a CAD tool such as ADS.

2. Calculate NF and gain using a small-signal analysis (or S-parameter analy-
sis).

3. Calculate IIP3 using harmonic balance (in ADS) or by using Volterra series.

The results can then be plotted as contours in the design space, from which an
optimum LE and IC are chosen. The above design process is illustrated below using
a 2-GHz LNA design. A custom program written in MATLAB is used instead of
ADS for more efficient design as well as to facilitate better insight into the linearity
results. The program calculates noise figure and gain using standard linear circuit
analysis and calculates IIP3 using Volterra series. Here, Lb and Le are determined
using numerical optimization algorithms.
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Figure 8.24 Noise figure contours as a function of emitter length and collector
current. The input impedance is matched to RS at each combination
of emitter length and collector current.

Figure 8.24 shows NF contours in IC versus LE space. We emphasize here that
NF differs from NFmin, and refers to the actual noise figure achieved when Lb and
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Le are adjusted for input impedance matching. We find that NF is minimum at
IC = 4 mA and LE = 60 µm. This design point, though optimum for noise, is not
necessarily the best choice when IIP3 is considered. Interestingly, the variation of
NF with IC and Le is quite small across a wide range of IC and LE near the NF
valley. An inspection of the NF = 1.1 dB and NF = 1.2 dB contours clearly shows
this. This slowly varying nature of NF near the valley of NF is beneficial for circuit
design in SiGe HBTs. For instance, a different (LE, IC ) can be chosen for better
linearity or lower power consumption with little increase in noise figure.
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Figure 8.25 Gain contours as a function of emitter length and collector current for
2-GHz LNA. The input impedance is matched at all the design points.

Figure 8.25 shows gain contours in the design space. For a given gain require-
ment (e.g., 15 dB), the design point should be located above the corresponding gain
contour. The contours are nearly straight lines for the following reasons. Because
the input impedance is matched to the 50-Ω source, the input current is always
ib = vs/2Rs. The output current is h21 × ib, and H21 increases with fT , which
itself increases with JC . Hence, the output current (and hence gain) increases with
JC . This occurs as LE decreases for a fixed IC , or as IC increases for a fixed LE.

Figure 8.26 shows IIP3 contours in the design space. The variation of IIP3
with LE and IC is more complicated than the variation of noise figure and gain.
Also shown are the design space for NF ≤ 1.2 dB (within the dashed line), and the
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Figure 8.26 IIP3 contours as a function of emitter length and collector current for
input impedance matched LNA design.

design space for gain ≥ 15 dB (above the dashed-dotted line). Within a common
design space of NF ≤ 1.2 dB and gain ≥ 15 dB, IIP3 changes from approximately
−5 to 15 dBm. The optimum design point for IIP3 is LE = 80 µm and IC =
7.5 mA. The resulting IIP3 is above 15 dBm. The noise figure obtained is 1.15 dB,
because of the slow variation of NF near the design point that minimizes NF. It is
worth noting that IIP3 varies much more rapidly with both IC and LE than NF, and
hence is a more sensitive metric to optimize.

If one chooses the design point for minimum NF (IC = 4 mA, LE = 60 µm),
the IIP3 obtained is only 0 dBm. The optimum design point for IIP3 is thus a better
choice, because noise figure is still near its minimum, while IIP3 is significantly
higher (by 15 dB). For the optimized design of LE = 80 µm and IC = 7.5 mA,
IIP3 = 15.8 dBm, gain = 18 dB, NF = 1.15 dB, and |s11| < −20 dB. If the
power constraint is tightened to IC ≤ 5.5 mA, an IIP3 of 5 dBm can be obtained
at IC = 5.5 mA, LE = 50 µm, with a near minimum noise figure of 1.08 dB.

The IC dependence of IIP3 can be better understood from Figure 8.27. A peak
of IIP3 can be observed for each emitter length. An IIP3 peak occurs at Ice ' 6 mA
for LE = 40 µm. Past this point, a further increase in collector current degrades
IIP3. The peaks are physically a result of the maximization of the cancellation
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Figure 8.27 IIP3 as a function of IC in 0.5 × 20, 0.5 × 40, 0.5 × 80, and 0.5 × 160
µm2 SiGe HBTs at 2 GHz. The input impedance is matched as IC
varies.

between the various individual nonlinearities, as can be seen from Figure 8.28 for
LE = 40 µm, where the IIP3 for each individual nonlinearity is shown.

Across most of the IC range used, the overall IIP3 (∇) is higher than at least
one of the individual IIP3 contributions due to: 1) the gm (denoted by ×) or the
ICE − VBE nonlinearity; 2) the gbe (o) or IBE − VBE nonlinearity; and 3) the
cbe (+) or CBE − VBE nonlinearity. Individual nonlinearities partially cancel each
other, producing an overall IIP3 that is better than the individual IIP3. The can-
cellation here is much stronger than observed in the single transistor amplifier dis-
cussed above. Interestingly, no peak is observed for the individual nonlinearity
IIP3 contributions, while a clear peak is observed for the overall IIP3. This can
only be explained by a maximization of the cancellation effects between the var-
ious nonlinearities. Increasing the collector current has two effects on IIP3: 1) it
monotonically decreases the impedance in the EB junction, thereby reducing the
first-order (linear) ac voltage on the EB junction, which in turn controls the gm,
gbe, and cbe nonlinearities. As a result, the IIP3 calculated by turning on these
individual nonlinearities increases monotonically with IC . And 2), it changes the
cancellation between the individual nonlinearities, which is maximized at a given
collector current. The resulting increase in IIP3 leads to a peak in the overall IIP3.
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Figure 8.28 Individual contributions and overall IIP3 as a function of IC (LE =
40 µm). The input impedance is always matched as IC varies.

The distortions generated by each of the individual nonlinear sources partially can-
cel, making the overall distortion lower than for the individual distortions. The
observed nonmonotonic behaviour of IIP3 is in contrast to the conventional wis-
dom that IIP3 improves monotonically with increasing collector current [12]. This
is because Le and Lb are adjusted for input impedance matching as the collec-
tor current increases. In a similar fashion, IIP3 peaks as LE varies, as shown in
Figure 8.29.

8.5.2 Design Equations

The design optimization presented above can also be performed using a set of
analytical equations [13]. Such an analytical scheme provides additional intuitive
insight into the design trade-offs, and can be used to reduce simulation time. The
input to those equations are β, fT , τf , etc., which can be obtained from either
measured data or from a device model.

A number of assumptions were made in deriving the traditional Lb and Le

equations for impedance matching, including β · f ½ fT and negligible Miller
effect. In a high fT SiGe HBT technology, however, β · f ½ fT is often not valid.
The following equations produce much better agreement with numerical simulation
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Figure 8.29 IIP3 as a function of LE (IC = 6 mA). The input impedance is always
matched.

results (e.g., using ADS), and can be used either as an initial guess for simulation
or even as a replacement for simulation

Le =
Rs

2πfT
−

2πfT (1/gbe − Rs)
ω2β2

, (8.87)

and

Lb =
2πfT (1/gbe − Rs)

ω2β
− Le, (8.88)

where ω = 2πf and gbe = gm/β.
A simplified noise figure equation can be derived by assuming: 1) the base

resistance, the CB capacitance, and the Early effect are all negligible as far as
impedance is concerned; and 2) the cascode stage’s noise contribution remains
negligible. The only impact of rb is as a thermal noise source. The total noise
figure has three contributions from the base current shot noise īb, collector current
shot noise īc, and the base thermal noise v̄b, and is given by

NF = 10 log10(1 + nib + nic + nvb), (8.89)
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where nib, nic, and nvb are the ratios of the noise power produced by īb, īc, and v̄b
to the noise power due to the source v̄s, and

nib =
(gbeRs)2 + [B(1 − gbeRs)]2

2gbeRs
,

nic =
4(gbeRs)2 + [gbeRs/B + B(1 − gbeRs)]2

2gmRs
,

nvb =
rb
Rs

, (8.90)

where B = 2πfT/ωβ [14]. Note that the Lb and Le values needed for input
impedance matching are used in deriving (8.90). For a typical LNA design, IC is
less than 10 mA, and gbeRs << 1 for a 50-Ω Rs. Equation (8.90) can be further
simplified to

nib =
(gbeRs)2 + B2

2gbeRs
,

nic =
4(gbeRs)2 + [gbeRs/B + B]2

2gmRs
,

nvb =
rb
Rs

. (8.91)

At low injection, and for f = 2 GHz, B ¼ 1, but B is an increasing function of JC ,
gbe and gm are increasing functions of IC , and rb is a decreasing function of emitter
length. For a fixed LE, the nic term decreases with increasing IC , while the nib term
increases as with increasing IC , thus producing a valley. In a similar fashion, with
increasing LE, NF first decreases, then reaches a minimum, and finally increases
again. Therefore, the noise figure contours are closed in shape, with the lowest NF
at the minimum, as can be seen from Figure 8.24.

Assuming that the Miller effect is negligible for the common-emitter stage, and
that the current gain of the common-base stage is close to unity, an analytical gain
equation can be derived. Since the input impedance is matched to Rs, the input
current ib is equal to vs/2Rs. Thus, the current gain of the circuit is equal to

βgbe
gbe + jωCbe

=
β

1 + jωβ/2πfT
,

and the transducer power gain can be written as

G =
β2RL

[1 + (ωβ/2πfT )]2Rs

, (8.92)
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where RL is the load resistance. According to (8.92), as JC increases, fT increases,
and thus the gain increases. Therefore, the gain increases with increasing IC for
fixed emitter length, and decreases with increasing emitter length for a fixed IC .

Simulation results have shown that the nonlinearities due to collector-substrate
capacitance, impact ionization, and CB capacitance are negligible for a cascode
SiGe HBT LNA. We can therefore neglect these nonlinearities here and derive an
analytical equation for IM3, which relates to IIP3 by IIP3 = Pin − IM3/2. Even
though the CCB nonlinearity is not significant, the role of CCB as a linear circuit
element cannot always be neglected, particularly at low JC . We therefore include
CCB as a linear circuit element in the derivation. Denoting the two frequencies by
s1 = jω1 and s2 = jω2, and their difference by ∆s = s1 − s2, IM3 is obtained as

|IM3|'
∣

∣

∣

∣

3
4
·C(s1, s2)·L(2s1 − s2)·(1 − G(2s1) − 2G(∆s))

∣

∣

∣

∣

, (8.93)

where

C(s1, s2) =
q2

6(kT )2
·vbe,1(s1)·vbe,1(−s2)

'
q2

6(kT )2
·|v2

be,1(s1)|.

(8.94)

Here, vbe,1(s) is the first-order voltage drop across the EB junction (vbe) at fre-
quency s

vbe,1(s) =
vs·kT/q

B′(s) + A′(S)·IC
, (8.95)

A′(s) = A(s) + E(s)·Zb, (8.96)

B′(s) = B(s) + F (s)·Zb·kT/q, (8.97)

A(s) =
(

s·τf +
1
β

)

· (Zb +Ze) +Ze, (8.98)

B(s) = kT/q · [1 + s·Cte(Zb +Ze)] , (8.99)

E(s) =
[(1 + 1/β + s·τf )·Ze + re]·s·Ccb

1 + s·Ccb·re
, (8.100)

F (s) =
(1 + s·Cte·Ze)·s·Ccb

1 + s·Ccb·re
, (8.101)

Zb(s) = s·Lb + Rs, (8.102)

Ze(s) = s·Le, (8.103)

re = 1/gm = qIC/kT, (8.104)
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where vs is the RF source voltage, Rs is the source resistance, τf is the transit time,
Cte is the EB depletion capacitance, Ccb is the CB capacitance, and

L(s) =
(kT/q)·K(s)·G(s)

(1 − E(s))·IC + F (s)·kT/q
, (8.105)

G(s) =
A′(s)·IC

B′(s) + A′(s)·IC
, (8.106)

where

K(s) = (1 − E(s)) ·
B′(s)

A′(s)·kT/q
+ F (s). (8.107)

Here, C(s1, s2) and L(2s1 − s2) are monotonic functions of emitter length and IC ,
and IIP3 peaks with varying emitter length or IC as the cancellation term |(1 −
G(2s1) − 2G(∆s))| is minimized. Figure 8.30 shows the three terms: |C(s1, s2)|,
|L(2s1 − s2)|, and |(1 − G(2s1) − 2G(∆s))| together with the total IM3 for vs =
1 V, and IIP3 for the input-impedance matched amplifier. The minimum of the
cancellation term and the minimum of IM3 (or the maximum of IIP3) occurs at
the same value of IC , suggesting that the overall IM3 variation is dominated by the
variation of the cancellation term (denoted by *).
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Chapter 9

Temperature Effects

Bandgap engineering generally has a positive influence on the low-temperature
characteristics of transistors. As will be shown, SiGe HBTs operate very well in
the cryogenic environment (e.g., liquid nitrogen temperature = 77.3 K = -320◦F
= -196◦C), an operational regime traditionally forbidden to Si BJTs. At present,
cryogenic electronics represents a small but important niche market, with applica-
tions such as high-sensitivity cooled sensors and detectors, superconductor hybrid
systems, space-born electronics, and eventually cryogenically cooled computers
systems. While the large power dissipation associated with conventional bipo-
lar digital circuit families such as ECL would likely preclude their widespread
use in cooling-constrained cryogenic systems, the combination of cooled, low-
power, scaled Si CMOS with SiGe HBTs offering excellent frequency response,
low noise performance, radiation hardness, and excellent analog properties repre-
sents a unique opportunity for the use of SiGe HBT BiCMOS technology in cryo-
genic systems. Furthermore, independent of the potential cryogenic applications
that may exist for SiGe HBT BiCMOS technology, all electronic systems must
successfully operate over an extended temperature range (e.g. -55◦C to 125◦C to
satisfy military specifications, and 0◦C to 85◦C for most commercial applications),
and thus, understanding how Ge-induced bandgap engineering affects SiGe HBT
device and circuit operation is important.

In this chapter we examine temperature effects in SiGe HBTs, by first review-
ing the impact of temperature on bipolar transistor device and circuit operation,
and then showing both theoretically and experimentally how temperature couples
to SiGe HBT dc and ac performance, and how one optimizes SiGe HBTs specifi-
cally for 77-K operation. We then present unique helium temperature phenomena
and discuss nonequilibrium base transport effects, and finally conclude by briefly
considering the operation of SiGe HBTs at elevated temperatures.

371
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9.1 The Impact of Temperature on Bipolar Transistors

The detrimental effects of cooling on homojunction bipolar transistor operation
have been appreciated for many years [1]–[4]. While the precise dependence of Si
BJT properties on cooling can be a strong function of technology generation, Si
BJT device and circuit properties cooled to 77 K typically exhibit [5]:

• A modest increase (degradation) in the junction turn-on voltage with de-
creasing temperature (monotonic).

• A strong increase (improvement) in the low-injection transconductance with
cooling (monotonic).

• A strong increase (degradation) in the base resistance with cooling (typi-
cally, quasi-exponential below about 200 K).

• A mild decrease (improvement) in parasitic transistor depletion capacitances
(monotonic).

• A strong decrease (degradation) in β with cooling (quasi-exponential).

• A modest decrease (degradation) in frequency response with cooling, with
fT typically degrading more rapidly than fmax with decreasing temperature
(monotonic below about 200 K).

• An increase (degradation) in ECL circuit delay with cooling (monotonic be-
low about 200 K).

• The noise margin of current-switch-based circuits (e.g., ECL) increases (im-
proves) with cooling (monotonic), allowing reduced logic swing operation.

To better understand the improvement in cryogenic performance of SiGe HBTs
compared to Si BJTs, it is instructive to consider the fundamental origins of each
of these dependencies [6, 7].

9.1.1 Current-Voltage Characteristics

If we consider the temperature dependence of the Gummel characteristics of a Si
BJT (Figure 9.1), we observe that: 1) for fixed bias current, VBE increases with
cooling; and 2) the transconductance (slope of IC with respect to VBE ) increases
with cooling. For illustrative purposes, we consider an ideal Si BJT (constant
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Figure 9.1 Collector current versus base-emitter voltage characteristics of a bipolar
transistor as a function of temperature.

doping profiles, metal emitter contact) operating in low-injection under forward-
active bias. In this case we can write collector current density as

JC (T ) '
qDnb(T ) n2

ib(T )

Wb(T ) N−
ab(T )

eqVBE/kT = JC0(T ) eqVBE/kT . (9.1)

Let us first examine the origin of the increase in VBE with cooling. From (9.1) we
can write

VBE =
kT

q
ln
{

JC (T )
JC0(T )

}

. (9.2)

If we fix the bias voltage (VBE,bias) and bias current (JC,bias) at a given temperature
T (say 300 K), and ask how VBE then changes with temperature, we can show that

∂VBE
∂T

∣

∣

∣

∣

JC

=
VBE,bias

T
−

kT

q

1
JC0

∂JC0

∂T
. (9.3)

The temperature dependence of JC0 is dominated by n2
ib(T ) and the acceptor freeze-

out characteristics of the the base profile (i.e., N−
ab(T )), which to first order are

both thermally activated below about 150 K. Thus, we can capture the temperature
dependence of JC0 by writing

JC0 ' ηo(T ) T 3 e−Ego/kT eERbi/kT , (9.4)
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Figure 9.2 Current gain versus collector current as a function of temperature for
an epitaxial base Si BJT.

where ηo accounts for the temperature dependence of Dnb and the carrier effective
masses, and ERbi is the activation energy of the carrier freezeout process in the base
(see below). We find that

1
JC0

∂JC0

∂T
=

1
ηoT 3

{

T 3 ∂ηo
∂T

+ 3ηoT 2
}

−
{

ERbi − Ego

kT 2

}

. (9.5)

Since ERbi ¼ Ego and ηo is only a weak function of T, we have, finally, after
substitution of (9.5) into (9.3)

∂VBE
∂T

∣

∣

∣

∣

JC

∼
1
T

{

VBE,bias −
Ego

q

}

. (9.6)

For any choice of VBE,bias we see that VBE is a decreasing function of temper-
ature (VBE increases as T decreases), consistent with the data shown in Figure 9.2.
Physically, it is the increase in the junction built-in voltage with decreasing tem-
perature, caused by the exponential dependence of the intrinsic carrier density on
the bandgap, which primarily determines VBE (T ). For fixed VBE , we can also
determine how JC depends on temperature, with the result that

∂JC
∂T

∣

∣

∣

∣

VBE

∼ JC,bias

{

Ego − qVBE,bias

kT 2

}

. (9.7)
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From a circuit design viewpoint, this inherent increase in VBE with cooling is
clearly undesirable, since for constant bias current, VBE (T ) translates directly to
an increase in circuit power dissipation (P = V I) with cooling.

26

Figure 3. The effects of carrier freeze-out on a bipolar doping profile at 77K.
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Figure 9.3 Simulated effects of carrier freeze-out on the doping profile of a bipolar
transistor at 77 K.

9.1.2 Transconductance

We can also observe that the slope of IC versus VBE increases with cooling (Fig-
ure 9.1). This is a simple but important manifestation of the dependence of the
low-injection transconductance on temperature. From (9.1) we have

gm(T ) =
∂IC
∂VBE

'
q

kT
IC0 eqVBE/kT =

qIC (T )
kT

, (9.8)

and hence we can expect an improvement in gm of roughly 3.9× in cooling from
room temperature to liquid nitrogen temperature (i.e., 300 K / 77 K). This gm in-
crease is obviously an advantage for many analog circuits, but it is also important
for low-temperature digital circuit applications, since it facilitates reduced logic-
swing circuit operation, as discussed below.
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Figure 9.4 Measured freeze-out properties of the intrinsic base sheet resistance for
two representative Si BJTs, one with an ion-implanted base and one
with an epitaxial base.

9.1.3 Resistances and Capacitances

The large-signal switching performance of a transistor ultimately depends on the
parasitic resistances and capacitances of the device. Fortunately, the emitter re-
sistance and extrinsic base resistance are to first-order temperature independent in
modern bipolar transistors. This is because the emitter and base polysilicon layers,
and their thin out-diffusions into the Si to form the emitter and the extrinsic base,
are very heavily doped and thus not subject to carrier freeze-out, and the respective
mobilities are only weakly temperature dependent. The same is not true, of course,
for the intrinsic base or the epi-collector, both of which contain regions doped be-
low the Mott-transition. Base freeze-out is typically the more serious of the two
for 77-K operation, since Rb strongly affects the transistor frequency response, dy-
namic switching performance, and the noise properties. Intrinsic base freeze-out is
perhaps the most serious constraint faced in designing bipolar transistors for low-
temperature operation, because the device parameters are tightly coupled to the
base profile and it cannot be easily altered. One can calculate the effects of cooling
on pinched base sheet resistance (Rbi) using,
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Figure 9.5 Measured CB and EB depletion capacitance as a function of tempera-
ture from representative Si and SiGe technologies.

Rbi(T ) =







Wb(T )
∫

0

q µpb(x, T ) pb(x, T ) dx







−1

, (9.9)

where pb(T ) can be obtained in closed form [5]

pb(T ) '
−θ +

{

θ2 − 4(geη − C)(NVNdc −NVNab)
}1/2

2 [geη − C]
, (9.10)

where g is the acceptor spin degeneracy factor (g = 4 for boron in Si), C = 0.27,
NV is the valence band effective density-of-states, η = qEa /kT , Ea is the accep-
tor ionization energy (Ea = 45 meV for boron in Si at low-doping), Ndc is the
compensation doping level in the neutral base, and

θ = NV + g Ndc e
η − C(Ndc −Nab). (9.11)

The approximations used in deriving (9.10) hold well for realistic base profiles with
peak base doping less than about 1x1019 cm−3 down to about 77 K. The mobility
values can be obtained on a point-by-point basis from [8, 9] and (9.9) numerically
integrated to obtain Rbi(T ). The result for realistic base profiles shows a quasi-
exponential increase below about 200 K (Figure 9.3 and Figure 9.4), and is a very
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sensitive function of the peak base doping, particularly in strong-freeze-out below
77 K. One can measure (or calculate) a base freeze-out activation energy ERbi

according to
Rbi(T ) = δ(T ) eERbi/kT . (9.12)

Freeze-out in the neutral collector can be severe at 77 K (Figure 9.3), leading
to device quasi-saturation, and premature roll-off of the current gain and frequency
response at high-injection. For modern devices with selectively implanted collec-
tors (SIC), this is typically not an overly serious design issue, particularly since the
collector epi resistance is strongly decreased at high-injection levels. It should be
noted as well that all donors in the CB space-charge region will remain ionized at
77 K, and hence the critical current density for the onset of Kirk effect in fact will
typically improve with cooling, due to the modest increase in saturation velocity
and built-in voltage at low temperatures, since

JC,Kirk(T ) ' q vsat(T ) N+
dc

{

1 +
2 εSi (VCB + φbi(T ))

q N+
dc W

2
epi(T )

}

. (9.13)

Thus, as long as RE and RC remain in check at 77 K, maintaining adequate current
drive at low temperature is usually not a debilitating constraint.

Finally, we note that the metal interconnect resistances decrease strongly with
cooling, as much as 6–10× between 300 K and 77 K for a typical Al-Cu or Cu
metalization. While this resistance decrease has minimal impact on device prop-
erties, the circuit-level impact of this decreased interconnect resistance at low-
temperatures can be profound, as discussed below.

The parasitic depletion capacitances (e.g., CCB, CBE , CSX , etc.) will generally
decrease (improve) with cooling, due to the increase in junction built-in voltage,
since for a one-sided step junction,

Cdepl(T ) ' A

{

q εSiN
+
dc

q φbi(T )

}1/2

. (9.14)

Experimental results from several different technologies are shown in Figure 9.5.
Note again that within the space-charge region, the impurities will not freeze out,
even if below the Mott transition. For the CB junction, which is the most important
parasitic capacitance for switching performance due to Miller effect, CCB typically
decreases by 10–20% from 300 K to 77 K [6].

The same is not true for the junction diffusion capacitance, which for fixed bias
current depends explicitly on the thermal voltage according to

Cdiff (T ) =
qτf (T )IC

kT
. (9.15)
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Hence, any τf degradation with cooling will be magnified by the decrease in kT as
the temperature drops, negatively impacting the circuit gate delay at high injection
where the minimum delay is reached.
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Figure 9.6 Measured current gain as a function of collector current for various
temperatures for an epitaxial base Si BJT.

9.1.4 Current Gain

Since the base current density in a metal-contacted transistor can be written as

JB(T ) =
qDpe(T ) n2

ie(T )

Lpe(T ) N+
de(T )

eqVBE/kT , (9.16)

we can combine (9.1) and (9.16) to obtain

βideal(T ) =
qDnb(T ) Lpe(T ) N+

de(T )

Dpe(T ) Wb(T ) N−
ab(T )

e(∆Eapp
gb −∆Eapp

ge )/kT , (9.17)

where ∆Eapp
gb and ∆Eapp

ge are the values of the doping-induced apparent bandgap
narrowing in the base and emitter regions, respectively [10]. Because the emit-
ter is much more heavily doped than the base (typically by 100×), the bandgap
narrowing in the emitter will naturally dominate the temperature dependence of
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the current gain. Since the base profile in an ion-implanted Si BJT will contain
portions doped below the Mott-transition (about 3x1018 cm−3 for boron in Si), the
base will freeze out in a quasi-exponential fashion below about 200 K, significantly
increasing the base resistance. While this Rbi increase with cooling will degrade
the dynamic performance of the device, base freeze-out does in fact favorably af-
fect the low-temperature current gain. The carrier mobilities are weak functions of
temperature at the doping levels normally encountered in modern devices, and thus
we can express the T-dependent current gain as

βideal(T ) ' α(T ) e(ERbi+∆E
app
gb −∆Eapp

ge )/kT , (9.18)

where ERbi is the (measurable) activation energy of the freeze-out of the base pro-
file. In all Si BJTs designed for high speed operation at 300 K, β will degrade
quasi-exponentially with cooling (Figure 9.6). It should be noted, however, from
(9.18) that optimization of a Si BJT for 77 K operation must proceed along one of
two lines:

• Increase the base doping enough to offset the bandgap narrowing in the emit-
ter [11];

• Decrease the emitter doping enough to make it smaller than the bandgap
narrowing in the base [12, 13].

Both techniques face fairly serious low-temperature design constraints. In the
case of 1), the transistor will be prone to tunneling-induced base current non-
idealities at low-injection, and in the case of 2), enhanced emitter charge stor-
age and fabrication-imposed difficulties will be confronted. In practice, double-
polysilicon, self-aligned Si BJTs that offer a compromise between the design ap-
proaches of 1) and 2) can yield reasonable dc performance at 77 K (though still
degraded with respect to 300-K performance) [6, 14].

9.1.5 Frequency Response

Even a cursory examination of the dependence of the frequency response on tem-
perature gives cause for concern, since for the cutoff frequency

fT (T ) =
1

2π

{ kT

qIC

(

CEB(T ) + CCB(T )
)

+ τb(T ) + τe(T )

+
WCB(T )
2vsat(T )

+ rc(T )CCB(T )
}−1

. (9.19)

For fixed bias current, both depletion capacitances will decrease only slightly (good),
while τb and τe will both increase strongly with cooling (bad), since
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Figure 9.7 Unloaded ECL gate delay as a function of temperature for two ion-
implanted base Si BJT technology generations.

τb,Si(T ) =
Wb

2(T )
2Dnb(T )

=
qWb

2(T )
2 kT µnb(T )

, (9.20)

where µnb increases only weakly with cooling since the base is heavily doped
and thus cannot offset the factor of kT , τe(T ) ∝ 1/β(T ), and β decreases quasi-
exponentially with cooling. In addition, enhanced carrier trapping on frozen-out
acceptor sites can further degrade the base transit time [15], although this effect is
not significant in modern Si BJTs [6]. The story for the more-circuit-relevant fmax
is even worse, given the strong base resistance increase at low temperatures due to
freeze-out, since

fmax(T ) =

√

fT (T )
8π Rb(T ) CCB(T )

. (9.21)

9.1.6 Circuit Performance

Given the strong correlation between digital circuit speed at high current levels and
the fmax of the transistor (refer to the discussion in Chapter 5), it is not surprising
that unloaded ECL gate delay for Si BJTs typically degrades with cooling. This
degradation is physically driven by the strong increase in base resistance together
with the decrease in fT with cooling. At lower current levels, where the ECL delay
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is increasingly dominated by parasitic capacitances, one might expect the situation
to improve somewhat, and it is indeed the case that one can obtain faster Si BJT
ECL delay at 77 K than at 300 K, at least at very low current levels. This situation is
not particularly comforting, since the major advantage of ECL over CMOS rests in
its speed advantage, and it is clearly true that ECL speed is severely compromised
by cooling. As conventional Si BJT technologies evolve, one does expect their
77 K ECL performance also to improve, since the base doping naturally increases
with optimized (300 K) Si BJT scaling. This can be clearly seen in (Figure 9.7).

All is not lost, however. The inherent improvement in device transconductance
with cooling is favorable for bipolar digital circuit operation since, intuitively, a
steeper I-V characteristic (higher gm) means that we can switch the same current
through the device (Ion/Ioff ), using substantially less voltage swing (VL), provided
the operating noise margins of the circuit remain adequate. An analysis of a differ-
ential current-switch (i.e., ECL) average noise margin shows that [5]

NM(T )
∣

∣

∣

VL
'

VL
2

−
kT

q
ln
(

qVL
kT

)

, (9.22)

and hence the noise margin inherently increases with cooling. The system-level
delay of a loaded digital circuit such as ECL can be written as

τsystem(T ) ∼ τdevice(T ) +
CW VL
ICS

, (9.23)

where CW is the wire-loading capacitance, VL is the logic swing, and ICS is the
total switch current. Hence, even if the unloaded, device-level switching speed of
the circuit degrades, a decrease in logic swing can be used to achieve improved
system-level performance [6, 14].

Even considering this reduced logic swing advantage, however, a careful ex-
amination of how temperature influences a Si BJT reveals a moderately depressing
story, and despite the natural improvement in Si BJT cryogenic properties with
technology scaling, is responsible in large measure for the widely held belief that
Si BJTs are not useful for cryogenic applications. Given this discussion, the great-
est disadvantage faced by the Si BJT in the low-temperature environment can be
traced to the tight coupling of the base profile design to the transistor performance
metrics, and the inevitable limitations this imposes on device design. While these
constraints are already limiting at 300 K, they become much more severe as the
temperature drops. It is not surprising, then, that possessing a device design ap-
proach which inherently decouples the device metrics from the base profile design
will prove very advantageous for cryogenic applications. Bandgap engineering
using SiGe thus offers a natural advantage for cryogenic applications of bipolar
transistors.
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9.2 Cryogenic Operation of SiGe HBTs

Intuitively, we expect that band-edge effects (either EC or EV or both) induced by
bandgap engineering will generally couple strongly to bipolar transistor properties.
This strong coupling is physically the consequence of the fact that the bipolar tran-
sistor is a minority carrier device, and hence the terminal currents are proportional
to n2

i0 via the Shockley boundary conditions, with n2
i0 being in turn proportional

to the exponential of the bandgap. Hence, changes to the bandgap will couple ex-
ponentially to the currents. Furthermore, from very general statistical mechanical
considerations, these bandgap changes will inevitably be divided by the thermal en-
ergy (kT ), such that a reduction in temperature will greatly magnify any bandgap
changes. Not surprisingly, then, even a cursory examination of the SiGe HBT de-
vice equations suggests that both the dc and ac properties of SiGe HBTs should be
favorably affected by cooling [16, 17]. In fact, the thermal energy (kT ), in every
instance, is arranged in the SiGe HBT equations such that it favorably affects the
low-temperature properties of the particular performance metric in question, be it



384 Silicon-Germanium Heterojunction Bipolar Transistors

1980 1983 1986 1989 1992 1995
10

20

50

100

200

500

21.9ps (84K)

Publication Date

B
ip

ol
ar

 E
C

L 
G

at
e 

D
el

ay
 (p

s)
300K
84K

Figure 9.9 Evolution of unloaded ECL gate delay at 310 K and 84 K with Si-based
bipolar technology generation. The last two generations are SiGe HBT
technologies.

β(T ), fT (T ), or VA(T ).

9.2.1 Evolutionary Trends

The beneficial role of temperature in SiGe HBTs can be used to easily offset the
inherent bandgap narrowing induced degradation in current gain of a Si BJT to
achieve viable dc operation down to 77 K, even for a SiGe HBT that has not been
optimized for the cryogenic environment. Figure 9.8 shows the evolution of peak
current gain as a function of reciprocal temperature from early Si BJT technologies
circa 1978 to SiGe technologies circa 1992. Clearly, the addition of Ge-induced
bandgap engineering enables functional current gain down at least to 77 K with
minimal effort. From a dynamic point of view, the Ge-grading-induced base drift
field provides a means to offset the inherent τb degradation associated with cooled
Si BJTs, yielding an fT that does not degrade with cooling. Since the reduced
thermal cycle nature of epitaxial growth techniques are generally more conducive
to maintaining thinner, more heavily doped base profiles than conventional ion-
implanted bases used in modern Si BJTs, it is fairly straightforward to control base
freeze-out in SiGe HBTs, at least down to 77 K, and hence Rb at cryogenic temper-
atures can be more easily controlled. If fT and Rb do not degrade significantly with
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cooling, then achieving respectable circuit performance down to 77 K becomes a
reality unknown to Si BJT technologies.

Figure 9.9 shows the evolution of unloaded ECL gate delay as a function of
publication date. As expected, optimized 300-K technology scaling successfully
improved circuit speed over time. More surprising, perhaps, is that the rate of im-
provement in low-temperature performance was significantly faster. The 1991 and
1992 cryogenic data points are for SiGe HBT technologies, and clearly demon-
strate that one can no longer out of hand dismiss Si-based bipolar technologies for
the cryogenic applications. SiGe can thus be viewed as an effective means to ex-
tend Si-based bipolar technology to the cryogenic environment (with little or no
effort). This scenario is particularly appealing if we consider state of the art SiGe
HBT BiCMOS technologies, since Si CMOS also performs well down to 77 K, and
provides a major advantage in the reduction in power dissipation, an often serious
constraint given the limited efficiency of cryocoolers. While it is unlikely that one
would develop SiGe technology explicitly for cryogenic applications, if (as is the
case), one could simply take a room temperature-optimized SiGe technology and
operate it at low temperatures without serious modification, that prospect might
prove cost effective. With the present trend towards reduced-temperature operation
of CMOS-based high-end servers as a performance and reliability enhancement
vehicle (currently at 0◦C to -40◦C and going lower), the appeal of SiGe HBT BiC-
MOS technologies for the cryogenic environment may naturally grow over time,
since HBTs can provide numerous advantages over CMOS in analog, RF, heavily
loaded digital, and high-speed driver/receiver applications.

9.2.2 SiGe HBT Performance Down to 77 K

It is instructive to first consider the effects of cooling on the performance of a SiGe
HBT that has not been optimized in any way for cryogenic operation. This 300-K
optimized design will be referred to as an "i-p-i" SiGe HBT, since it is fabricated
with lightly doped intrinsic ("i") spacers on both the EB and CB side of the neutral
base (refer to discussion in Chapter 2). Compared to a comparably constructed Si
BJT, β(T ) in a SiGe HBT should increase exponentially with decreasing tempera-
ture, since

βSiGe

βsi

∣

∣

∣

∣

VBE

'

{

γ̃ η̃∆Eg,Ge(grade)/kT e∆Eg,Ge(0)/kT

1 − e−∆Eg,Ge(grade)/kT

}

. (9.24)

Figure 9.10 shows measured and theoretical results for an i-p-i SiGe HBT down to
77 K. In this case, βSi decreases from 25 at 300 K to 9.5 at 77 K, whereas βSiGe

increases from 67 at 300 K to 205 at 77 K. As expected, a quasi-exponential in-
crease in the SiGe-to-Si current gain ratio with decreasing temperature is observed.
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Figure 9.10 Measured and calculated SiGe-to-Si current gain ratio as a function of
reciprocal temperature for a comparably constructed i-p-i SiGe HBT
and i-p-i Si BJT (reproduced from Chapter 4 for convenience).

(Given the functional dependence of β on the exponential of the various band-offset
parameters divided by kT , it is physically meaningful to show β as an Arrhenius
plot, since a straight line indicates purely thermally activated behavior.) In addi-
tion, VA(T ) and βVA(T ) in a SiGe HBT should also increase exponentially with
decreasing temperature compared to a comparably constructed Si BJT, since

VA,SiGe

VA,Si

∣

∣

∣

∣

VBE

' e∆Eg,Ge(grade)/kT
[

1 − e−∆Eg,Ge(grade)/kT

∆Eg,Ge(grade)/kT

]

, (9.25)

and
βVA,SiGe

βVA,Si
= γ̃η̃ e∆Eg,Ge(0)/kT e∆Eg,Ge(grade)/kT . (9.26)

Figure 9.11 and Figure 9.12 show measured and theoretical results for an i-p-i SiGe
HBT down to 77 K for VA and βVA, respectively. In this case, VA(Si) decreases
from 33 V at 300 K to 14 V at 77 K, whereas VA(SiGe) increases from 65 V at 300
K to 265 V at 77 K. Again, as expected, a quasi-exponential increase in the SiGe-
to-Si ratios for both parameters with cooling is observed. The large improvement



Temperature Effects 387

3.0 5.0 7.0 9.0 11.0 13.0

300 200 130 100 77

1

2

3

5

7

10

1000 / T (K–1)

V
A
 (S

iG
e)

 / 
V

A
 (S

i)
Temperature (K)

AE=0.8x2.5µm2

forced–VBE

IC=30.0µA data
Theoretical

Figure 9.11 Measured and calculated SiGe-to-Si Early voltage ratio as a func-
tion of reciprocal temperature for a comparably constructed i-p-i SiGe
HBT and i-p-i Si BJT (reproduced from Chapter 4 for convenience).

in VA and βVA between 300 K and 77 K suggests that high-speed analog circuits
such as amplifiers and data converters built from SiGe HBTs may be attractive for
certain cryogenic applications.

The anticipated temperature dependence of the frequency response of a SiGe
HBT can be gleaned from fT (T ) (9.19). Given that

τb,SiGe

τb,Si
=

2
η̃

kT

∆Eg,Ge(grade)

·
{

1 −
kT

∆Eg,Ge(grade)

[

1 − e−∆Eg,Ge(grade)/kT
]}

, (9.27)

and
τe,SiGe

τe,Si
'

JC,Si

JC,SiGe
=

1 − e−∆Eg,Ge(grade)/kT

γ̃η̃
∆Eg,Ge(grade)

kT e∆Eg,Ge(0)/kT
, (9.28)

and both are favorably influenced by cooling, we might naively expect that the
influence of the graded SiGe base might be sufficient to overcome the inherent
electron diffusivity degradation on τb with cooling. Figure 9.13 shows measured
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Figure 9.12 Measured and calculated SiGe-to-Si current gain – Early voltage prod-
uct ratio as a function of reciprocal temperature for a comparably con-
structed i-p-i SiGe HBT and i-p-i Si BJT (reproduced from Chapter 4
for convenience).

results for the peak fT for both an i-p-i SiGe HBT and a comparably doped epitax-
ial base i-p-i Si BJT down to 77 K. While the fT degradation of fT in this epitaxial
Si BJT is not overly severe, clearly the Ge-induced improvements in both τb and
τe at low temperature are sufficient to produce a peak fT in the SiGe HBT that is
larger at 77 K than at 300 K.

9.2.3 Design Constraints at Cryogenic Temperatures

While it has been demonstrated that SiGe HBTs designed for room temperature
operation function acceptably down to 77 K, second-order design constraints do,
nonetheless, exist, and can impact profile optimization [18, 19]. The first such
constraint centers on the base current, and its impact on the current gain at low in-
jection. While conventional Shockley-Read-Hall (SRH) recombination exponen-
tially decreases with cooling, thereby effectively eliminating reverse leakage in the
collector-base junction, the same is not true of carrier tunneling processes, whether
they are band-to-band or trap-assisted. Given that the EB junction of high-speed
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Figure 9.13 Measured peak cutoff frequency as a function of temperature for a
comparably constructed i-p-i SiGe HBT and i-p-i Si BJT.

bipolar transistors (either Si or SiGe) are typically quite heavily doped (often in the
vicinity of 1x1018 cm−3), the doping induced electric field is high, and can result
in substantial parasitic tunneling leakage. While this is generally easily designed
around in 300-K designs, it is more problematic at low temperatures, given that the
collector and base currents decrease strongly at fixed VBE as the temperature drops
(refer to Figure 9.1). In this case, as the base current decreases with cooling, any
tunneling-induced leakage will remain roughly constant, hence uncovering a para-
sitic leakage foot on the base current (this effect can be clearly seen in Figure 9.6).
This parasitic base leakage current can severely limit the current gain at low injec-
tion at cryogenic temperatures. Thus, as a rule of thumb, it can be safely stated that
the ideality of the base current of a high-performance Si or SiGe bipolar transistor
will never improve with cooling! If the base current is ideal (i.e., eqVBE/kT ) down
to a picoamp at 300 K, it may be ideal only to a nanoamp at 77 K. If it is even
modestly nonideal at 300 K, it will be quite leaky at 77 K. How serious a limitation
this leakage is depends strongly on the circuit application. In digital logic such
as ECL, for instance, it is not an issue, given that the devices are biased well out
of the leakage regime, and β doesn’t strongly couple to circuit speed. For more
sensitive analog circuits, however, it can in principle require careful design consid-
eration. As discussed below, one can optimize a SiGe HBT to reduce this leakage
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Figure 9.14 Extrinsic transconductance at 310 K and 84 K for an i-p-i SiGe HBT
and a comparable i-p-i Si BJT.

effect, a feat much more easily accomplished using epitaxial growth rather than
ion-implantation for the base layer formation.

More worrisome than the base current at low temperatures, however, is the en-
hancement of high-injection, heterojunction barrier effects with cooling (refer to
Chapter 6 for a detailed discussion of barrier effects in SiGe HBTs). As stated
above, band-edge effects in bipolar transistors generally couple very strongly to
the device properties, and barrier effects are no exception. In this case, given that
barrier effects necessarily exist in all practical SiGe HBTs, cooling will make the
situation decidedly worse. The consequences of barrier effects, as at room temper-
ature, include a premature roll-off in both β and fT at high JC , and a limitation
on maximum output current drive. What is different in the context of cryogenic
operation, however, is that while a well-designed 300-K SiGe HBT may not show
any clear evidence of barrier effect at 300 K, it will certainly show evidence of it at
77 K, and its impact on device performance will be correspondingly worse. That
is, the design margin for 77-K operation is in essence narrower, always an undesir-
able situation. As discussed in Chapter 6, the device transconductance is a useful
tool for assessing barrier effects in SiGe HBTs. As can be seen in Figure 9.14,
a comparison of gm between comparably designed i-p-i SiGe HBTs and i-p-i Si
BJTs clearly shows that while gm at low JC increases with cooling as expected, a
dramatic drop in gm at a higher critical current density close to that of Kirk effect
can be observed in the SiGe HBT. Fortunately, it is also true that this critical on-
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set current density in fact increases with cooling, consistent with the fact that the
saturation velocity rises at low temperatures, thus delaying Kirk effect until higher
JC . As discussed below, this result can be traded off to optimize SiGe HBTs for
77 K operation. One would also expect that barrier effect would have a serious
impact on transistor dynamic response, given that enhanced charge storage in the
base couples strongly to fT . Figure 9.15 shows that while the peak fT of the SiGe
HBT at 84 K is 59 GHz compared to 24 GHz for the Si BJT, the current density
at which this fT value is reached is 2.5× lower in the SiGe device. This indicates
that barrier effect is limiting the ac performance in this SiGe HBT at cryogenic
temperatures, and hence explains the modest roll-off in peak fT below 150 K seen
in the SiGe HBT data in Figure 9.13. The approaches that can be used to design
around barrier effects at cryogenic temperatures are the same as those outlined in
Chapter 6, albeit with a narrower design margin than at 300 K.

9.3 Optimization of SiGe HBTs for 77 K

While conventional 300-K SiGe HBT designs will inherently function reasonably
well down to 77 K, it remains to be seen whether a SiGe HBT designed specifically
for 77 K operation can achieve significantly better device and circuit performance
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at 77 K than it has at 300 K, and what the design issues and trade-offs faced in
achieving this goal would be.
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Figure 9.16 Doping and Ge profiles for a 77-K optimized emitter-cap SiGe HBT.

9.3.1 Profile Design and Fabrication Issues

To address the explicit optimization of a SiGe HBT for 77 K operation, a new pro-
file design point and fabrication scheme is required [20]. In this case an epitaxial
"emitter-cap" layer doped with phosphorus at about 1x1018 cm−3 was deposited
in-situ in a UHV/CVD deposition tool on top of the SiGe-base to form the EB
junction (Figure 9.16). This 77-K optimized SiGe HBT will be referred to as an
epitaxial "emitter-cap" SiGe HBT [21]. Because EB carrier tunneling processes de-
pend exponentially on the peak junction field, the lightly doped emitter is expected
to minimize the parasitic EB tunneling current compared to a conventional i-p-i
SiGe HBT design. In addition, the increase in carrier saturation velocity with cool-
ing, as well as the presence of velocity overshoot in the CB space-charge region at
77 K, results in an onset current density of base push-out (Kirk effect) that is about
50% larger at 77 K than at 300 K [18]. Thus, compared to a 300-K design, the
collector doping level can be decreased in an optimized 77-K profile. In this case,
the doping level at the metallurgical CB junction was lowered from 1x1017 cm−3

for the conventional i-p-i SiGe HBT design to about 2x1016 cm−3, and ramped up-
ward toward the subcollector to minimize freeze-out deep in the neutral collector.
This 77-K collector profile is used to reduce the parasitic CB capacitance under
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the constraint that the onset current density of the SiGe-Si heterojunction barrier
be above the maximum operating current density of about 1.0 mA /µm2.

To ensure a low emitter resistance, a 200-nm in-situ doped polysilicon contact
was deposited on top of the composite EB profile (n-cap/p-SiGe). Because the ar-
senic out-diffusion from the heavily doped polysilicon layer is used only to contact
the epitaxial phosphorus emitter and does not determine the metallurgical EB junc-
tion, only a very short rapid thermal annealing (RTA) step is required to activate
and redistribute the emitter dopants, allowing the maintenance of a thin, heavily
doped base. A metallurgical emitter-cap thickness of about 10 nm was achieved
at the end of processing (estimated by subtracting the arsenic out-diffusion of the
emitter poly from the total EB junction depth). The boron doping of the base pro-
file was increased over a more conventional i-p-i SiGe design to improve its base
freeze-out properties, and was deposited as a box 10 nm wide by 2.5x1019 cm−3.
At the end of processing the metallurgical base was about 75 nm wide with a peak
concentration of about 8x1018 cm−3, well above the Mott transition for carrier
freeze-out. To minimize minority carrier charge storage in the emitter-cap layer,
a large 77 K β is also desirable (τe ∝ 1/βac). Therefore, a trapezoidal Ge profile
with 3–4% Ge at the EB junction (compared to about 0–1% for the i-p-i design)
and ramping to 8.5% at the CB junction (compared to about 8.5% for the i-p-i de-
sign) was used. The resultant emitter-cap Ge profile was about 65 nm thick, and
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satisfied the thermodynamic stability criteria for UHV/CVD blanket films.

9.3.2 Measured Results

This 77-K SiGe design point yields a transistor with near-ideal Gummel character-
istics at low temperature, with a maximum output current drive well above 1.0 mA/
µm2 at 84 K (Figure 9.17). The higher Ge concentration at the EB junction, the
beneficial effects of the emitter high-low (n+/n−cap) junction, and the bandgap
narrowing of the heavily doped base, offset the bandgap narrowing of the heav-
ily doped emitter region to yield a peak β that increases quasi-exponentially with
cooling from 102 at 310 K to 498 at 84 K (Figure 9.18). This large β value at low
temperature serves to minimize the unwanted charge storage associated with the
emitter-cap layer as well as to circumvent the degradation of β at medium injection
levels due to bias-dependent Ge ramp effects (Chapter 6), giving an ideal value of
β of 99 at a typical circuit operating point of 1.0-mA collector current [21]. An
undesirable result of the high β at low temperature, however, is a decrease in the
BVCEO from 3.1 V at 310 K to 2.3 V at 84 K, but it remains acceptable for most cir-



Temperature Effects 395

1 10 100
0

20

40

60

80

300K

85K

AE=0.7x19.4 µm2 
VCB=1.0 V

τEC=2.3ps (85K)
τEC=3.2ps (300K)

Collector Current  (mA)

C
ut

of
f F

re
qu

en
cy

  (
G

H
z)
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mized emitter-cap SiGe HBT.

cuit applications. Depending on circuit requirements at 77 K, the low-temperature
current gain can be easily tuned to a desired value.

The reduction in overall thermal cycle compared to a conventional design is
key to maintaining the abrupt, as-deposited boron base profile, and thus providing
immunity to carrier freeze-out at cryogenic temperatures (Rbi only increases from
7.7 to 11.0 kΩ/2 between 310 K and 84 K). Importantly, this immunity to base
freeze-out does not come at the expense of increased EB leakage, as it does, for
instance, in a spacer-free p-i SiGe profile with a very heavily doped base [18]. The
lower doping level of the emitter-cap layer results in a reverse EB leakage at 1.0
V at 84 K, which is more than 500 times smaller than for the conventional i-p-i
SiGe design. The consequence is a much smaller forward tunneling component
in the base current (much larger low-current β), a smaller EB capacitance, and an
expected improvement in hot-carrier reliability at cryogenic temperatures.

As shown in Figure 9.19, the transistor cutoff frequency (fT ) rises from 43
GHz to 61 GHz with cooling due to the beneficial effects of the Ge-grading-induced
drift field. This improvement in fT , coupled to the low total base resistance and
slightly decreased CB capacitance, yields an increase in maximum oscillation fre-
quency with cooling as well, from 40 GHz at 310 K to 50 GHz at 84 K. To assess
the 77-K circuit capabilities of this technology, unloaded ECL ring oscillators were
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measured (Figure 9.20). High-power (12.45 mW) ECL circuits switch at a record
21.9 psec at 84 K, 3.5 psec faster than at 310 K. Circuits that were optimized for
lower power operation achieve a minimum power-delay product of 61 fJ (41.3 psec
at 1.47 mW) at 84 K, and are 9.6 psec faster than at 310 K.

As discussed above [19], these 77-K optimized ECL circuits are expected to
exhibit even more dramatic improvements in speed over room-temperature ECL
circuits under heavy loading, due to the beneficial effects of cooling on metal in-
terconnect resistance and circuit logic swing. Figure 9.21 shows calibrated simula-
tions of ECL gate delay as a function of wire loading at 310 K versus 84 K. In the
low-temperature case, an 8.3× reduction in metal resistance is assumed, as well as
a (conservative) 40% reduction in circuit logic swing. The delay improvement at
long wire lengths is dramatic (2.7× at 10 mm wire length), and suggests that SiGe
HBT based line-drivers might be attractive for 77-K applications.

9.4 Helium Temperature Operation

Long-wavelength infrared focal-plane-arrays (FPA) and certain ultra-low-noise in-
strumentation amplifiers require transistors that operate down to liquid helium tem-
perature (LHeT = 4.3 K). In addition to evaluating SiGe HBT performance at
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Figure 9.21 Simulated ECL gate delay as a function of wire loading at 310 K and
84 K for 5.65 mW power dissipation.

these potential application temperatures, the below 77-K regime is ideally suited
for investigating new device physics phenomena, as well as for testing the validity
of conventional theoretical formulations of device operation (e.g., drift-diffusion).
This is particularly true for a SiGe HBT, since many of the transistor parameters
are thermally activated functions of the Ge-induced band offsets, and are expected
to change dramatically between 77 K and 4 K. For instance, a simple calculation of
the intrinsic carrier density, to which the terminal currents are proportional, shows
that a nio changes by a factor of e3056 between 77 K and 4 K! Initial results on
(unoptimized) Si BJTs to 10 K [22] showed transistor functionality but poor per-
formance in the LHeT regime (< 10–15 K). More recent work [23, 24] on SiGe
HBTs optimized for 77-K operation showed more impressive performance results
as well as revealed interesting new device physics effects.

9.4.1 dc Characteristics at LHeT

The emitter-cap SiGe HBT optimized explicitly for 77 K achieved a β of 500, fT of
61 GHz, fmax of 50 GHz, and a minimum ECL gate delay of 21.9 psec at 84 K. In
cooling this transistor from 77 K to LHeT, the current gain increases monotonically
from 110 at 300 K to 1,045 at 5.84 K, although parasitic base current leakage limits
the useful operating current to above about 1.0 µA at 5.84 K. Figure 9.22 shows
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mized emitter-cap SiGe HBT.

the Gummel characteristics of a 1.4 × 4.4 µm2 emitter-cap SiGe HBT at 300 K, 77
K, and 5.84 K, and Figure 9.23 shows the current gain as a function of bias current
down to 5.84 K. The severity of the base current leakage at low injection, and the
Ge-ramp effect (refer to Chapter 6) at medium injection, limits the current range
where one obtains the peak current gain. The aggressive base profile design in the
emitter-cap SiGe HBT design (peak N−

ab close to 8x1018 cm−3) leads to an Rbi of <
18 kΩ/2 at 5.84 K, much lower than a more conventional i-p-i SiGe HBT design.
As can be seen from the calculations in Figure 9.24, base freeze-out below 77 K
depends very strongly on peak base doping, and must be carefully optimized for
LHeT applications.

At temperatures as low as 5.84 K, this transistor has a maximum current drive
in excess of 1.5 mA/µm2 (limited by quasi-saturation and heterojunction barrier
effects), with a peak transconductance of 190 mS. Figure 9.25 shows the peak
current gain in an epitaxial-base Si BJT and two different SiGe HBTs (i.e., the 77-
K optimized emitter-cap design and the i-p-i SiGe HBT design). The current gain
in SiGe HBTs is proportional to the exponential of the ratio between the amount of
bandgap reduction in the base (Ge + heavy doping) and the thermal energy. Since
the i-p-i SiGe HBT has negligible Ge content at x=0, its current gain decreases
with temperature. The emitter-cap design, however, has a trapezoidal Ge profile
with approximately 2.0% Ge content at the EB boundary.
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Theoretical calculations based on measured SIMS data were compared to the
experimentally observed variation of peak current gain with temperature. Above 77
K, the temperature variation of peak current gain for the SiGe HBT is close to that
theoretically expected, while at temperatures below 77 K, the exponential increase
in current gain is primarily limited by parasitic base leakage due to field-enhanced
tunneling. In contrast to this strong enhancement of current gain with cooling for
the SiGe HBT, the current gain in a Si BJT fabricated with a comparable doping
profile is significantly degraded at low temperatures, due to the strong bandgap
narrowing in the emitter.

9.4.2 Novel Collector Current Phenomenon at LHeT

One striking feature observed in the SiGe HBTs operated at below 77 K is the
progressive development of a nonideal component at very low injection levels in
the collector current [23], as can be seen in Figure 9.26, which is an expanded
view of Figure 9.22. A comparison to a comparably doped Si BJT shows a very
similar effect, and hence this collector current anomaly cannot be attributed to a
heterojunction effect associated with the presence of Ge. Observe as well that
the theoretically expected drift-diffusion component of the collector current at 50
K is clearly dominated by the weakly temperature- and bias-dependent collector
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current leakage component. It is well known that the nonideality observed in the
base current of bipolar transistors at cryogenic temperatures is due to tunneling
and field-assisted recombination processes associated with the high electric field
associated with the emitter-base junction, and therefore will not affect the collec-
tor current ideality. Conventional drift-diffusion theory dictates that the collector
current should depend exponentially on voltage (i.e., eq VBE/kT ). At temperatures
above 77 K, this expectation has been confirmed numerous times experimentally
down to very low current levels [6]. It is therefore logical to infer that the observed
nonideality in the collector current is the result of a fundamentally different trans-
port mechanism that enables minority carriers injected from the emitter to reach
the collector through the base potential barrier.

Although the weak temperature and bias dependence of the observed collector
current leakage phenomenon is suggestive of a carrier tunneling mechanism, the
possibility of a direct tunneling process across the neutral base potential barrier is
easily shown to be negligible for realistic base profiles, and hence cannot account
for the observed phenomenon. On the other hand, it is plausible to associate a
significant probability with carriers reaching the collector from the emitter by tun-
neling through the base potential barrier via intermediate trap states, provided we
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assume a finite distribution of traps in the base bandgap. Indirect evidence for traps
in the base region was previously shown to indicate the presence of NBR in these
transistors (refer to Chapter 8).

A sketch of the proposed trap-assisted tunneling mechanism is shown in Fig-
ure 9.27). The conventional drift-diffusion component of the collector current is
due to the electron injection over the base potential barrier, leading to an e(q VBE/kT )

behavior for IC . The ideal component of the base current is similarly due to the
hole injection into the emitter over the emitter potential barrier. The IB leakage
component is known to be due to the electron tunneling across the EB junction.
Notice that such a tunneling mechanism will only add to IB and not directly affect
IC . The mechanism responsible for the IC leakage is proposed to be due to the
carrier tunneling across the EB depletion region into a trap state in the base region
and thereby transiting the base region by "hopping" through trap states. Since such
a process can only be favored if: 1) traps are present in the base region; 2) traps
are uniformly distributed in both physical and in energy space of the base region
(close to the midgap); 3) Wb is thin enough to permit such a transition before carri-
ers lose energy by phonon scattering; and 4) temperature is sufficiently low that the
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energy lost due to phonon scattering is negligible. Conditions 1) and 2) have been
previously shown to exist in SiGe HBTs. In advanced transistors 3) is met and 4)
can be attained by operating at temperatures well below 77 K. At very low temper-
atures the carrier energy is insufficient to cross the potential barrier, and therefore
the drift-diffusion component of the collector current is negligible. However, there
exists a finite probability that the carriers tunnel across the EB depletion region
into a trap state that is present at the same or lower energy level compared to the
carrier energy, which will constitute the leakage component of IC .

One can estimate such a tunneling transition probability (Tt) using a Wentzel-
Kramer-Brillouin (WKB) approximation, resulting in

Tt = e
−2

x0
∫

0
kx dx

. (9.29)

Here, x0 represents the width of the EB depletion region (refer to Figure 9.28) and
kx represents the electron wave vector in the tunneling direction and is given by

kx =

√

2m∗Ex

ħ2
, (9.30)

where Ex is the position-dependent electron energy barrier for tunneling, m∗ rep-
resents the electron tunneling mass, and ħ is Planck’s constant. One can rewrite
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(9.29) in terms of Ex and the built-in electric-field (ξ) as

Tt = e
−2

{

2m∗
ħ2

}1/2 E0
∫

0

E
1/2
x dEx
q ξ

. (9.31)

Here, E0 represents the electron energy barrier at x = x0. By assuming that the EB
electric field is an effective average value (ξavg = constant), we can obtain

Tt ∼ e
−αx

E
3/2
0 (T )

ξavg (T ) , (9.32)

where αx is a constant and is related to m∗ by

αx =
4
√

2m∗

3 q ħ
. (9.33)

Although the magnitude of the IC leakage is dependent on several factors, its tem-
perature dependence at any fixed bias will be proportional to Tt. In order to quan-
tify this, one needs to properly account for the temperature dependence of both
E0 and ξ in real devices, and this can be accomplished using a calibrated device
simulator [24]. Figure 9.29 shows the simulated conduction band edge and the
EB electric field in both Si and SiGe transistors at a very low injection condition
(VBE = 0.94 V) at 30 K. Observe that at any temperature and bias, E0 and ξ in
the SiGe HBT are always less than that for the Si BJT due to the presence of Ge
in the base region (Figure 9.30). The normalized IC leakage and the theoretically
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Figure 9.28 Schematic diagram showing the electron energy barrier and the elec-
tric field at the EB junction that is responsible for the electron tunnel-
ing.

expected temperature dependence of the nonideal trap-assisted tunneling current
and the ideal drift-diffusion current for SiGe HBT and Si BJT at a fixed VBE of
0.94 V are shown in Figure 9.31.

Observe that the ideal drift-diffusion component is a strong function of tem-
perature, while the leakage component is only weakly temperature dependent. In
addition, we see a difference in the temperature dependence of the leakage com-
ponent between Si and SiGe transistors. It is clear, therefore, that the parameter
αx (used here as a free parameter) must be different for the SiGe HBT and the Si
BJT in order to account for the measured temperature dependence of the collector
leakage current. This difference is not unexpected since the m∗ for the Si BJT, in
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Figure 9.29 Calibrated simulations of the conduction band edge and the electric
field near the EB junction in a comparably doped Si BJT and SiGe
HBT at 30 K.

general, is different from that in the SiGe HBT. In the present case, first-order the-
oretical calculations predict a 6.7× increase in the m∗ of SiGe HBT compared to
that in the Si BJT.

We have also observed the same qualitative collector current leakage behavior
in a wide variety of SiGe HBTs (i-p-i SiGe HBT, emitter-cap SiGe HBT) and Si
BJTs (i-p-i epi-base Si BJT, ion-implanted-base Si BJT), as shown in Figure 9.32.
This observation suggests that the nonideal collector current phenomenon is fun-
damental to advanced bipolar transistor technologies operating at deep cryogenic
temperatures. Experimental evidence also indicates that a similar leakage effect ex-
ists in these devices, though with a much stronger temperature dependence, when
the transistors are operated in the inverse mode (exchange of the emitter and col-
lector terminals, all else being equal). This result is not unexpected because of the
stronger temperature dependence in the lightly doped CB junction on the energy
barrier height and the electric field. In addition, measurements of transistors under
different collector bias demonstrate that this leakage effect is not related to a base
punch-through mechanism. We believe that this nonideal collector current leakage
phenomenon is inherent to all bipolar transistors operating at temperatures below
77 K. We have observed qualitatively similar behavior to that shown in Figure 9.26
for a wide variety of SiGe HBTs and Si BJTs, including self-aligned and non-self-
aligned devices, devices with different base widths and Ge profiles, epitaxial and
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ion-implanted base profiles, and single-poly versus double-poly structures. While
the observed nonideal leakage component typically occurs at collector currents be-
low 100 nA, and thus is out of a normal circuit operating range, it clearly places a
bound on the achievable transconductance at low-injection in SiGe HBTs operated
near LHeT.

9.5 Nonequilibrium Base Transport

The validity of the classical drift-diffusion (DD) equations used to formally de-
scribe carrier transport in bipolar transistors (and which are self-consistently solved
subject to the appropriate boundary conditions in commercial device simulators
such as MEDICI – see Chapter 12) becomes questionable as device dimensions
are reduced into the deep-submicron regime, and particularly in the presence of
high electric fields. Minority carrier transport in the base region is well described
by the conventional scattering-dominated DD equations, provided the neutral base
width (Wb) is much larger than the carrier mean free path length (lp) [25]–[27]. If,
however, Wb ¼ lp, carriers can traverse the base without experiencing scattering,
and transport is said to be "ballistic." Quasi-ballistic base transport occurs within
a crossover regime between these two extreme transport domains (i.e., Wb ∼ lp),
when carriers experience only a few collisions while transiting the base.
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In the case of ballistic transport, the average carrier temperature (energy) dif-
fers significantly from the equilibrium lattice temperature, and the system can be
said to be in the "nonequilibrium transport" regime. Clearly the DD formalism does
not accurately describe this regime. Monte Carlo (MC) simulation incorporates ac-
tual band structure and solves (the more general) Boltzmann transport equation on
an electron-by-electron basis, and is thus a powerful (though very computationally
intensive and complex) tool for the theoretical investigation of this ballistic trans-
port question. MC simulations on ultrathin base (< 50 nm) Si BJTs at 300 K show
higher than expected minority carrier velocities in the neutral base due to a re-
duction of scattering events [28]. The result is a high forward velocity carrier flow,
which yields a collector current density higher than that predicted by DD solutions.

Understanding the physics of thin-base transport is important because the base
transit time is often a limiting or at least significant component of the overall fre-
quency response (as reflected, for instance, in peak fT ). Quantifying ballistic and
quasi-ballistic transport experimentally in advanced BJTs is challenging, and ex-
isting literature results are often inconclusive or contradictory. For instance, for
Wb of about one mean free path length (10–20 nm in heavily doped Si at 300 K)
some experiments suggest that transport is diffusive [29], while others suggest that
it may be ballistic [30].



408 Silicon-Germanium Heterojunction Bipolar Transistors

0 10 20 30 40 50 60
0.5

0.6

0.7

0.8

0.9

1.0

Temperature (K)

I C
(T

) /
 I C

(6
2K

)
SiGe HBT (i–p–i)
SiGe HBT ("emitter–cap")
Si BJT (epi–base)
Si BJT (I/I–base)
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Since phonon scattering is exponentially reduced by cooling, one might logi-
cally expect to observe the same nonequilibrium effects in devices with larger Wb at
sufficiently reduced temperatures. The carrier mean free path length as a function
of temperature can be written approximately as [27]

lp(T ) =
3Dnb(T )
2 vT (T )

, (9.34)

where Dnb is the carrier diffusivity and vT is the carrier thermal velocity, which can
be written as

vT (T ) =

√

2 k T
π m∗(T )

, (9.35)

where m∗ is the carrier effective mass, T is the lattice temperature, and k is Boltz-
mann’s constant. Calculations using (9.35), for a base doping level of 2.6x1018 cm
−3 using a 300 K lp of 17.5 nm, show that the normalized mean free path length
(lp(T )/lp(300K)) is equal to about 2.0 at 30 K [31], meaning that cooling a tran-
sistor can be effectively used to enhance nonequilibrium behavior. A device with a
thin base width (e.g., 100 nm) may be well described by conventional DD theory at
300 K, yet may be moved into the quasi-ballistic transport regime with cooling. As
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discussed below, evidence suggests the presence of nonequilibrium base transport
in advanced Si and SiGe bipolar transistors may be inferred using dc measurements
at cryogenic temperatures [31, 32].

9.5.1 Theoretical Expectations

From conventional DD theory, the collector current density for a SiGe HBT with
constant base doping under low injection may be written as

JC (T ) = JC0(T ) eqVBE/kT ∝ n2
i0(T ). (9.36)

As discussed above, maintaining a constant operating current with cooling requires
that VBE be increased, since JC0 is directly proportional to the square of the intrin-
sic carrier concentration, which varies exponentially with temperature. The device
transconductance is given by

gm(T ) =
∂IC
∂VBE

=
qAEJC (T )

kT

[

1 +
1

JC0(T )
∂JC0(T )
∂VBE

]

'
qAEJC (T )

kT
, (9.37)

where the final simplification assumes that JC0 is bias independent (this assump-
tion will be revisited below). Note that for a constant collector current, the transcon-
ductance increases with decreasing temperature, and is reflected in an increase in
the slope of the collector current versus base-emitter voltage curve with cooling.

Based on the DD formalism presented thus far, one can expect two significant
changes in the collector current versus base-emitter voltage characteristic as the
temperature is decreased:

• The increase in transconductance steepens the JC −VBE curve at lower tem-
peratures.

• The decrease in intrinsic carrier concentration with cooling shifts this curve
to the right (thus increasing the value of VBE required for a given current
density) as the temperature decreases.

While the base transit time τb is notoriously difficult to experimentally separate
from the other transit times via measurement of fT , it nonetheless remains a very
useful parameter for assessing base transport physics. For a SiGe HBT having
uniform base doping, simple theory predicts that for a given base width, τb ∝ Wb

for ballistic transport and τb ∝ W 2
b for diffusive transport. In general, we can write

τb(T ) =
Wb(T )
vT (T )

+
W 2

b (T )

2 α(T ) Dnb(T )
, (9.38)
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where α accounts for the effects of Ge on base transport (refer to Chapter 5). The
first term in (9.38) is usually neglected in conventional DD calculations. The sec-
ond term alone, however, will predict unphysically short base transit times for thin
base transistors exhibiting quasi-ballistic transport. Figure 9.33 shows τb as a func-
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Figure 75. Calculated base transit time versus base width for 350K and 50K. Dashed

lines show asymptotic approximations. Note that the boundary between diffusive and

ballistic transport shifts to the right with cooling.
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Figure 9.33 Calculated base transit time versus base width at 350 K and 50 K.
Dashed lines show asymptotic approximations. Note that the bound-
ary between diffusive and ballistic transport regimes shifts to the right
with cooling.

tion of Wb for a device with Nab = 2.6x1018 cm−3, using typical 300-K values for
the other parameters (lp = 17.5 nm, vT = 5.0x106 cm/sec, and for simplicity α is
taken to be unity). Note that for thick bases, the base transit time scales quadrati-
cally with base width as expected from diffusive transport, and that for thin bases
the base transit time varies linearly with base width as expected from ballistic trans-
port. It is clear, however, that the base width must be much smaller than the mean
free path length in order to observe the ballistic limit [33], and thus a large range
of base widths fall into the quasi-ballistic transition region.

If quasi-ballistic carrier transport occurs in the neutral base region of the device,
electrons in this region will have a mean energy larger than their equilibrium value.
Thus, an effective carrier temperature (Teff ) may be defined that is larger than the
lattice temperature (Tlattice = T ), corresponding to the higher average energy of
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the electrons. The effects of nonequilibrium transport may thus be phenomenolog-
ically modeled by using the effective temperature to describe the minority carrier
distribution. This definition makes physical sense only if the electron distribution
in the conduction band under nonequilibrium is sufficiently Maxwellian (i.e., the
nonequilibrium state can be modeled as a perturbation of the equilibrium state).
This requires strong carrier-carrier scattering and elastic impurity scattering in or-
der to produce an isotropic distribution in k-space [34], but these conditions should
be easily satisfied in the heavily doped p-type base of modern BJTs. Thus, from
the modified pn product, we can write

n2
i0 = γn γpNC NV e−Ego/kTeff , (9.39)

and (9.37) becomes

gm =
qAEJC
kTeff

[

1 +
1
JC0

∂JC0

∂VBE

]

'
qAEJC
kTeff

. (9.40)

Since Teff > T , (9.39) predicts a larger value of intrinsic carrier density, and (9.40)
predicts a smaller value of transconductance than (9.37) if quasi-ballistic transport
is important. Thus, the (measurable) presence of nonequilibrium base transport
should affect the device collector current versus base-emitter voltage characteristic
in two ways:

• The value of required VBE to maintain a constant collector current should be
smaller than predicted by DD theory.

• The transconductance for a constant collector current should be smaller than
predicted by DD theory.

9.5.2 Experimental Observations

To test these expectations regarding quasi-ballistic transport, the dc characteris-
tics of several SiGe HBT technologies and a Si BJT control were been measured
over the temperature range of 325 K to 10 K. Measurements have been compared
to calculations based on drift-diffusion theory using (9.39) and (9.37). The DD
calculations include advanced models for apparent bandgap narrowing, minority
carrier mobility, carrier freeze-out, and Fermi-Dirac statistics [32]. The calcula-
tions were limited to the range 325 K to 50 K, due to numerical limitations of the
parameter models. For temperatures above 200 K, the DD calculations agree very
well with the measured data. Below 200 K, however, some discrepancies begin to
appear (Figure 9.34). While the measured IC−VBE characteristics shift to the right
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Figure 76. Collector current density versus base-emitter voltage calculated from drift-

diffusion theory compared to predicted non-equilibrium values and measured data over

temperature.
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Figure 9.34 Collector current density versus base-emitter voltage as a function
of temperature calculated from DD theory, and compared to both
nonequilibrium values and measured data.

with cooling, as expected, they do not shift as much as predicted by DD theory. At
50 K, a 20-mV discrepancy exists between measured VBE data and DD theory.
Since IC is exponentially dependent on the VBE , this is a large enough change to
produce a significant difference in the device current-voltage characteristics at low
temperatures. Similarly, the slopes of the measured characteristics become steeper
with cooling, but not as steep as expected from DD theory, leading to a discrepancy
in the measured and calculated transconductance (Figure 9.35). At 50 K, the mea-
sured gm is about 0.1 mS lower than the expected DD value (a difference of nearly
20%). Both observations are consistent with the presence of nonequilibrium base
transport, as discussed above.

Figure 9.36 shows the inferred values of ni0 that were calculated from the val-
ues of JC0 needed to fit the measured data. Note that the shift in the collector
current characteristic at 50 K is equivalent to miscalculating ni0 by 10 orders of
magnitude!

Equation (9.37) assumes that JC0 is constant with respect to changes in VBE
with cooling. Thus, bias-dependent effects such as base-width-modulation, neutral
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Figure 78. Transconductance versus reciprocal temperature for constant collector

current calculated from drift-diffusion theory compared to predicted non-equilibrium

values and measured data.
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Figure 9.35 Transconductance versus reciprocal temperature for constant collector
current calculated from DD theory, and compared to nonequilibrium
values and measured data.

base recombination, and carrier velocity saturation are not accounted for. To as-
sess the importance of these bias-dependent effects, the device structure was also
simulated with SCORPIO [31], a fully coupled, self-consistent, one-dimensional,
drift-diffusion simulator incorporating the same advanced physical parameter mod-
els. SCORPIO has been shown to produce results having good quantitative agree-
ment to measured SiGe HBT data over a wide temperature range. The gm values
obtained from SCORPIO agree closely with the predicted values from (9.37), as
shown in Figure 9.35. This further suggests that the observed variation in the mea-
sured transconductance data is due to some physical phenomenon not included in
the drift-diffusion model. The observed shift in the simulated collector currents
may be altered by varying the parameter models (e.g., for mobility or bandgap
narrowing), but the slope remains unaffected. Identifying a physical cause for the
observed deviations from standard theory in both collector current and transcon-
ductance is the purpose of this investigation.
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Figure 79. Intrinsic carrier concentration versus reciprocal temperature calculated from

equilibrium theory compared to predicted non-equilibrium values and data inferred from

the measured collector current.
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Figure 9.36 Intrinsic carrier density versus reciprocal temperature calculated from
DD theory, and compared to that predicted by both nonequilibrium
values and data inferred from the measured collector current.

9.5.3 Interpretation of Results

Based on (9.39) and (9.37), the observed discrepancies between the data and stan-
dard DD theory at cryogenic temperatures are consistent with the predicted effects
of nonequilibrium base transport. Values for Teff can be inferred from a compar-
ison of the calculated and measured transconductance data (Figure 9.37). If the
same values of Teff are used in (9.39), the calculated device characteristics show
remarkably close agreement to the measured data (see the "nonequilibrium" curves
in Figures 9.34, 9.35, and 9.36). The fact that the same values of Teff correct both
the shifts of the calculated device characteristics as well as their slopes is evidence
that the observed discrepancies are the result of the same physical phenomenon.
Observe that at 50 K we have Teff ' 1.16 × T , and thus the changes in T re-
quired to account for the assumed nonequilibrium transport are relatively small, as
expected.

Devices of varying size and from differing technologies were also measured,
including epitaxial Si BJTs, SiGe HBTs of multiple technology generations, and
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Figure 80. Ratio of effective carrier temperature to lattice temperature versus reciprocal

lattice temperature for data used to develop the non-equilibrium model.
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Figure 9.37 Inferred ratio of effective carrier temperature to lattice temperature as
a function of reciprocal temperature.

even an ion-implanted base Si BJT [32]. As shown in Figure 9.38, all of the de-
vices exhibit the same qualitative behavior with cooling. This suggests that the
observed effect is not specific to one particular device size or technology, but is
instead a fundamental physical property of all the measured devices. As expected,
the nonequilibrium behavior is only apparent at reduced temperatures, where the
reduction in scattering events increases the carrier mean-free path to the same order
as the device base width. Note also that the severity of the nonequilibrium effects
increases with continued cooling below 50 K. The collector current of a discrete,
double-diffused transistor (National Semiconductor 3904) has also been measured
at both 300 K and 77 K. No evidence of nonequilibrium transport was observed
at 77 K for this device. This result is expected, since the base width of this de-
vice (> 2.0 µm) is much larger than the carrier mean free path, even at 77 K. The
differences observed between the SiGe HBTs and the Si BJTs can be attributed
to differences in carrier mobility, effective mass, and scattering processes (i.e., the
specifics of the base profile) [32].



416 Silicon-Germanium Heterojunction Bipolar Transistors

152

Figure 81. Ratio of effective carrier temperature to lattice temperature versus reciprocal

lattice temperature for devices of varying size and differing technologies.
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9.6 High-Temperature Operation

While it has been demonstrated that SiGe HBTs operate well down to deep cryo-
genic temperatures, there was historically early concern about their suitability for
operation at elevated temperatures. Given that all electronic systems must suc-
cessfully operate at temperatures considerably above 300 K (e.g., 125◦C to satisfy
military specifications, and 85◦C for many commercial applications), this is a po-
tentially important issue. Given the narrow bandgap base region of the SiGe HBT
compared to a Si BJT, and hence the expected negative temperature coefficient of
the current gain (i.e., β decreases as temperature increases), it was often asked
whether practical SiGe HBTs would have acceptable values of β at required high-
end operational temperatures (e.g., 125◦C). That this issue is not a valid concern
for circuit designers is clearly demonstrated in Figure 9.39, which compares the
percent change in peak current gain between 25◦C and 125◦C for a Si BJT and a
number or commercially relevant SiGe profiles. There are several important points



Temperature Effects 417

–25
–20
–15
–10

–5
0

+5
+10
+15
+20
+25

VCB=1.0 V

Si
BJT

15% Ge
Triangle

8% Ge
Trapezoid

10% Ge
Trapezoid

14% Ge
Low–Noise

Ge Profile Shape

C
ha

ng
e 

in
 β

 fr
om

 2
5C

 to
 1

25
C

 (%
)

Figure 9.39 Percent change in peak current gain between 25◦C and 125◦C for var-
ious Ge profiles.

to glean from this data:

• The current gain in SiGe HBTs does indeed have an opposite temperature
dependence from that of a Si BJT, as expected from simple theory.

• These changes in β between 25◦C and 125◦C, however, are modest at best
(< 25%), and clearly not cause for alarm for any realistic circuit.

• The negative temperature coefficient of β in SiGe HBTs is tunable, meaning
that its temperature behavior between, say, 25◦C and 125◦C can be trivially
adjusted to its desired value by changing the Ge profile shape near the EB
junction. In the case of the 15% Ge triangle profile, with 0% Ge at the EB
junction, β is in fact temperature independent from 25◦C to 125◦C. This
points to a major advantage of bandgap engineering.

• Finally, it is well known that thermal-runaway in high-power Si BJTs is the
result of the positive temperature coefficient of β (i.e., as the device heats up
due to power dissipation, one gets more bias current since the β increases
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optimized SiGe HBT.

with temperature, leading to a positive feedback process, and hence thermal
collapse). The fact that SiGe HBTs naturally have a negative temperature
coefficient for β suggests that this might present interesting opportunities for
power amplifiers, since emitter ballasting resistors (which degrade RF gain)
could in principle be eliminated.

There is also an emerging interest in the operation of electronic devices above
125◦C, for planetary space missions (e.g., Venus), or for on-engine electronics for
both the automotive and aerospace sectors to support the "more-electric-vehicle"
thrust of the military. In these cases, allowing the requisite electronic components
to operate at relatively high temperatures (say 250◦C) presents compelling cost
savings advantages, since the cooling system constraints can be dramatically re-
laxed. Conventional wisdom dictates that Si-based devices not be considered for
these types of high-temperature applications, since Si is a low-bandgap material,
and thermal leakage (i.e., Ion/Ioff ratios) depends exponentially on Eg . The fact
that SiGe HBTs are capable of operation in high-temperature environments can be
clearly demonstrated, however, as shown in Figure 9.40 and Figure 9.41. For this
particular SiGe HBT, which was designed for low-noise applications, the off-state
leakage remains below 10 nA at 275◦C, with a respectable current gain of greater
than 200 across the useful range of bias currents. While these results do not speak
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to the ac degradation that would likely result at elevated temperatures, or any po-
tential reliability concerns, there is no fundamental reason why SiGe HBTs cannot
satisfy this important emerging niche application of high-temperature electronics.
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Chapter 10

Other Device Design Issues

In this chapter we examine several unique and additional device design and device
physics issues associated with SiGe HBTs. While these topics might at first glance
seem of minimal importance for standard npn SiGe HBT technology, they nev-
ertheless hold potentially important implications for future generation SiGe HBT
technology development and deployment. First, we address the differences in fun-
damental physics and profile optimization associated with pnp SiGe HBTs, which
might be encountered, for instance, in developing a complementary SiGe HBT
technology for analog and mixed-signal applications. We then investigate the theo-
retical constraints imposed by arbitrary band alignments (∆EC-only, or ∆EV -only,
or both ∆EC and ∆EV of varying sign and magnitude) and how they impact SiGe
HBT performance and design. As will be shown, the common assumption that
only valence band offsets (i.e., the use of strained SiGe layers on Si substrates)
are suited to npn HBTs design is shown to be false, and that careful bandgap engi-
neering for any arbitrary band alignment scheme can be used to achieve acceptable
transistor dc and ac performance. Finally, we examine the effects of the backside
Ge placement and shape (i.e., on the collector-base side of the neutral base) on the
CB electric field distribution, and its impact on both impact ionization and the bias
dependence of the base current.

10.1 The Design of SiGe pnp HBTs

At present, SiGe technology development is almost exclusively centered on npn
SiGe HBTs. For high-speed analog and mixed-signal circuit applications, however,
a complementary (npn + pnp) bipolar technology offers significant performance
advantages over an npn-only technology. Push-pull circuits, for instance, ideally
require a high-speed vertical pnp transistor with comparable performance to the
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npn transistor. The historical bias in favor of npn Si BJTs is due to the significantly
larger minority electron mobility in the p-type base of an npn Si BJT, compared to
the lower minority hole mobility in the n-type base of a pnp Si BJT. In addition,
the valence band offset in SiGe strained layers is generally more conducive to npn
SiGe HBT designs, because it translates into an induced conduction band offset
and band grading that greatly enhance minority electron transport in the device,
thereby significantly boosting transistor performance over a similarly constructed
npn Si BJT. (It will be shown below that this band alignment is not as restrictive as
has been commonly assumed.) For a pnp SiGe HBT, on the other hand, the valence
band offset directly results in a valence band barrier, even at low injection, which
strongly degrades minority hole transport and thus limits the frequency response.
Careful optimization to minimize these hole barriers in pnp SiGe HBTs is thus
required, and has in fact yielded impressive device performance compared to Si
pnp BJTs, as demonstrated in the pioneering work reported in [1]–[3].

Figure 10.1 Hypothetical doping and Ge profiles for both pnp and npn SiGe HBTs.

What remains lacking in this context, however, is careful analysis of the inher-
ent profile design differences between npn and pnp SiGe HBTs, and meaningful
design guidelines for constructing pnp SiGe HBTs. Relevant questions include,
for instance:

• How does SiGe npn and pnp profile design fundamentally differ?
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• Can a single Ge profile design point be used for both npn and pnp transistors,
for a given stability constraint?

• Is a graded-base Ge profile design preferable to a box-shaped Ge profile
design for pnp HBTs?

• How much Ge retrograding in the collector-base junction is required to ob-
tain acceptable SiGe pnp HBT performance?

These issues are addressed here using calibrated device simulations to shed
light on the fundamental SiGe profile design differences between npn SiGe HBT
and pnp SiGe HBTs that might be encountered, for instance, in developing a viable
complementary SiGe HBT technology [4].

Figure 10.2 Valence band edge of a npn SiGe HBT for varying peak Ge content.

10.1.1 Simulation of pnp SiGe HBTs

Only 1-D MEDICI simulations [5] are needed here, since the differences in intrin-
sic profile design between pnp and npn transistors are the central focus. In addition,
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to aid in interpretation of the results, simplistic hypothetical npn and pnp SiGe pro-
files with constant emitter, base, and collector doping, and a Ge content not sub-
ject to thermodynamic stability constraints, were initially adopted (Figure 10.1).
These profile assumptions are clearly nonphysical for real SiGe technologies, but
are very useful for comparing npn and pnp devices so that their differences can be
more easily discriminated and not masked by doping-gradient-induced phenomena
(stability issues will be addressed below). This artificial assumption on constant
doping clearly yields ac performance numbers (e.g., fT ) that are lower than what
would be expected for a real complementary SiGe HBT technology, but relative
comparisons between npn and pnp devices are nonetheless valid, and the compar-
ison methodology widely applicable. The base doping level was chosen to give a
zero-bias, pinched base sheet resistance in the range of 8–12 kΩ/2.

MEDICI models of the devices were constructed using actual device layouts
and measured SIMS data, and careful calibration of MEDICI simulations for both
npn and pnp Si BJTs to measured complementary Si BJT hardware [6] was per-
formed. It was found that the default minority hole mobility modeling capability
of MEDICI was deficient and tuning was required to obtain reasonable agreement
between data and simulation, particularly under high-level injection. The SiGe
model parameters determined from earlier calibrations of high-speed npn SiGe
HBTs were used [7] (see Chapter 12), and assumed to be the same for both npn
and pnp transistors.

10.1.2 Profile Optimization Issues

A comparison of the equilibrium conduction and valence band edges for both npn
and pnp devices without any Ge retrograding into the collector (i.e., an abrupt
transition from the peak Ge content to zero Ge content in the CB junction) is shown
in Figure 10.2 and Figure 10.3 for: 1) a Si BJT; 2) a triangular (linearly graded)
Ge profile with a peak Ge content of 10%; and 3) a triangular Ge profile with a
peak Ge content of 25%. Observe that while there is no visible conduction band
barrier present in the npn HBT, there is an obvious valence band barrier in the
pnp HBT, even for low Ge content. This is consistent with the fact that there
is a valence band offset in strained SiGe on Si (refer to Chapter 4), and clearly
indicates that pnp SiGe HBT design is inherently more difficult than npn SiGe
HBT design. In addition, due to the inherent minority carrier mobility differences
between electrons and holes, it is also clear that npn devices will consistently out-
perform pnp devices, everything else being equal.

Unlike for a well-designed npn SiGe HBT (i.e., Ge outside the neutral base
edges), where conduction band barrier effects are uncovered only at high JC under
Kirk effect [8] (refer to Chapter 6), the valence band barrier in pnp SiGe HBTs is in



Other Device Design Issues 427

Figure 10.3 Conduction band edge of a pnp SiGe HBT for varying peak Ge con-
tent.

play even at low injection, and acts to block minority holes transiting the base. This
pileup of accumulated holes produces a retarding electric field in the base, which
compensates the Ge-grading-induced drift field, dramatically decreasing both JC ,
β, and fT . This effect worsens as the current density increases, since more hole
charge is stored in the base. In this case, the fT of the pnp SiGe HBT is in fact
significantly lower than that of the pnp Si BJT! As expected, however, retrograding
of the Ge edge into the collector can "smooth" this valence band offset in the pnp
SiGe HBT, and thus improve this situation dramatically, although at the expense of
film stability [1, 2]. For an increase of the Ge retrograde from 0 to 40 nm, the pnp
SiGe HBT performance is dramatically improved, yielding roughly a 2× increase
in peak fT over the pnp Si BJT performance at equal doping.

Figure 10.4 and Figure 10.5 show the variation in peak fT and β as a function
of peak Ge content for both npn and pnp SiGe HBTs for both a 0-nm Ge retrograde
and 100-nm Ge retrograde. At 100-nm retrograde, the performance of the pnp SiGe
HBT monotonically improves as the Ge content rises, while the maximum useful
Ge content is limited to about 10% without retrograding. Figure 10.6 indicates that
40–50 nm of Ge retrograding in the pnp SiGe HBT is sufficient to "smooth" the
valence band barrier, and this is reflected in Figure 10.7, which explicitly shows the
dependence of pnp peak fT on Ge retrograde distance, for both triangular and box
Ge retrograde profile shapes. Observe that the box Ge retrograde is not effective in
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Figure 10.4 Simulated peak cutoff frequency as a function of peak Ge content for
different Ge retrogrades for both npn and pnp SiGe HBTs.

improving the pnp SiGe HBT performance, since it does not smooth the Ge barrier,
but rather only pushes it deeper into the collector, where it is still felt at the high
JC needed to reach peak fT . This box Ge retrograde is also clearly undesirable
from a stability standpoint. The effects of Ge retrograding on the npn SiGe HBT
performance, on the other hand, are minor, while the film stability is significantly
worse due to the additional Ge content. This suggests that using one Ge profile
design for both npn and pnp SiGe HBTs is not optimum for high peak Ge content
values. Note that while the peak fT is unchanged with Ge retrograding in the npn
SiGe HBT, the fT response above peak fT does not roll off as rapidly due to the
high-injection-induced barrier, consistent with the results in [8] (refer to Chapter
6).

An examination of the frequency response of the npn and pnp SiGe HBTs as a
function of front-side Ge profile shape (in this case, triangle versus box Ge profile,
with a fixed retrograde of 100 nm for both) and peak Ge content shows that for the
npn SiGe HBT, the base transit time reduction from the Ge-grading-induced drift
field of the triangle Ge profile shape gives a significant advantage above 10% peak
Ge, indicating that the npn SiGe HBT is base transit time limited. Interestingly,
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Figure 10.5 Simulated current gain as a function of peak Ge content for different
Ge retrogrades for both npn and pnp SiGe HBTs.

for the pnp SiGe HBT, however, the differences between the box and triangle Ge
profiles are much less pronounced, everything else being equal. The box Ge profile
gives a slight advantage at low Ge content due to the low β and hence importance of
the emitter transit time (τE ∝ 1/β), but once the β is sufficiently high, the triangle
Ge profile dominates at higher peak Ge content, where the base transit time limits
the overall response. In both npn and pnp devices, the triangle Ge profile offers
better performance and better stability (less integrated Ge content), and thus can
be considered an optimum shape for both devices. This is even more apparent if we
examine the Early voltage of the devices, a key figure-of-merit for complementary
analog circuits. In this case, the triangle Ge profile has a clear advantage due to its
graded bandgap, as expected (refer to Chapter 4), and both npn and pnp transistors
show a significant improvement in VA with increasing Ge content.

10.1.3 Stability Constraints in pnp SiGe HBTs

The total amount of Ge that can be put into a given SiGe HBT is limited by the
thermodynamic stability criterion. Above the critical thickness, the strain in the
SiGe film relaxes, generating defects. The empirical critical thickness of a SiGe
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Figure 10.6 Valence band edge of a pnp SiGe HBT as a function of Ge retrograde
distance.

multilayer with a top-layer Si cap is approximately 1.65× the theoretical stability
result of Matthews and Blakeslee [9, 10]. 1 In general, varying peak Ge content
or retrograde distance (i.e., film thickness) moves the profile along different con-
tours in stability space (Figure 10.8). Under the SiGe stability constraint, the peak
Ge content must be traded off for the Ge retrograde distance in the collector-base
junction. Figure 10.9 shows that an 11% peak Ge profile with a 25-nm retrograde
gives the highest fT for the pnp SiGe HBT at this design point. A similar exercise
for the npn SiGe HBT shows that the ac performance is not sensitive to the SiGe
profile shapes used, and, hence, without a significant loss of performance, the same
Ge profile may in principle be used for both pnp and npn SiGe HBTs. This may
be advantageous from a fabrication viewpoint. These results should be valid for
current SiGe technology nodes with about 100-nm base width. If the base width
is further reduced with technology scaling, the peak Ge content can be obviously
increased, while maintaining film stability. The same optimization methodology
employed here can be used in that case to determine the best SiGe profile for both
devices.

1This empirical result is consistent with the stability theory presented in Chapter 2.
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Figure 10.7 Simulated peak cutoff frequency as a function of both Ge retrograde
distance and Ge profile shape for both npn and pnp SiGe HBTs.

10.2 Arbitrary Band Alignments

It has been previously suggested that for HBTs (III-V or SiGe), the band offset
influences the transistor’s electrical characteristics only via the modification of the
intrinsic carrier density (ni), which determines the minority carrier density, and
thus the distribution of band offsets between the conduction and valence bands
should not be important for graded-base HBTs [11, 12], but rather only the total
amount of band offset in the device. As will be shown, this assertion only applies
at low current densities, and is not valid for high current density operation, which
is of practical interest in most circuit applications. Here we examine the impact
of band offset distribution between the conduction and valence bands on the dc
and ac characteristics of graded-base SiGe HBTs. These results provide guidance
for bandgap engineering using new Si-based material systems such as strained Si
on relaxed SiGe, which is primarily a ∆EC band offset [13], and lattice-matched
SiGeC, which at present appears to be a mixture of both ∆EC and ∆EV offsets [14].
Calibrated 2-D dc and ac numerical simulations were performed using MEDICI
[5] by fixing the amount of total band offset (∆Eg) and varying its distribution
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Figure 10.8 SiGe stability diagram illustrating the various pnp profile design trade-
offs.

between conduction and valence bands. Collector-base Ge profile optimization
for four extreme band offset situations were investigated in order to explore the
feasibility of high current density operation under arbitrary band alignments [15].

10.2.1 Low-Injection Theory

The generalized Moll-Ross relation governs the minority carrier transport in an npn
SiGe HBT [16]

JC =
q
[

(eqVBE/kT ) − (eqVBC/kT )
]

Wb
∫

0

pb(x)dx
Dnb(x)n2

ib(x)

. (10.1)

Given the same band grading, the integral appearing in the denominator is the same
for different band offset distributions between the conduction and valence bands,
provided that the total band offset is held constant. For low injection, the integral
is dominated by its value in the neutral base where the hole density equals the base
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Figure 10.9 Simulated cutoff frequency as a function of collector current density
for pnp SiGe HBTs with different Ge profiles (refer to Figure 10.8 for
the exact profile shapes).

doping. The minority carrier base transit time, however, depends heavily on the
conduction band profile, which determines the net force acting on electrons result-
ing from the induced electric field. The net force on the electrons consists of two
components: 1) the quasi-electric field due to the gradient induced by conduction
band offset; and 2) the built-in electric field (i.e., the gradient of the electrostatic
potential). The built-in field under low injection can be derived as follows. From
the transport equation in a semiconductor with a nonuniform bandgap, the hole
current density is given by

Jp = −qDp
dp

dx
+ p µp

dEV

dx
, (10.2)

where EV is the actual valence band edge determined by the potential and valence
band offset

dEV

dx
= −q

dφ

dx
+

d [∆EV ]
dx

. (10.3)
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Figure 10.10 Illustration of the four representative distributions of the total band
offset between the conduction and valence bands.

Applying the Webster approximation (Jp = 0), the built-in electric field (E =
−dφ/dx) associated with the various charges can be derived as

−
dφ

dx
=

kT

q p

dp

dx
−

1
q

d [∆EV ]
dx

, (10.4)

where the classical Einstein relation has been used. The net force acting on the
electrons thus becomes

Fn =
d [∆EC]

dx
+ q

dφ

dx
=

d [∆EC]
dx

−
kT

p

dp

dx
+

d [∆EV ]
dx

, (10.5)

so that finally,

Fn = −
kT

p

dp

dx
+

d [∆EG]
dx

. (10.6)

Therefore, the accelerating force on the electrons, and hence the base transit time,
is determined only by the total band offset gradient across the neutral base and
is independent of its distribution between conduction and valence bands for low-
injection operation (i.e., when p = Nab).

10.2.2 Impact of High Injection

Under high injection conditions, however, the minority carrier charge is sufficient
to compensate the ionized dopants in the collector-base space charge region, thus
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Figure 10.11 Doping and Ge profiles used in the simulations. The solid line rep-
resents the Ge profile with a retrograded ("graded") Ge profile in the
CB junction, and the dashed line represents the Ge profile with an
"abrupt" Ge transition in the CB junction.

exposing the heterointerface between the collector and the base, which was orig-
inally masked by the band bending in the space-charge region. In SiGe HBTs,
since most of the band offset occurs in the valence band, the collapse of the orig-
inal collector-base electric field at the heterointerface uncovers the valence band
barrier, which opposes hole injection into the collector under base push-out (i.e.,
classical Kirk effect). The piling up of holes further induces a potential barrier in
the conduction band profile, which retards the flow of electrons into the collector,
thereby decreasing the cutoff frequency [8, 17]. A logical question presents itself:
How does the distribution of the total band offset between the conduction and va-
lence bands affect the cutoff frequency roll-off under high injection in an HBT? To
shed light on this issue, we consider the following four representative band offset
distributions (band alignments), as illustrated in Figure 10.10:

• The valence band pushes upward with the total band offset (note that this
case is closest to the situation in strained SiGe on Si), while the conduction
band remains the same as in Si. That is, ∆EV = ∆Eg and ∆EC = 0.

• The conduction band pushes downward with the total band offset, and the
valence band remains the same as in Si (this case is applicable to strained Si
on relaxed SiGe). That is, ∆EC = ∆Eg and ∆EV = 0.
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Figure 10.12 Simulated cutoff frequency versus collector current for the Ge retro-
grade profile with Yend = 0.26 µm.

• The conduction band pushes downward by 2× the total band offset and the
valence band pushes downward by 1× the total band offset (this case is appli-
cable to published SiGeC bandgap predictions [14]). That is, ∆EC = 2∆Eg

and ∆EV = −Eg .

• The conduction band pushes upward by the total band offset while the va-
lence band pushes up by 2× the total band offset. That is, ∆EC = −∆Eg and
∆EV = 2Eg .

Note that the same amount of total band offset is used in each case for unambiguous
comparisons.

2-D dc and ac simulations were performed for a 0.5-µm emitter width npn
SiGe HBT with parameter coefficients tuned to measured dc and ac data (the de-
fault strained SiGe bandgap model was assumed). The doping and Ge profiles are
shown in Figure 10.11. Observe that the Ge mole fraction increases from zero at
Ystart = 0.18 µm, is linearly graded across the base, and then is retrograded to zero
at Yend = 0.26 µm after the Ge peak at Ypeak = 0.24 µm, as shown in Figure 10.11.
Also shown in Figure 10.11 is a deeper but abrupt Ge profile, which will be dis-
cussed below. The simulated Gummel characteristics using the four extreme band
offset distributions for the retrograded Ge profile show that the collector currents
are nearly identical for all four cases, particularly at low injection, for the rea-
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Figure 10.13 Enlarged conduction band edge versus depth for the retrograded Ge
profile with Yend = 0.26 µm.

sons discussed above, and the base currents are also nearly identical because each
case has the same emitter hole injection characteristics. The simulated cutoff fre-
quency versus collector current characteristics, however, are very different for the
four cases, indicating the importance of the band offset distribution between con-
duction and valence bands under high-current density conditions (Figure 10.12).
As the valence band offset becomes more negative, the cutoff frequency decreases
(degrades) at a given collector current. The critical current at which the cutoff
frequency starts to degrade also decreases for a more negative valence band off-
set. The physics underlying the difference in ac characteristics can be understood
by inspecting the depth profile of simulated conduction band edge, as shown in
Figure 10.13:

• The case with ∆EV = 2∆Eg and ∆EC = −∆EG gives the highest (best)
cutoff frequency and the highest (best) critical current density because it
has the largest valence band offset, which acts to effectively prevent hole
injection into the collector.

• The case with ∆EC = 2∆Eg and ∆EV = −∆Eg gives the lowest (worst)
cutoff frequency and the lowest (worst) critical current density because it
has the largest conduction band offset, the exposure of which in the neutral
base serves as a barrier to electron transport, and thus results in excess charge
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Figure 10.14 Simulated cutoff frequency versus collector current for the Ge retro-
grade profile with Yend = 0.40 µm.

storage.

• The other two band offset distributions give results in-between the above
two extremes. Note, however, that the case with only a conduction band
offset results in a lower cutoff frequency because the conduction band barrier
height (∆EC = ∆Eg) is higher than the height of the conduction band barrier
resulting from the pileup of holes in the ∆EV = ∆Eg distribution.

Therefore, from the viewpoint of improving the ac characteristics of SiGe HBTs
under high-current density operation, a large positive valence band offset together
with a negative conduction band offset (∆EV = 2∆Eg and ∆EC = −∆Eg ) is the
most desirable bandgap offset distribution. It is worth noting that these offsets are
in fact different from those produced by strained SiGe on Si (i.e., mostly EV , with
a small EC ).

10.2.3 Profile Optimization Issues

One way to minimize high-injection barrier effects in SiGe HBTs is to retrograde
the mole fraction deep into the collector [8] (refer to Chapter 6 for details). To
examine the effectiveness of such a grading scheme for different band offset dis-
tributions, simulations with a deeper grading of Yend = 0.40 µm were performed.
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Figure 10.15 Simulated cutoff frequency versus collector current for an abrupt Ge
profile with Yend = 0.26 µm.

The results are shown in Figure 10.14, and clearly indicate that for deep enough
grading, the cutoff frequency is nearly identical for different band offset distribu-
tions. An examination of the resultant conduction band edges for this deeper Ge
profile shows that the conduction band depth profiles are nearly identical for all
band offset distributions, thus leading to the same cutoff frequency versus collector
current behavior. This result is in contrast to popular belief [18] and has important
implications for device applications of heterojunctions. That is, applying careful
optimization can yield good transistor performance for any arbitrary band align-
ment in an npn HBT. There is no compelling reason, for instance, to move to pnp
HBTs if there is significant conduction band offset as long as one has flexibility
to controllably introduce profile grading, something that is generally provided for
in most film growth techniques. For instance, a new material system such as low-
C-content SiGeC layers can provide better thermodynamic stability than strained
SiGe, and thus allows a higher average Ge mole fraction for a deeper grading. For
the same reason, high performance pnp HBTs can be built by proper optimization
in a situation where the valence band offset dominates (such as SiGe) the total band
offset (as shown above in this chapter).

The other commonly employed profile design technique that can be used to
minimize high-injection barrier effects is to change the Ge profile in the CB junc-
tion from a retrograded shape to a deeper but still abrupt transition [8]. Figure 10.15
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Figure 10.16 Enlarged conduction band edge versus depth for the abrupt Ge profile
with Yend = 0.26 µm.

shows the simulated results using such a deep and abrupt transition for the same
Yend value as used for Figure 10.12 for the retrograded profile (i.e., 0.26 µm). A
significant difference is observed compared to the retrograded Ge profile results.
Interestingly, the abrupt transition profile gives worse ac performance, although it
has a larger integrated Ge mole fraction and thus is less stable. The offset case with
∆EV = 2∆Eg and ∆EC = −∆Eg now gives the lowest (worst) cutoff frequency
and lowest (worst) critical current density because it has the largest conduction
band offset, the exposure of which in the neutral base produces a potential barrier
to electron transport (Figure 10.16). Pushing the Ge transition deeper into the col-
lector (Yend = 0.40 µm) can improve the cutoff frequency characteristics for all of
the band offset distributions, as shown in Figure 10.17.

Except for the case of ∆EV = 2∆Eg and ∆EC = −∆Eg , the cutoff frequency
versus current characteristics are nearly identical to the simulated results with the
graded profile for the same Yend shown in Figure 10.14. Even for this worst case
scenario, a reasonably high performance is achieved, as indicated by a 40-GHz
peak cutoff frequency. In practice, if the device is operated at a current density
slightly lower than that at the peak cutoff frequency, performance nearly identical
to the other three bandgap offset distributions can be achieved.
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Figure 10.17 Simulated cutoff frequency versus collector current for an abrupt Ge
profile with Yend = 0.40 µm.

10.3 Ge-Induced Collector-Base Field Effects

Given its bandgap-engineered nature, clearly the characteristics of SiGe HBTs are
highly sensitive to Ge profile shape. For instance, the specifics of the backside Ge
profile (i.e., on the CB side of the neutral base) strongly influence high-injection
heterojunction barrier effects, which produce premature roll-off of β and fT at high
current density [8]. In this section we show that the backside Ge profile also alters
the electric field distribution in the CB space-charge region, and thereby indirectly
affects both impact ionization and the CB voltage dependence of the base current
in SiGe HBTs [19]. Given that impact ionization and the base current voltage
dependence are critical to the breakdown voltage and output conductance of SiGe
HBTs, respectively, they are key considerations for device and circuit designers.
First, calibrated 2-D simulations are used to show how the backside Ge profile
shape influences the CB electric field distribution, which then couples to impact
ionization and the base current in the transistor. Experimental data on advanced
SiGe HBTs is used to validate the claims.
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Figure 10.18 Valence band edge as a function of depth for a SiGe HBT and a Si
BJT control.

10.3.1 Simulation Approach

Calibrated 2-D MEDICI simulations based on the transistor layout and measured
SIMS data was first developed. The SiGe profiles used in the present simulations
are hypothetical Ge profiles with a trapezoidal shape, where the Ge starts at the
metallurgical EB junction, linearly grades across the neutral base, peaks at 10% Ge
content, and then falls back to zero at the CB metallurgical junction over a distance
of 6 nm. This SiGe "control" profile is labeled "0 nm Ge" (i.e., the location of
the SiGe-Si heterointerface is referenced to the metallurgical CB junction). To
explore the effect of the backside Ge profile shape on transistor performance, the
SiGe retrograde distance and Ge retrograde location in the CB junction from this
hypothetical 0-nm Ge profile were varied. The doping profile, the front-side (i.e.,
EB) Ge profile, its ramp rate across the base, and the peak Ge content were all
kept identical to facilitate unambiguous comparisons. A Si-only case was also
simulated to clearly distinguish heterojunction effects and used identical doping
profiles, except for the absence of Ge. All simulations were performed in low
injection to distinguish these effects from high-injection effects in SiGe HBTs.
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Figure 10.19 Simulated electric field distribution in the collector-base junction for
three different backside Ge heterointerface locations.

10.3.2 Influence on Impact Ionization

For a strained SiGe layer on Si, the band offset in the SiGe film predominantly
resides in the valence band and its value is proportional to the Ge content, according
to ∆EV = 0.74x (eV), where x is Ge fraction (i.e., 10% Ge = 0.10). In the Ge
retrograde region at the CB junction, the varying Ge content produces an abrupt
change in the valence band, which is shown in Figure 10.18 for the 0-nm SiGe
profile. This change in the valence band creates a heterojunction-induced quasi-
electric field, which can be evaluated for a given valence band grading as EGe =
−q(0−EV )/Dr = 0.74x/Dr, for a linear Ge retrograde, where Dr is the retrograde
distance. For the present SiGe control profile, the value of this band-edge-induced
electric field is approximately EGe = 1.23x105 V/cm for x = 10% and Dr = 6
nm, which is larger than the peak field formed by the doping-induced charge in the
CB space-charge region (Figure 10.19). 2 The impact of Ge retrograde location on
the resultant electric field in the CB junction is also shown in Figure 10.19, where
the 100-nm Ge and 160-nm Ge profiles have the Ge retrograde locations 100 nm

2The electric field distributions presented in the figures were calculated using the derivative of
electrostatic potential, and hence represent the "real" (electrostatic) electric field seen by both mi-
nority and majority carriers inside the junction. Physically, this is a two-step process, whereby the
heterojunction-induced quasi-electric field produces a change in the local space-charge distribution
inside the CB junction, resulting in a perturbation to the total junction electrostatic field.
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Figure 10.20 Simulated multiplication factor as a function of backside Ge het-
erointerface location.

and 160 nm deeper, respectively, than that of the 0 nm Ge (note that the retrograde
distance Dr is fixed for all cases).

It is clear that as the backside Ge retrograde location moves toward the neutral
collector, the peak electric field moves in the same direction and the magnitude
of the peak electric field drops. This decrease of the peak field reduces the impact
ionization rate, as reflected in the avalanche multiplication factor (M−1), as shown
in Figure 10.20. Observe that for a sufficiently deep location of the Ge retrograde in
the collector, the M−1 of a SiGe HBT can be even lower than that of a comparably
constructed Si BJT. This is physically the result of the decrease in the field across
the bulk of the region on the base side of the base-collector space charge region,
which produces most of the impact ionization, as can be seen in Figure 10.19. For
the profile examined, this reduction in M − 1 of a SiGe HBT compared to and
identically made Si BJT occurs when the Ge retrograde location is beyond about
170 nm. Whether this inherent Ge-induced advantage offered by the perturbation of
the CB field can be leveraged to design a better device will depend on the specifics
of the Ge profile, since stability issues must obviously be carefully considered.

Since the Ge retrograde field EGe is reciprocally proportional to the retrograde
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Figure 10.21 Simulated electric field distribution for three different backside Ge
grading distances.

distance Dr, it is obvious that Dr can also be increased to reduce EGe and hence
decrease M − 1. In this case, the M − 1 of the SiGe HBT drops as the peak field is
reduced by the Dr increase (Figure 10.21 and Figure 10.22). We again observe that
the M − 1 of the SiGe HBT can be reduced even lower than that of an identically
constructed Si BJT, provided Dr is sufficiently large. These Ge profile changes are
clearly also subject to appropriately satisfying the film stability constraints.

10.3.3 Influence on the Base Current Bias Dependence

The heterojunction-induced electric field in the CB space-charge region should also
impact the bias dependence of the base current. This was investigated by exam-
ining the relative base current change with applied VCB, for various backside Ge
profiles. Figure 10.23 shows that the normalized IB of the SiGe HBTs becomes
less dependent on VCB as the retrograde distance Dr increases. We refer to this as
an "apparent" reduction in NBR since the VCB dependence of IB decreases (a clas-
sical signature of improved NBR; refer to Chapter 6). Note, however, that the trap
density across the base is held fixed in all of the simulations, and hence this effect
is clearly an electric field effect, not a recombination effect. The observed im-
provement of IB(VCB) can be understood by examining the hole distribution near
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Figure 10.22 Simulated multiplication factor as a function of backside Ge grading
distance.

the boundary of the CB junction, as shown in Figure 10.24. As Dr increases, the
electric field at the boundary decreases (Figure 10.21), and thus the space-charge
region consumes less of the neutral base for a given VCB (Figure 10.24). The lo-
cation of the Ge retrograde also affects the neutral base hole density distribution
via the influence of the field in the CB space-charge region. The consequence of
pushing the Ge backside deeper into the collector is also to produce a reduction of
the relative IB drop with increasing VCB (i.e., an improvement in apparent NBR)
of similar magnitude to that shown in Figure 10.23.

This backside-Ge-induced improvement in IB(VCB) is potentially important
for circuit applications because it affects the transistor output conductance, and
particularly the difference in VA between forced-voltage and forced-current input
drive, because it provides a means to minimize the enhanced (worse) IB(VCB)
dependence commonly observed in SiGe HBTs compared to Si BJTs [20].

10.3.4 Experimental Confirmation

To validate these claims, SiGe HBTs were fabricated with the Ge backside profile
extended 90 nm and 150 nm, respectively, deeper into the collector than that of
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Figure 10.23 Simulated normalized base current as a function of collector-base
voltage for various backside Ge grading distances.

an identically processed SiGe control profile. A comparable Si-only device was
also included for comparison. The front-side EB Ge grading was kept identical
for all the Ge profiles, all Ge backside profiles had the same retrograde distance
Dr, and the collector profiles were identical. All four wafers were fabricated in the
same wafer lot under identical conditions to facilitate comparisons. The measured
M − 1 [21] for the two new SiGe HBTs, the SiGe control, and the Si BJT are
shown in Figure 10.25. Observe that for fixed VCB, both the 90- and 150-nm Ge
profiles have lower M−1 than the SiGe control profile, and all of the SiGe profiles
have lower M-1 than the Si BJT, qualitatively consistent with the simulations. This
improvement in M − 1 results in a BVCEO improvement 0.25 V and 0.50 V over
the SiGe control device for the 90- and 150-nm profiles, respectively (all three
transistors have nearly identical current gain). As shown in Figure 10.26, the VCB
dependence of IB is also improved as the backside Ge location increases, again
consistent with our simulations.
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Figure 10.24 Simulated hole concentration as a function of depth for various back-
side Ge grading distances.
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Chapter 11

Radiation Tolerance

The operation of electronic systems in a space environment presents a host of chal-
lenges for device, circuit, and system designers. The seemingly tranquil image we
garner as we gaze up into a dark night sky and observe a satellite elegantly tracing
its orbit around the earth is very deceiving. It has been recognized since the be-
ginning of the space program in the 1950s that earth orbit presents an amazingly
hostile environment and, despite appearances, is actually seething with lethal levels
of radiation (man’s observation since ancient times of the captivating aurora bore-
alis was a beautiful but ultimately unfriendly hint of things to come). The complex
radiation fields surrounding the earth owe their origin to the interaction of the so-
lar wind produced by the fusion furnace of the sun with the earth’s magnetic field
(Figure 11.1), and is obviously a complex and dynamic phenomenon.

Predicting the precise radiation environment encountered by a given spacecraft
is difficult since it depends on many factors, including its orbital path and altitude,
the level of solar activity during the mission, and the total duration of the mission.
We classify these potential spacecraft orbits using IEEE Standard 1156.4 as low
earth orbit (LEO), below an altitude of 10,000 km; medium earth orbit (MEO),
from 10,000 to 20,000 km; geostationary orbit (GEO), at 36,000 km; and highly
elliptical orbit (HEO) [1]. Particles with proper charges, masses, energies, and tra-
jectories in the solar wind can be trapped by the earth’s magnetic field, generating
the so-called "van Allen radiation belts." In the case of orbital space electronics
found in satellites, the proton and electron belts have the greatest influence. Sim-
plified models of these radiation belts suggest that they are toroidal in structure,
with the protons confined to a single toroid, and the electrons confined to two high
intensity toroids (Figure 11.2).

From a semiconductor device perspective, three distinct radiation-induced phe-
nomena can be encountered in the space environment: 1) total ionizing dose (TID)

453
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Figure 11.1 Illustration of the solar wind and radiation belts surrounding the Earth.

effects, which are associated with ionization damage induced by incident charged
particles (protons or electrons) or photons; 2) displacement damage (DD) effects,
which are associated with an incident particle’s mass and particle-to-semiconductor-
atom knock-on; and 3) single event effects (SEE), which are usually associated
with very high energy incident particles (e.g., protons, neutrons, or high-atomic-
mass cosmic rays) [2]. Ionization damage in devices typically involves the isolat-
ing oxides, and oxide-to-semiconductor interfaces, and thus is usually associated
with surfaces of the devices. Displacement damage is generally associated with
the volume of the device, and can result in deactivation of dopants, as well as
carrier lifetime and carrier mobility degradation. While cosmic ray induced SEE
are often associated with data loss or error generation phenomena in switching
circuits, and hence fall into the category of "soft" errors, in general SEE can be
classified into a number of different categories according to the precise damage
mechanisms, and includes: 1) single event upset (SEU, the classical "soft-error");
2) single event transient (SET); 3) single event burnout (SEB); 4) single event
gate rupture (SEGR); and 5) single event latchup (SEL). Thus, some SEEs are de-
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Figure 11.2 Illustration of the proton and electron belts surrounding the Earth (af-
ter [3]).

structive, while some are nondestructive, and each must be carefully assessed for a
given technology and application.

In this chapter we present a detailed analysis of radiation effects in SiGe HBTs,
by first reviewing several fundamental concepts for discussing radiation tolerance,
and then examining in depth the impact of ionizing radiation on both dc and ac
device performance. We then discuss the circuit-level impact of radiation-induced
changes in the transistors, followed by a look at the modeling and understanding
of single-event phenomena in SiGe HBTs.

11.1 Radiation Concepts and Damage Mechanisms

The total ionizing dose from radiation is measured in units of rad (short for "radi-
ation absorbed dose"). The rad is defined as 100 ergs per gram of energy absorbed
in the exposed material (note that 100 rad = 1 Grey (Gy), the Gy being a more
commonly used nuclear physics unit). Obviously, since each material has different
absorption characteristics, the rad is a material-dependent quantity. For Si-based
ICs, the two most commonly encountered radiation dose units are rad(SiO2) and
rad(Si) (1.000 rad(SiO2) = 0.945 rad(Si)). As a rule of thumb, typical orbital mis-
sions might encounter a total accumulated ionizing dose in the range of 50–500
krad(Si) over a 10-year flight mission, and typical total accumulated proton flu-
ences (number of incident particles per unit area) might be in the 1010 p/cm2 to
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Figure 11.3 Illustration of the creation of a charge funnel along the ion track of an
incident cosmic ray.

1012 p/cm2 range over a 10-year mission, with proton energies in the range of 1
MeV to 200 MeV. For comparison purposes, it is interesting to note that a typical
chest x-ray or transatlantic flight might deliver 10 mrad of radiation to an individ-
ual, and a radiation exposure of a few hundred rad is generally lethal for humans.
We are thus exposing our space-electronics to very extreme radiation levels in or-
bital missions.

When an energetic particle passes through a semiconductor it generates electron-
hole pairs along its trajectory as it loses energy (Figure 11.3). When all of the en-
ergy is lost, the particle comes to rest, having traveled a total path length referred to
as its "range." A commonly encountered term in this context is the "linear energy
transfer" (LET) of the particle, which describes the energy loss per unit path length
(i.e., dE/dx) [4]. Particle LET has units of MeV-cm2/mg, which is the energy loss
per unit path length (in MeV/cm), normalized by the density of the target material
(in mg/cm3). The LET of the particle can be easily related to the charge deposi-
tion per unit path length, because for a given material it takes a known amount of
energy to generate an electron-hole pair. For instance, in silicon, one electron-hole
pair is generated for every 3.6 eV of energy loss, and silicon has a density of 2,328
mg/cm3, so that an LET of 97 MeV-cm2/mg corresponds to a charge deposition
of 1 pC/µm. This conversion factor between energy loss and charge deposition of
roughly 100× is a useful rule of thumb. In general, the higher a particle’s LET,
or equivalently, the denser its charge track, the higher the probability that it will
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induce a SEE in a susceptible device. As in nuclear physics, the probability of a
given SEE can be expressed with the concept of SEE "cross section" (σ), having
areal dimensions (e.g., cm2), according to [5]

σ =
N

φ
, (11.1)

where N is the number of observed upsets (errors) and φ is the particle fluence.
Experimental SEE-induced error cross sections as a function of particle LET can
usually be fit by a so-called Weibull curve, according to [1]

σ(LET ) =
[

1 − e−{
LET−a

b }c ]

σsat, (11.2)

where a, b, and c are fitting parameters, and σsat is the saturated cross section.
Typically, for incident ions with sufficient LET to induce an SEE, the measured
cross section is correlated with the physical location (volume) inside the device
or circuit that is most vulnerable to upset, but this relationship can be complex
and difficult to quantify. For the case of heavy ions (and protons), the radiation
exposure in rads is determined from the incident ion LET and the particle fluence,
according to [1]

rad = LET

[

MeVcm2

mg

]

× fluence
[

1
cm2

]

× 1.60 × 10−5
[

mg rad
MeV

]

, (11.3)

where the LET and the corresponding dose for a given particle fluence are material
dependent quantities (e.g., rad(Si) or rad(SiO2). For example, a 100-MeV proton
has an LET in silicon of 5.93x10−3 MeV-cm2/mg. For a fluence of 1 proton/cm2,
the corresponding radiation dose would be 9.5x10−8 rad(Si). The basis for the
use of the rad to facilitate the description of the effects of ionizing radiation as-
sumes that the effects of the radiation on devices and circuits will be equivalent for
a given amount of absorbed dose, irrespective of the radiation source (be it elec-
tronics or protons or photons, etc.). This assumption has been tested extensively,
for instance, for the important terrestrial radiation sources of 10-keV x-rays and
cobalt-60 gamma rays often used in component qualification.

For incident particles that possess both mass and charge (e.g., protons), we also
define a concept called the nonionizing energy loss rate (NIEL), which quantifies
the portion of the particle energy lost to atomic displacement damage [6]. NIEL is
a strong function of particle energy and is analogous to (and has the same units
as) LET for ionizing radiation. The NIEL can be calculated analytically from
first principles based on differential cross sections and particle-atom interaction
kinematics. NIEL is that part of the energy introduced via Coulombic (elastic),
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Figure 11.4 Comparison between the energy loss rate through ionization (LET)
and atomic displacement (NIEL) in silicon for protons over a wide
range of incident energies.

nuclear elastic, and nuclear inelastic collisions, which produce the initial vacancy-
interstitial pairs (and phonons). Theoretically,

NIEL =
N

A

∫

L [T (Θ)] T (Θ)
{

dσ

dΩ

}

dΩ, (11.4)

where N is Avogadro’s number, A is the gram atomic weight of the target material
(Si), dσ/dΩ is the differential cross section for recoil in direction Θ, T (Θ) is the re-
coil energy, and L[T (Θ)] is the fraction of the recoil energy that goes into displace-
ments [6]. Figure 11.4 shows a comparison between the energy loss rate through
ionization (LET) and atomic displacement (NIEL) in silicon for protons over a
wide range of incident energies. In principle, one can correlate calculated NIEL
values to actual measured device damage, and thus predict the proton response of
a device technology. This is accomplished by introducing the appropriate "damage
factor," as discussed below, and is often normalized to 1.0 MeV-equivalent (Si)
neutron damage factor, which is a pure displacement mechanism since neutrons
carry no charge.

The damage mechanisms associated with the exposure of Si devices to ionizing
radiation has been a subject of intense scientific inquiry for many years. Histor-
ically, unhardened Si-based electronics suffered severe degradation at a few 10s
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Figure 11.5 Illustration of the effects of ionizing radiation on oxides.

of krad total dose exposure. For MOSFETs, radiation-induced gate oxide trapped
charge degrades the threshold voltage and transconductance, interface damage de-
grades the subthreshold conduction characteristics, and damage to the isolation
produced a parasitic conduction path between the source and drain, leading to high
off-state leakage (Figure 11.5 [4]). For Si BJTs, damage to the emitter-base spacer
oxide produces a parasitic G/R center leakage that degrades the base current, lead-
ing to current gain collapse, and displacement effects lead to increased base resis-
tance, decreased carrier lifetime, and general degradation of the dynamic response.
As the radiation dose accumulates over time, MOSFETs and BJTs continue to de-
grade, shifting circuit operating points, and making system performance difficult
to predict and often unstable. While technology scaling generally improves this
scenario since device volumes and sensitive areas naturally decrease, it is still true
today that even modest radiation levels generally have a very severe impact on
device and circuit performance and reliability.

From a space system perspective, radiation hardening of a given semiconduc-
tor technology is a costly venture, and usually requires both significant fabrication
changes (e.g., using harder oxides or guard ring structures), circuit and device
layout changes, as well as extensive new component qualification and testing pro-
cedures ("space hardness assurance"). The growing proliferation of commercial
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space-based communications platforms, defense and verification related satellites,
and exploratory space missions (both orbital and interplanetary) has spawned an
entire niche industry for space-qualified electronics. A cursory glance of current
space-qualified components indicates that they typically are both lower in overall
performance as well as considerably more expensive than their counterpart terres-
trial ICs.

There are currently two rapidly growing thrusts within the space community:
1) the use of commercial-off-the-shelf (COTS) parts whenever possible for space-
borne systems as a cost-saving measure; and 2) the use of system-on-a-chip inte-
gration to lower chip counts and system costs, as well as simplify packaging and
lower total system launch weight. The "holy-grail" in the realm of space electronics
can thus be viewed as a conventional terrestrial IC technology with a system-on-
a-chip capability, which is also radiation-hard as fabricated, without requiring any
additional process modifications or layout changes. It is within this context that we
discuss SiGe HBT BiCMOS technology as such a "radiation-hard-as-fabricated"
IC technology with potentially far-ranging implications for the space community.

11.2 The Effects of Radiation on SiGe HBTs

The response of SiGe HBTs to a variety of radiation types has been reported, in-
cluding: gamma rays [7], neutrons [8], and protons [9, 10]. Since protons induce
both ionization and displacement damage, they can be considered the worst case
for radiation tolerance. For the following results, a relevant proton energy of 46
MeV was used, and at the highest proton fluence (1x1014 p/cm2), the measured
equivalent gamma dose was over 1.5 Mrad(Si), far larger than most orbital mis-
sions require. Proton energy effects are discussed below.

11.2.1 Transistor dc Response

The typical response of a SiGe HBT to irradiation can be seen in Figure 11.6,
which shows typical measured Gummel characteristics of the 0.5 × 2.5µm2 SiGe
HBT, both before and after exposure to protons [9]. As expected, the base current
increases after a sufficiently high proton fluence due to the production of G/R trap-
ping centers, and hence the current gain of the device degrades. There are two main
physical origins of this degradation. The base current density is inversely propor-
tional to the minority carrier lifetime in the emitter, so that a degradation of the hole
lifetime will induce an increase in the base current. In addition, ionization damage
due to the charged nature of the proton fluence produces interface states and oxide
trapped charges in the spacer layer at the emitter-base junction. These G/R centers
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Figure 11.6 Gummel characteristics as a function of proton fluence.

also degrade IB, particularly if they are placed inside the EB space charge region,
where they will yield an additional nonideal base current component (non-kT/q
exponential voltage dependence).

By analyzing a variety of device geometries, it can be shown that the radiation-
induced excess base current is primarily associated with the EB spacer oxide at
the periphery of the transistor, as naively expected [7]. The degradation of the
current gain as a function of collector current for the preirradiated sample, and
after exposure to three proton fluences, is shown in Figure 11.7. For fluences up to
1x1013 p/cm2 the peak current gain at 10 µA does not show a visible degradation,
and at 1x1014 p/cm2 a degradation of only about 8% compared to the preirradiated
device is observed. This suggests that these SiGe HBTs are robust to TID for
typical orbital proton fluences for realistic circuit operating currents above roughly
100 µA without any additional radiation hardening. These results are significantly
better than for conventional diffused or even ion-implanted Si BJT technologies
(even radiation-hardened ones).

Small, but observable, changes in the post-irradiated collector current were also
observed. Previous neutron and gamma irradiation studies of SiGe HBT technol-
ogy also showed small but observable changes in the collector current with increas-
ing radiation levels. This observed collector current shift with radiation fluence is
caused by the shrink of the neutral base boundary on both the emitter and collec-
tor side due the modulation of the net charge density in the space charge region
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Figure 11.7 Current gain as a function of bias current for multiple proton fluences.

by the radiation-induced traps. This effectively reduces the base Gummel number
(narrower base), thereby increasing the collector current. (Previous studies using
neutron irradiation [8] indicate that base dopant deactivation due to displacement
is a small effect in these devices due to their very thin base widths.) In the present
graded-base SiGe HBT, the collector current depends exponentially on the Ge con-
tent seen at the EB side of the neutral base, and is therefore expected to show a
stronger change in IC with radiation compared to a Si BJT with a comparable dop-
ing profile, and the experimental data confirm this, where the SiGe HBT collector
current increases by 35% over its original value, while there is no observable shift
in IC for the Si BJT. In addition, 2-D simulations were used to confirm the under-
standing of this phenomenon. By introducing a trap density inside the EB and CB
space charge regions, a qualitative match with the observed trends was obtained.
Interestingly, it was found that both the trap density inside the volume of the device
and the energy location of the trap (i.e., either donor or acceptor level trap) strongly
influences the nature of the redistribution of the post-irradiated EB and CB space
charge region and hence the change of IC with damage (both in magnitude and
direction of change – i.e., it can in principle produce an increase or decrease in
IC ). This may potentially explain the differences in the observed IC change with
radiation for neutron and proton samples (IC increased with increasing fluence for
protons [9], but decreased for neutrons [8]).
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Figure 11.8 Calibrated MEDICI simulation of the recombination rates inside the
SiGe HBT after radiation.

11.2.2 Spatial Location of the Damage

Of particular interest is the inference of the spatial location of the proton-induced
traps in these devices [9]. The existence of proton-induced traps in the EB space
charge region is clearly demonstrated by the G/R-induced increase in the nonideal
base current component shown in the Gummel characteristics. The existence of
radiation-induced traps in the collector-base space charge region was verified by
measuring the inverse mode Gummel characteristics of the device (emitter and
collector leads swapped). In this case the radiation-induced traps in the CB junc-
tion now act as G/R centers in the inverse EB junction, with a signature non-kT/q
exponential slope. 2-D simulations were calibrated to both measured data for the
pre- and post-irradiated devices at a collector-base voltage of 0.0 V. In order to ob-
tain quantitative agreement between the simulated and measured irradiated results,
traps must be located uniformly throughout the device, and additional interface
traps must be located around the emitter-base spacer oxide edge (Figure 11.8).
Most of the radiation-induced recombination occurs inside the EB space charge
region, leading to a nonideal base current, as expected.
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11.2.3 Transistor ac Response

To assess the impact of radiation on the ac performance of the transistors, the S-
parameters were measured to 40 GHz both before and after proton exposure. None
of the four S-parameters suffered any appreciable degradation up to 1x1014 p/cm2

proton fluences [9, 10]. From measured S-parameters, the transistor cutoff fre-
quency (fT ) and maximum oscillation frequency (fmax) were extracted. A com-
parison of these two important ac parameters between preirradiation and 5x1013

p/cm2 is shown in Figure 11.9. Only a slight degradation in fT and fmax is ob-
served, the latter being expected from the minor increase of the base resistance
with irradiation, as described below. Observe that the high current fT roll-off due
to Kirk and heterojunction barrier effect is not changed with irradiation. Because
the high-current density roll-off is extremely sensitive to the collector doping level,
it suggests that there is no appreciable deactivation of donors in the collector due
to displacement damage, despite the existence of irradiation-induced traps in the
collector.
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11.2.4 Si versus SiGe and Structural Aspects

Finally, we note that careful comparisons between identically fabricated SiGe HBTs
and Si BJTs (same device geometry and wafer lot, but without Ge in the base for
the epitaxial-base Si BJT), show that the extreme level of TID tolerance of SiGe
HBTs is not per se due to the presence of Ge. That is, the proton response of both
the epitaxial base SiGe HBT and Si BJT are nearly identical. We thus attribute
the observed radiation hardness to the unique and inherent structural features of
the device itself, which from a radiation standpoint can be divided into three major
aspects:

• In these epitaxial base structures, the extrinsic base region is: 1) very heavily
doped (> 5x1019 cm−3); and 2) located immediately below the EB spacer
oxide region, effectively confining any radiation-induced damage, and its
effects on the EB junction.

• The EB spacer, known to be the most vulnerable damage point in conven-
tional BJT technologies, is thin (< 0.20 µm wide) and composed of an ox-
ide/nitride composite, the latter of which is known to produce an increased
level of radiation immunity.

• The active volume of these transistors is very small (WE = 0.5 µm, and
Wb < 150 nm), and the emitter, base, and collector doping profiles are quite
heavily doped, effectively lessening the impact of displacement damage.

Further results of the effects of device scaling on radiation response are given be-
low, as well as a discussion of the impact on the CMOS transistors in the SiGe HBT
BiCMOS technology intended for system-on-a-chip applications. We also note that
these SiGe HBTs compare very favorably in both performance and radiation hard-
ness with (more expensive) GaAs HBT technologies that are often employed in
space applications requiring both very high speed and an extreme level of radiation
immunity [11].

11.2.5 Proton Energy Effects

Because incident protons deposit more of their energy (both ionization and dis-
placement) inside the device as their energy decreases, transistor characteristics
generally degrade more rapidly under low energy proton irradiation than for high
energy proton irradiation. Given that a realistic space environment necessarily con-
tains a wide range of particle energies (from several MeV to hundreds of MeV),
characterization of transistor response as a function of energy is important.
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In order to examine the energy dependence of proton-induced damage in SiGe
HBTs, an appropriate "damage factor" must first be defined. It has been repeatedly
demonstrated that over a large range of proton energies and device technologies,
the reciprocal gain increases linearly with incident particle fluence (φ), as reflected
in the Messenger-Spratt equation [6]

1
β(φ)

= β−1
0 +K(E) φ, (11.5)

where β0 is the preradiation current gain, and K is the (energy-dependent) damage
factor. In practice, the reciprocal gain versus proton fluence for bipolar transistors
typically only behaves linearly over a certain proton fluence range, since both dis-
placement damage and ionization damage exist for proton irradiation. Therefore,
both proton and gamma radiation experiments are in principle needed to determine
the damage factor. Conventionally, the following procedure is used to extract the
displacement damage factor: 1) plots of reciprocal gain versus total ionizing dose
as a function of collector current are made after gamma irradiation; 2) these plots
are then approximated by straight lines over the dose range corresponding to the
proton irradiation experiments; and finally, 3) the slopes of these plots are then
subtracted from the slopes of reciprocal gain versus proton fluence curves for the
proton irradiation experiments in order to obtain the corresponding damage fac-
tor. Figure 11.10 shows the extracted damage factor as a function of collector
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Figure 11.11 Comparison of damage-factor ratios and calculated NIEL ratios as a
function of proton energy for SiGe HBTs (using 1 MeV neutron data
as a normalization reference).

current density for these first generation SiGe HBTs as a function of proton en-
ergy. Clearly, 1-MeV neutrons, because they produce only displacement damage,
represent the most benign form of radiation. Protons are expected to produce more
serious damage than either the neutron or gamma irradiation, and this is indeed the
case. Furthermore, as the proton energy decreases, in this case from 196 MeV to
63 MeV to 1.8 MeV, more energy is deposited in the devices and the damage factor
increases (worsens), as expected [12]. A comparison of measured damage-factor
ratios and calculated NIEL ratios as a function of proton energy for SiGe HBTs
(using 1 MeV neutron data as a normalization reference) is shown in Figure 11.11.

11.2.6 Low-Dose-Rate Gamma Sensitivity

Within the past few years, a pronounced low-dose-rate sensitivity to gamma irra-
diation that is not screened by the current test methods for ionizing radiation has
been observed in bipolar technologies [13]. Under military standard 883, method
1019.4, all total-dose tests are performed at a dose rate between 50-300 rad(Si)/sec.
The enhancement in device and circuit degradation at low gamma dose rates has
come to be known as "Enhanced Low Dose Rate Sensitivity" (ELDRS). The EL-
DRS effect was first reported in 1991 [14], which demonstrated that existing ra-
diation hardness test assurance methodologies were not appropriately considering
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Figure 11.12 Normalized base current as a function of gamma radiation dose rate,
for both Si BJTs and SiGe HBTs.

worst case conditions.
The physical origins underlying ELDRS have been hotly debated for years, and

numerous mechanisms proposed. Recent attempts to understand ELDRS include
a model suggesting that the lower net radiation induced trapped charge density
(∆Not) at high-dose-rates is a result of a space charge phenomenon, caused by de-
localized hole traps, known as E

′

δ centers, which occur in heavily damaged oxides
such as bipolar base oxides [15]. These traps can retain holes on a timescale of
seconds to minutes, causing a buildup of positive charge in the oxide bulk during
high-dose-rate irradiation. This is in contrast to low-dose-rate irradiation, where
the irradiation time is much longer, effectively allowing the holes in the E

′

δ cen-
ters to be detrapped. Thus, in the high-dose-rate case, the larger total trapped hole
density forces holes near the interface to be trapped closer to the interface, where
they can be compensated by electrons from the silicon. This lowers the resultant
net trapped charge density. It has also been found that these E

′

δ centers anneal at
relatively low temperatures (≤ 150◦C). This suggests that high-dose-rate irradia-
tion at a higher temperature may allow holes to be detrapped, hence mimicking a
low-dose-rate radiation response. The assumptions commonly employed in such
models, however, are typically very technology specific, and quantifying ELDRS
(if present) in SiGe technology is obviously important from a hardness assurance
perspective.
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Figure 11.13 Normalized base current at multiple VBE values as a function of total
dose.

To assess ELDRS in SiGe technology, low-dose-rate (0.1 rad(Si)/sec) and
high-dose-rate (300 rad(Si)/sec) experiments were conducted using Cobalt-60 (i.e.,
1.43-MeV gamma rays) [17]. The devices were irradiated with all terminals grounded
to a total dose of 50 krad(Si) and the forward mode and inverse mode character-
istics measured at incremental doses. As can be seen in Figure 11.12, low-dose-
rate effects in these SiGe HBTs were found to be nearly nonexistent, in striking
contrast to reports of strong ELDRS in conventional Si bipolar technologies. We
attribute this observed hardness to ELDRS to the same mechanisms responsible
for the overall radiation hardness of the technology, and is likely more structural in
nature than due to any unique advantage afforded by the SiGe base. Interestingly,
an anomalous decrease in base current was also found in these devices at low-
dose-rates (Figure 11.13), suggesting that a new physical phenomenon is present
at low-dose-rates in these devices.

In this case, the Gummel characteristics show a decreasing base current until
about 5 krad(Si), followed by an increase in base current at higher doses. This
suggests that in the initial stages of irradiation, the G/R center dominated recombi-
nation process actually decreases in magnitude. For VBE = 0.4 V, this IB decrease
is found to be as much as 100%. It is also found that although the base current starts
increasing again for total doses ≥ 5 krad(Si), the base current at up to 20 krad(Si)
is still equal to its preradiation value. It can thus be inferred that at low-dose-rates
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two competing mechanisms operate as the total dose increases, one that decreases
the G/R leakage, and one that increases the G/R leakage.

A logical question, then, is what sort of physical damage process can create
such an anomalous base current decrease? In particular, it is important to under-
stand why: 1) under low-dose rate conditions, the normalized base current in the
forward-operated SiGe HBT strongly decreases with dose at low VBE , but only
weakly decreases with dose at high VBE ; and 2) why the base current first de-
creases with total dose and then increases.

2-D simulations using MEDICI [16] were used to confirm a plausible expla-
nation for these observations. It is proposed that the preradiation deep-level traps
at the surface are initially annealed by the gamma radiation to a shallower energy
level. As more deep traps evolve into shallower traps, the G/R center dominated
recombination decreases, giving a reduction in base current. This occurs because
the net recombination rate decreases as the trap energy level moves away from
midgap. The magnitude of the leakage decrease depends on the quasi-Fermi levels
and hence the EB bias conditions. As confirmed with simulation, this proposed
mechanism can indeed give rise to a decrease in base current at low VBE with-
out a large change at high VBE , consistent with the experimental observations. At
the same time, radiation-induced traps are being generated in the device, which
ultimately halts the IB decrease and causes an increase in IB.

This occurs because at greater values total dose, the deep-level traps generated
by radiation outnumber those annealed to shallower levels. At low VBE , the base
current is strongly dependent on the nature and location of traps in the EB junction.
In the forward-mode measurements, this junction has shallow-level traps due to
annealing and hence a decrease in IB is observed. At higher values of VBE , the
higher injection level leads to recombination in the bulk as well, which leads to
an IB increase. In the inverse mode measurements, the IB increase observed at
low VBE is due to the deep-level trap induced recombination in low-injection. This
corresponds to the bulk traps. At higher values of VBE , the higher injection leads
to a base current that is dependent on the recombination near the EB spacer at the
surface as well. This region, however, has an abundance of shallow-level traps and
thus, the recombination actually decreases, leading to an IB decrease. These kinds
of proposed trap dynamics, which are known to be dose rate dependent, have been
previously reported in the literature [18].

11.2.7 Broadband Noise

The broadband noise performance of SiGe HBTs, as reflected in NFmin, ΓG,opt,
and Rn (refer to Chapter 7), is critical for space-borne transceivers and commu-
nications platforms. Characterization of the transistor S-parameters both before



Radiation Tolerance 471

Pre 1012 1013 1014
0.5

1.0

1.5

2.0

2.5

3.0

3.5

Proton Radiation Fluence (p/cm2)

N
F m

in
 (d

B
)

AE=0.5x20x2 µm2

VCB=1V
IC=2.6mA

f=2GHz

f=4GHz

f=10GHz

Figure 11.14 Extracted minimum noise figure as a function of proton fluence for
multiple frequencies.

and after proton exposure show minimal changes in fT and fmax, suggesting that
noise performance should be relatively unaffected by radiation. As shown in Fig-
ure 11.14, this is indeed the case. For these SiGe HBTs, NFmin degrades only
slightly at 2.0 GHz after an extreme proton fluence of 5x1013 p/cm2 (from 0.95
dB to a still-excellent value of 1.07 dB, a 12.6% degradation). In the bias range of
interest for most RF circuits (> 0.1 mA/µm2), these SiGe HBTs show virtually no
degradation in current gain for proton fluences up to 5x1013 p/cm2. Therefore, at
fixed bias current, the observed minimal degradation in noise figure results mostly
from the increase in thermal noise associated with the base and emitter resistances
(Figure 11.15). Changes in ΓG,opt and Rn are also small.

11.2.8 Low-Frequency Noise

SiGe HBTs have the desirable feature of low 1/f noise commonly associated with
Si bipolar transistors [19], which is of great importance because upconverted low-
frequency noise (phase noise) typically limits the spectral purity of communica-
tion systems. Understanding the effects of radiation on 1/f noise in SiGe HBTs
thus becomes a crucial issue for space-borne communications electronics. To shed
light on these issues, the noise power spectrum was measured on SiGe HBTs from
1.0 Hz to 100.0 kHz both before and after 63-MeV proton irradiation [20]. The
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preirradiation base current 1/f noise is typically proportional to IαB and inversely
proportional to the emitter junction area AE in modern transistors

SIB =
K

AE
IαB

1
f
, (11.6)

where K is a technology dependent constant. It is generally agreed that the expo-
nent α provides information on the physical origin of the trap states contributing to
1/f noise. From the preirradiation data, α is close to 2 in these samples, indicat-
ing that the physical origin of the 1/f noise is due to carrier number fluctuations.
Physically, 1/f noise results from the presence of G/R center traps in the tran-
sistors, from which trapping-detrapping processes occur while carriers flow inside
the device, thus modulating the number of carriers (and hence currents) to produce
1/f noise. The pre-irradiation low-frequency noise spectrum in these SiGe HBTs
is typically 1/f , with an I2

B dependence, while SIB ×AE is almost independent of
AE . The I2

B and 1/AE dependencies of SIB are strong indicators of uniformly dis-
tributed noise sources over the entire emitter area [19]. After 2x1013 p/cm2 proton
irradiation, the low-frequency noise spectrum remains 1/f in frequency depen-
dence, and free of G/R (burst) noise. Interestingly, however, the relative increase
in 1/f noise (SIB ,post/SIB ,pre) is minor in the 0.5 × 1.0 µm2 transistor, but signifi-
cant in the 0.5 × 10.0 µm2 transistor, as shown in Figure 11.16 and Figure 11.17,
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respectively. As a result, SIB is no longer in proportion to 1/AE after irradiation.
Note that the 0.5 × 10.0 µm2 transistor had a 1/f noise that is 1/10 of the 1/f
noise in the 0.5 × 1.0 µm2 transistor before irradiation. However, after irradiation,
the 1/f noise in the 0.5 × 10.0 µm2 transistor becomes only one third of the 1/f
noise in the 0.5 × 1.0 µm2 transistor. The generally accepted benefit of obtaining
lower 1/f noise by using a larger transistor is thus significantly compromised by
irradiation.
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Figure 11.16 Input-referred base current PSD for a 0.5×1.0 µm2 transistor, before
and after irradiation.

The bias current dependence of 1/f noise also changes after irradiation, de-
pending on the emitter area. The relative degradation of 1/f noise (SIB ,post/SIB ,pre)
is minor in the smallest device (0.5 × 1.0 µm2), and SIB remains ∝ I2

B. For the
largest device, whose relative 1/f noise degradation is the highest, SIB becomes
∝ I1.5

B . The relative 1/f noise degradation (increase) is negligible for the smallest
transistor (0.5×1.0 µm2), but significant for the largest transistor (0.5×10.0 µm2).
The apparently "minor" relative degradation in the small transistor, however, can
be deceptive, because its preirradiation 1/f noise is 10× the 1/f noise of the large
transistor. One possible explanation is that the absolute increases of 1/f noise are
comparable in the two devices with different geometries. These increases are mi-
nor compared to the preirradiation 1/f noise of the small transistor, but significant
compared to the preirradiation 1/f noise of the large transistor (1/10 the preirra-
diation 1/f noise in the small transistor). The proton-induced absolute increase
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(degradation) of 1/f noise is comparable for the 0.5×1.0 µm2 and 0.5×10.0 µm2

transistors, despite a 10× emitter area difference. Such a weak emitter area depen-
dence of radiation-induced 1/f noise is counterintuitive, and cannot be explained
by existing 1/f noise theories.
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Figure 11.17 Input-referred base current PSD for a 0.5×1.0 µm2 transistor, before
and after irradiation.

It is well known that proton irradiation introduces G/R centers in bipolar tran-
sistors, and hence creates a nonideal base current component due to increased
space-charge region G/R center recombination leakage. We note as well that suf-
ficiently large amounts of radiation damage can induce a classical Lorentzian-type
G/R noise signature in the noise power spectral density, along with a random-
telegraph-signal (RTS) time response [7]. A significant nonideal base current com-
ponent due to space-charge-region (SCR) recombination (IB,SCR) can be observed
after irradiation in these devices. While the contribution of IB,SCR to the total mea-
sured IB is negligible in the bias range of interest for analog and RF circuits (i.e.,
> 0.1µA), IB,SCR is dominant and can be directly measured in the low bias range
(e.g., VBE < 0.4 V). Since IB,SCR is proportional to eqVBE/n kT , 1 < n < 2, the
measured IB,SCR data in the low bias range can fitted and then extrapolated to
the high bias range, demonstrating that the peripheral density of radiation-induced
SCR base current (IB,SCR/Pe) is approximately the same for all of the transistors,
and shows an eqVBE/2kT dependence. Since this current does not vary as eqVBE/kT

as in an ideal base current and it scales with the emitter perimeter PE , most of the
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IB,SCR comes from recombination at the surface of the EB junction near the oxide
spacer and not via bulk recombination. Thus IB,SCR can be expressed as

IB,SCR ∝ eqVBE/2kT PE nT , (11.7)

where PE is the emitter perimeter, nT is areal trap density at the surface, and is
assumed to vary only with radiation fluence.

This SCR recombination near the surface is a very noisy process, and the asso-
ciated noise current can be described as a current generator between the base and
emitter terminals of the transistor. It has been shown that surface 1/f noise gener-
ated in the EB space charge region due to trap recombination can be expressed by
a modified Hooge-type equation [21, 22]

SIB,SCR = I2
B,SCR

αH
f NT

, (11.8)

where NT is the number of traps at the EB space-charge region surface, and αH is
the so-called Hooge parameter [23, 24]. Here, NT is given by nT LSCRPE , where
LSCR is the length of EB space-charge region at the surface.

In the RF bias range, IB remains dominated by hole injection into the emitter,
and is practically unaffected by IB,SCR, and is thus given by

IB ∝ eqVBE/kT AE . (11.9)

It is desirable to express IB,SCR in terms of IB to facilitate interpretation of the
measured 1/f noise data. Such an expression can be obtained by inspection of
(11.7) and (11.9)

IB,SCR ∝
I0.5
B

A0.5
E

PE nT , (11.10)

and SIB,SCR can then be expressed in terms of IB by substituting (11.10) into (11.8)
to yield

SIB,SCR = C IB nT
PE

AE

αH
f, (11.11)

where C is a constant that is independent of bias and geometry. Because of the
change of bias and emitter area dependence after irradiation, it is unlikely that the
major increase of 1/f noise is due to the same mechanism as preirradiation, which
shows an I2

B and 1/AE dependence. Here we assume that the major radiation-
induced increase of 1/f noise comes from the SCR recombination current near the
EB surface, and thus the post-irradiation noise can be written as

SIB ,post = SIB ,pre + SIB,SCR

=
K

AE
I2
B

1
f
+ C IB nT

PE

AE

αH
f

, (11.12)
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where the preirradiation noise is given by (11.6). Curve-fitting the data to this
equation results in a value of K = 1.1x10−21 m2, and C nT αH = 2.8x10−22 Am.
A number of important observations can be made from (11.12) [25, 26]:

• Radiation-induced 1/f noise SIB,SCR increases with trap density nT , and
hence proton fluence.

• At a given IB, the radiation-induced 1/f noise is proportional to PE/AE

instead of 1/AE . The three transistors examined here have approximately
the same PE/AE ratio, and thus should have approximately the same SIB,SCR .
This is consistent with the measured data. More recent measurements on
devices with very different P/A ratios confirm this trend.

• The relative noise degradation is reduced for smaller devices, because of the
larger 1/f noise before irradiation.

• The radiation-induced 1/f noise varies with IB instead of I2
B. The total 1/f

noise post-irradiation is the sum of the preirradiation 1/f noise and SIB,SCR ,
and should show a I

γ
B dependence with 1 < γ < 2. Because the relative

ratio of the preirradiated to the radiation-induced 1/f noise is proportional
to 1/PE , γ should be close to 2 for the smallest device (least amount of
relative degradation), and smaller than 2 for the largest device. This is again
consistent with the experimental data.

11.3 Technology Scaling Issues

Regardless of whether for terrestrial or space-based systems, the utility of transistor
"scaling" (the coordinated reduction of a device’s lateral dimensions and its vertical
doping profile) is a key requirement for any viable IC technology. Scaling yields
faster transistors, higher packing density, reduced power dissipation, and ultimately
lower cost.

11.3.1 SiGe HBT Scaling

While first generation SiGe HBTs and circuits are TID tolerant to very high pro-
ton fluences, recent experiments comparing the effects of proton exposure on three
different SiGe HBT technology generations found that, while the first generation
SiGe HBT was total-dose tolerant to multi-Mrad radiation levels, the first gen-
eration Si nFET was only radiation-hard to about 30–50 krad [27]. In addition,
with technology scaling, the radiation tolerance of the SiGe HBT degraded sig-
nificantly compared to the first generation devices, while the Si nFET tolerance
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Figure 11.18 Comparison of the normalized base current in forward mode as a
function of proton fluence for the 5HP and 7HP SiGe HBT technol-
ogy generations.

improved dramatically compared to the first generation devices. We focus here on
an explanation for these intriguing experimental results, and its implications for the
future deployment of SiGe technology in space [28].

We have focused on two different SiGe HBT BiCMOS technology generations:
SiGe 5HP (first generation) and SiGe 7HP (second generation) [29, 30]. Details of
each technology can be found in Chapter 3. We emphasize that neither SiGe tech-
nology was intentionally radiation-hardened in any way. Significantly, one of the
main differences between these two SiGe technologies is the use of a significantly
thinner shallow-trench isolation (STI) layer in the 7HP process (0.24 µm for 7HP
versus 0.50 µm for 5HP), which is required to ensure HBT to CMOS compatibility
with scaling.

Ionizing radiation has been shown to damage the EB spacer region in these
SiGe HBTs, and produce a perimeter-dependent space-charge generation/recombination
(G/R) base-current leakage component that progressively degrades the base current
(and current gain) as the fluence increases [27]. A comparison of this degrada-
tion mechanism between minimum-geometry 5HP and 7HP SiGe HBTs, however,
shows a dramatic (and statistically repeatable) difference between the radiation re-
sponse of the two technologies (Figure 11.18). To shed light on the physical loca-
tion of the offending trap states, we compared the forward mode Gummel charac-
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nology generations.

teristics with the inverse mode Gummel characteristics (i.e., emitter and collector
terminals swapped, with the transistor effectively operated upside-down) [9]. In-
terestingly, we observe the exact opposite behavior (Figure 11.19). That is, as a
function of proton fluence: 1) the 7HP SiGe HBT forward mode base current de-
grades much more rapidly than for the 5HP SiGe HBT; but 2) the 7HP SiGe HBT
inverse mode base current degrades much less rapidly than for the 5HP SiGe HBT.
These results suggest that there is a larger radiation-induced trap density in the
EB space charge region for 7HP than for 5HP, while there is a smaller radiation-
induced trap density in the CB junction for 7HP than for 5HP.

To understand the forward mode results, we have performed reverse-bias EB
stress measurements on both 5HP and 7HP devices [31]. Since EB electrical stress
depends exponentially on the local electric field under the spacer oxide, it is a
useful independent means for comparing the two technologies. As can be seen
in Figure 11.20, the stress-induced base current degradation shows a qualitatively
similar behavior to the radiation response. That is, the 7HP device degrades much
more rapidly than the 5HP device. This result is consistent with significantly higher
EB electric field found under the EB spacer region in the 7HP device, which has
both more abrupt doping profiles due to its reduced thermal cycle, as well as a de-
creased EB spacer thickness compared to the 5HP device, and has been confirmed
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with MEDICI simulations.
Measurement of the slope of the normalized base current at low VCB (< 0.3

V) is a direct measure of neutral base recombination in the device, and is nearly
identical for both pre- and post-radiation, indicating no significant change in the
neutral base trap density. The logical conclusion is that the offending CB traps
in the inverse mode characteristics are located physically along the STI edge, and
thus reside in the extrinsic base CB space-charge region, where they generate ex-
cess G/R leakage. To understand why these traps produce different inverse mode
leakage characteristics between the 5HP and 7HP devices, we have also performed
detailed MEDICI simulations of two SiGe HBTs, one with thick STI, and one with
thin STI. Figure 11.21 shows the thick STI cross-sectional simulation structure, and
was based on the actual device layout. As can be seen in Figure 11.22, thinning
the shallow trench (i.e., moving from 5HP to 7HP) decreases the radiation-induced
CB leakage current component, since the trap region in the collector is spatially
confined to a region closer to the extrinsic CB junction, resulting in fewer traps
in the CB space-charge region to generate leakage. Placing only EB traps in the
device results in degraded forward-mode Gummel characteristics, independent of
the STI thickness, while the inverse-mode Gummel characteristics remain ideal, as
expected. Additional electrical stress experiments conducted under high forward
JC and high VCB, which have been shown to be an independent means for damag-
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Figure 11.21 Cross section of the thick STI SiGe HBT used in the MEDICI simu-
lations. Shown are the EB and CB space-charge regions, as well as
the trap locations.

ing both the EB spacer and STI edge, are consistent with our radiation results: the
5HP forward-mode Gummel characteristics degrade less rapidly than 7HP, while
the 5HP inverse-mode characteristics degrade more rapidly, and further corroborate
our conclusions.

We note, finally, that the observed enhanced sensitivity to radiation damage in
the more aggressively scaled SiGe HBTs effectively translates to a greater sensi-
tivity to radiation-induced 1/f noise damage, as might be naively expected. As
shown in Figure 11.23, which compares first generation and third generation SiGe
HBTs, a 1.6× greater noise degradation with scaling is observed after proper nor-
malization.

11.3.2 Si CMOS Scaling

Given that the overall radiation tolerance of SiGe HBT BiCMOS technology is
gated by the least radiation-tolerant device, it is important that we also examine
radiation effects in the Si CMOS devices. Figure 11.24 shows typical subthresh-
old data at maximum VDS for minimum Leff 5HP and 7HP nFETs (the pFETs are
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radiation hard to greater than 1 Mrad(Si) and for brevity are not discussed here).
Observe that the threshold voltage and transconductance degradation is negligible
in both devices, as expected, since they both employ very thin, high-quality gate
oxides (7.8 nm for 5HP and 4.2 nm for 7HP). For the 5HP nFET, at 100 krad(Si),
the off-state leakage has increased over six orders of magnitude to about 10 µA
compared to preradiation, making the devices unsuitable for most space applica-
tions, while for the 7HP nFET, the off-state leakage remains below 1.0 nA, and
is clearly robust for many space applications (without radiation hardening). Fig-
ure 11.25 shows the normalized off-state leakage as a function of equivalent total
dose, showing the dramatic differences between the two technologies.

To better understand these results, we have used measured TEM cross section
data of the STI edge, and simulation techniques developed in [32], to construct
realistic MEDICI cross sections of nFETs with both thick STI (5HP) and thin STI
(7HP). The radiation-induced STI damage mechanism is assumed to produce a net
positive charge along the STI edge (1x1012 traps/cm2 in this case for both 5HP and
7HP), which will invert the substrate with sufficient dose, producing a parasitic
edge leakage path between source and drain [32], as shown in Figure 11.26. The
total measured IDS in the device is then a combination of the center transport cur-
rent and this parasitic edge leakage current. As can be seen in Figure 11.27, which
plots the total electron charge (Qn ∝ IDS ) at the center and edge of the device,
thinning the STI dramatically reduces the edge-leakage component. Physically, if
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rent for two different SiGe technology generations.

we assume a damage mechanism along the STI edge at the ends of the transistor
where the gate overlaps the STI, the gate’s ability to deplete the damage-induced
inversion layer at the STI edge increases dramatically as the STI is thinned (i.e.,
the gate field only has a finite penetration depth at fixed bias). For the 5HP nFET,
the 0.5 µm STI depth is clearly deep enough to ensure that the gate cannot turn
off the radiation-induced source-to-drain edge leakage, while the STI in 7HP is
sufficiently thin to control the edge leakage at 100 krad(Si).

Even in the case of the 7HP nFET, however, as the dose continues to rise, the
induced STI edge damage will eventually reach a magnitude where it can no longer
be adequately controlled by the gate, and the off-state leakage will begin to increase
(in this case between 100-300 krad(Si), as shown in Figure 11.25). This level of
radiation tolerance is, nevertheless, sufficient for many space applications and, in
essence, comes for free since the technology has not been radiation-hardened in any
way. Given that the 7HP SiGe HBT is also clearly TID-hard to 100 krad(Si) (1 ×
1012 p/cm2 = 136 krad(Si)) without any alterations, this 7HP SiGe HBT BiCMOS
technology should be suitable for many orbital missions. (We note, parenthetically,
that a similar improvement in off-state leakage under radiation exposure within
a given technology generation (even SiGe 5HP) can be affected by appropriate
application of substrate bias [32].)
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11.4 Circuit-Level Tolerance

For the successful deployment of SiGe technology into space-based systems, circuit-
level radiation hardness is clearly more important than device-level hardness. As
presented above, the proton-induced device degradation is minor in the bias range
of interest to most actual circuits (typically IC > 100 µA).

11.4.1 The Importance of Transistor Bias

An initial relevant question within this context is the extent to which the transistor
terminal bias during irradiation affects the radiation response. Most commonly,
SiGe HBTs are irradiated either with all terminals (E/B/C) grounded or with all
terminals floating. No significant difference has been found between these two
bias conditions. In real circuit applications, however, the SiGe HBTs necessarily
experience a wide variety of operating bias conditions that differ from grounded
or floating bias, and thus rigorous hardness assurance requires a deeper look at the
bias condition sensitivity. Many different bias configurations are relevant for bipo-
lar circuits. In nonsaturating, high-speed logic families such as CML or ECL, for
instance, the transistor operates only under forward-active bias. For most analog
circuits, the transistor is also biased in forward-active mode. For certain RF power
applications, the transistor can experience saturation mode bias. Finally, in certain
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BiCMOS logic families, or even during switching transients in nonsaturating logic
families, the EB junction of the transistor can become reverse-biased. To quantify
the impact of terminal bias condition during irradiation on the measured radiation
tolerance, representative transistors were held at different bias conditions during
radiation exposure, and then compared after specific accumulated fluences [34].
When the desired fluence was reached, the bias was set to ground on all terminals,
and the samples were removed from the beam and immediately measured. The
appropriate bias was returned to the DUT and then it was reinserted into the pro-
ton beam until the next desired fluence was reached. This process was repeated in
a controlled manner throughout the experiment. Figure 11.28 compares the nor-
malized current gain degradation as a function of fluence for three relevant bias
configurations: 1) all-terminals-grounded; 2) forward-active mode; and 3) reverse-
biased EB junction. As can be seen, there are no large differences between the
three bias conditions, and the all-terminals-grounded condition represents a close
to worst case scenario (and is comparable to the all-terminals-floating condition).

In order to assess the impact of radiation exposure on actual SiGe HBT circuits,
we have compared two very important, yet very different circuit types, one heavily
used in analog ICs (the bandgap reference circuit), and one heavily used in RFICs
(the voltage controlled oscillator) [33]. Each circuit represents a key building block
for realistic SiGe ICs that might be flown in space. Each of these SiGe HBT circuits
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Figure 11.26 MEDICI simulated potential contour and depletion boundary at VGS

= -1.0 V and VSUB = 0 V (QF = 1012/cm2, and the potential step is
0.2 V).

was designed using fully calibrated SPICE models, layed-out, and then fabricated
on the same wafer to facilitate unambiguous comparisons. In addition, because any
realistic RF IC must also necessarily include passive elements such as monolithic
inductors and capacitors, we have also investigated the effects of proton exposure
on an RF LC bandpass filter.

11.4.2 Bandgap Reference Circuits

The bandgap reference (BGR) circuit has been widely used as a voltage reference
source in A/D and D/A converters, voltage regulators, and other precision ana-
log circuits, due to its good long-term stability and its ability to operate at low
supply voltages (see discussion in Chapter 6). This SiGe HBT BGR employed a
conventional circuit architecture, and did not include any special temperature com-
pensation circuitry [35]. In Si BJT BGRs, radiation-induced degradation in output
voltage and temperature sensitivity are of particular concern [36]. Because the
BGR core transistors operate at constant collector current, any radiation-induced
changes that influence the matching properties between large and small area de-
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Figure 11.27 Simulated electron density at the edge and center of the nFET as a
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vices can degrade the overall BGR temperature stability. As can be seen from the
data (Table 11.1), the impact of even an extreme proton fluence of 5x1013 p/cm2

has minimal effect on either the output voltage or temperature sensitivity, and is
indicative of the overall robustness of this SiGe technology for analog circuit ap-
plications. We note that the functional form of the output voltage dependence on
fluence (Figure 11.29) is weaker than that observed in commercial Si BJT BGRs,
and generally superior in performance at comparable fluence [36].

11.4.3 Voltage Controlled Oscillators

The voltage controlled oscillator (VCO) is a fundamental building block in com-
munications systems. A VCO uses a control voltage for limited frequency tuning
and provides the local oscillator (LO) signal for upconversion and downconversion
of the RF carrier to intermediate frequencies (IF) within the transceiver. VCOs are
particularly sensitive to phase noise, which physically represents the upconversion
of low-frequency (1/f ) noise to high frequencies through the inherent transistor
nonlinearities. In the frequency domain, phase noise manifests itself as parasitic
sidebands on the carrier, and thus represents a fundamental limit on the spectral
purity and signal-to-noise ratio of a communications link. Of interest in this con-
text is the impact of radiation exposure on the VCO phase noise. This SiGe VCO
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Figure 11.28 Current gain degradation as a function of proton fluence for various
transistor bias conditions during radiation exposure.

employs a conventional circuit architecture, and is designed to operate at 5.0 GHz
[37]. As can be seen in Table 11.1, the impact of extreme proton fluences on this
SiGe VCO are minimal. After 5x1013 p/cm2, the phase noise at a 1-MHz offset
from the 5.0-GHz signal slightly increases (worsens) from an excellent value of
-112.5 dBc/Hz to a still excellent value of -111.83 dBc/Hz. This small (but re-
peatable) proton-induced degradation in the VCO phase noise is consistent with
transistor-level measurements of residual phase noise in the SiGe HBT building
blocks [38]. To understand the result we also measured the low-frequency noise
properties of the component SiGe HBTs, and in fact detected a small but observ-
able change in the 1/f noise at circuit bias levels consistent with those in the VCO.
The fact that this minor 1/f noise change couples only weakly to the observed cir-
cuit level phase noise suggests that the radiation exposure does not strongly affect
the inherent transistor linearity at these frequencies.

11.4.4 Passive Elements

High-quality factor (Q) passive elements (e.g., inductors and capacitors) are re-
quired in RF communications circuit design, and there has been significant effort
in recent years to fabricate these monolithically with the active devices to facilitate
single-chip transceiver implementations. The current SiGe technology contains a
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Table 11.1 Summary of the Measured Radiation Tolerance of Some Important
SiGe Circuits and Passives

full suite of RF passives, and to obtain high Q, are fabricated in the upper level of
the multilevel metalization, so that they are far away from the lossy substrate. The
inductors are multiturn spiral inductors, and the capacitors are MIM with a 50-nm
SiO2 dielectric [39]. To determine the effects of proton irradiation on these RF
passives at relevant RF frequencies, S-parameter measurements were made on the
Ls (Q = 7.4 at 1.9 GHz) and Cs (Q = 58 at 1.9 GHz), as well as an LC bandpass
filter implemented from them [33]. As can be seen from Table 11.1, to within the
measurement accuracy and site-to-site repeatability, the Ls and Cs and LC filter are
unchanged by even extreme proton fluences. We did consistently observe a shift in
the LC filter second resonance, which we believe to be due to a moderate change
in the coupling coefficient, but this should not affect the operation of the filter in
actual circuit design.

11.5 Single Event Upset

As discussed in detail above, as-fabricated SiGe HBTs are robust to various types
of ionizing radiation, in terms of both their dc and ac electrical characteristics.
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Clearly, however, a space-qualified IC technology must also demonstrate sufficient
SEU immunity to support high-speed circuit applications. It is well known that
even III-V technologies that have significant TID tolerance often suffer from poor
SEU immunity, particularly at high data rates. Recently, high-speed SiGe HBT
digital logic circuits were found to be vulnerable to SEU at even low LET values
[40, 41]. In addition, successfully employed III-V HBT circuit-level hardening
schemes using the current-sharing hardening (CSH) technique [40] were found to
be ineffective for these SiGe HBT logic circuits (Figure 11.30). To help understand
these SEU results, and to aid in the search for effective SEU mitigation approaches,
device and circuit simulations are required.

A logical approach to this problem is to use sophisticated mixed-mode circuit
simulation, in which the electrical characteristics of the transistor being hit by an
ion strike are solved directly using a 2-D/3-D device simulator. In addition to com-
plexity, commercial mixed-mode simulators often do not support advanced transis-
tor models used by circuit designers, making mixed-mode simulation intractable in
practice. An alternative and popular methodology is to simulate the SEU-induced
transient terminal currents using a device simulator (e.g., MEDICI), and then use
these resultant transient currents as excitations in a conventional circuit simulator
(e.g., Cadence), with advanced transistor model capability (e.g., VBIC or HICUM)
[42].
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Figure 11.30 Experimental SEU cross section test data on SiGe HBT shift registers
[40].

11.5.1 Transistor Equivalent Circuit Under SEU

Device-level simulation for SEU modeling is significantly more complicated than
for simple dc or ac simulations, since the n-p-n layers of the intrinsic transistor and
the p-type substrate form a n-p-n-p multi-layer structure, making the charge col-
lection more complicated than in a conventional bipolar process. The substrate is
usually biased at the lowest potential in order to reverse bias the collector-substrate
junction.

During a heavy-ion (i.e., cosmic ray) strike, a column of high density electrons
and holes are deposited along the ion trajectory. Electrons are collected by the
emitter (E) and collector (C), and holes are collected by the base (B) and substrate
(S). For convenience, the ion-induced currents at the emitter and collector are de-
noted as ien and icn, where the subscript n indicates "electron collection." Similarly,
the ion-induced currents at the base and substrate terminals are denoted as ibp, and
isp, where p indicates "hole collection." Note that ien, icn, ibp, and isp can all be
simulated using a device simulator as a function of time for a given ion strike.
Physically, the sum of all of the terminal currents must always be zero, which can
be verified in practice by summing the simulated terminal currents. As a result,
we only need to describe any three of the four currents, and the other current is
then automatically accounted for. The equivalent circuit shown in Figure 11.31
explicitly describes ibp, isp, and ien:
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Figure 11.32 The schematic cross section of the SiGe HBT used in the simulations.

• ibp represents the hole current through the base. Even though ibp appears
between the base and collector, it contains all of the holes collected by the
base through interactions with electrons collected by both the emitter and
collector.

• isp represents the hole current through the substrate. Even though isp appears
between the collector and substrate, it contains all of the holes collected by
the substrate through interactions with electrons collected by both the emitter
and collector.
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• ien represents the electron current through the emitter. Note that ien appears
between the collector and emitter, and connects with both isp and ibp. Such a
connection is necessary to ensure that all the terminal currents are properly
described.

• The ion-induced electron current through the collector, icn, is then given by

icn = −(ibp + isp + ien). (11.13)

11.5.2 SEU Simulation Methodology

At the device level, the SEU-induced transient terminal currents are obtained us-
ing quasi-3D device simulation (i.e., using a rectangular 2-D mesh/profile, which is
then rotated about the central device axis and solved using cylindrical coordinates).
Given the complexity of accurately modeling SEU, a brief summary of the method-
ology is offered for insight. The SiGe HBT doping profile and Ge profile were first
constructed using measured SIMS data, device layout information, and then careful
calibration of dc and ac electrical characteristics using advanced parameter models.
All of the lateral structures of the device must be accounted for (Figure 11.32), in-
cluding the deep and shallow trench isolation. For SEU simulation, a top substrate
contact needs to be used, as opposed to a bottom contact, which is typically used
in simulations not concerned with SEU. A bottom substrate contact rigorously sets
the bottom of the simulation structure to thermodynamic equilibrium, which is not
the case in the event of realistic SEU. To ensure that the reflective boundary condi-
tion implemented in the simulator is consistent with physical reality, the geometries
of the simulation region must be sufficiently large. In practice, only a finite depth
substrate can be simulated due to computational memory, speed, and complexity
limitations. The minimum depth required to provide a reasonable approximation is
problem specific, and depends on the ion LET, the depth of ion strike, doping, and
terminal bias. Our approach to determining the minimum depth is to gradually in-
crease the simulation depth until the simulated charge collection results no longer
change. For most of the simulations used in this work, the minimum simulation
depth is between 50–100 µm.

The center of the emitter was used as the cylindrical z-axis as an approximation
of a worst-case ion strike. A fine mesh was used along the path of the ion strike
and at the pn junction interfaces. The average number of nodes was 104 for each
simulation. The validity of the griding scheme was checked by repeating the simu-
lation on finer grids. The charge track was generated over a period of 10 psec using
a Gaussian waveform. The Gaussian had a 1/e characteristic time-scale of 2 psec,
a 1/e characteristic radius of 0.2 µm, and the peak of the Gaussian occurred at 4
psec. The depth of the charge track was 10 µm, and the LET value was uniform
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along the charge track. Two substrate doping values of 5x1015 cm−3 and 1x1018

cm−3 and five LET values from 0.1–0.5 pC/µm were simulated. Transient currents
for different SEU conditions were simulated using quasi-3D device simulation, and
included in circuit simulation using the equivalent circuit described above and the
relevant circuit architecture. In principle, any transistor in the modeled circuit can
be hit by a heavy ion. In practice, however, it is generally easy to identify the
sensitive transistors and concentrate the analysis on those devices.

11.5.3 Charge Collection Characteristics

From a device perspective, it is important to first assess the transistor charge collec-
tion characteristics as a function of terminal bias, load condition, substrate doping,
and ion strike depth [42]. Figure 11.33 shows the charge collected by the collector
versus time for different RC loads. The base and emitter terminals were grounded,
the substrate bias was -5.2 V, the collector was connected to ground through an
RC load, and the substrate doping was 5x1015/cm3. A uniform LET of 0.1 pC/µm
(equivalent to 10 MeV-cm2/mg) over 10-µm depth was used, which generates a
total charge of 1.0 pC. The results clearly show that charge collection is highly
dependent on the transistor load condition (i.e., circuit topology). As the load re-
sistance increases, the collector-collected charge decreases. Note, however, that
the emitter-collected charge increases correspondingly. The underlying physics is
that more electrons exit through the emitter, instead of the collector. A larger load
resistance presents a higher impedance to the electrons at the collector, and thus
more electrons exit through the emitter. The collector of the adjacent device only
collects a negligible amount of charge, despite the transient current spikes of the
strike. Nearly all of the electrons deposited are collected by the collector and the
emitter, although the partition between emitter and collector collection varies with
the load condition.

The simulated evolution of the carrier profiles shows that the holes deposited
deep in the bulk exit through the substrate, and the holes deposited near the surface
exit through the base. All of the holes deposited get collected because of the 5.2 V
reverse bias on the collector-substrate junction.

Figure 11.34 shows the collector-collected charge versus time for different sub-
strate doping levels. The electron charge collected by the collector decreases mono-
tonically with increasing substrate doping. However, the electron charge collected
by the emitter increases first when the substrate doping increases from 5x1015 cm−3

to 1017 cm−3, and then decreases when the substrate doping further increases to
1018 cm−3. The reason for the decrease of emitter-collected charge at 1018 cm−3

is that the total amount of electrons that can be collected (the sum of the emitter
and collector) decreases monotonically with increasing substrate doping. The total
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Figure 11.33 Collector-collected charge versus time for different RC loads.

electron charge collected is approximately equal to the hole charge collected by the
substrate. The rest of the deposited electrons and holes are left in the substrate.

The substrate doping dependence of SEU in SiGe HBTs can be understood by
examining the corresponding collector current waveforms shown in Figure 11.35.
Immediately after the ion strike, electrons are swept out of the collector efficiently
via drift, giving rise to a large collector current spike. Subsequently, the collec-
tor current begins to drop due to the removal of the deposited carriers. After 20
psec, the collector current is diminished for the 1017 and 1018 cm−3 doping lev-
els. The collector-collected charge thus saturates for these two doping levels, as
shown in Figure 11.34. The collector current for the 5x1015 cm−3 doping level,
however, starts to increase again approximately 7 psec after the ion strike. The dif-
ference observed can be attributed to the strong dependence of funneling-assisted
drift charge collection on the substrate doping. For a higher substrate doping, the
original junction electric field is much higher, and the original space charge layer is
much thinner. The funnel length is smaller, and the funneling-assisted drift charge
collection is much faster for a heavily doped substrate, resulting in less total charge
collection. For a lightly doped substrate, funneling takes a longer time to develop
and the funnel length is larger, resulting in more charge collection. A heavily
doped substrate is generally desired to improve the susceptibility to SEU in SiGe
HBT digital logic circuits, where upset of the circuit functionality is primarily de-
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Figure 11.34 Collector-collected charge versus time for different substrate doping
levels.

pendent on the total amount of charge collected, as shown by circuit simulations
[43]. This conclusion, however, is expected to be circuit topology dependent.

Figure 11.36 shows the impact of substrate bias on charge collection for a 10-
µm deep ion strike (all of the other terminals are grounded). A less negative sub-
strate bias can significantly reduce the charge collection, as expected. Thus, from
a circuit-level point of view, the collector-substrate junction reverse bias should be
reduced as much as possible to improve the susceptibility to SEU. Among all of
the terminal biases, the reverse bias on the n+ collector to p-substrate junction has
the most significant impact on the circuit function upset. This can be understood
as a result of the collection of holes through the substrate terminal, as well as the
interaction between electrons and holes during the charge collection process.

Finally, the ion strike depth affects the charge collection in two ways. First,
less total charge is deposited and collected for a shallower ion strike. Second, a
larger portion of the deposited holes exit through the base with decreasing strike
depth. The reason for this is that the holes deposited close to the surface always exit
through the base. The collection of deposited holes by the base is nearly identical
for a shallow strike stopping at the middle of the n+ subcollector (1.7 µm from the
surface) and a deep ion strike stopping deep in the substrate (10 µm from the sur-
face). For the shallow strike, nearly all of the deposited holes exit through the base,
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even though the substrate potential is 5.2 V lower than the base potential. The lack
of holes in the unstruck lower half of the n+ buried layer effectively blocks the flow
of holes into the substrate. Therefore, the substrate bias does not affect the charge
collection in such cases. This situation differs from the competition between the
emitter and collector collection of electrons by the fact that the deposited electrons
are always connected to both the emitter and collector upon the strike. For the deep
strike, only the holes deposited near the surface are collected by the base, while the
rest of the holes deep in the bulk are collected by the substrate.

11.5.4 Circuit Architecture Dependence

Given this detailed device-level charge-collection information, comparisons of the
SEU sensitivity of particular circuit architectures can be undertaken [43, 44]. In
this case, 3 D flip-flop circuits were investigated, as representative high-speed dig-
ital logic building blocks, including: two unhardened SiGe HBT circuits (denoted
as circuits A and B) and a current-sharing hardened (CSH) circuit (denoted as cir-
cuit C). Each of the three circuits have the identical logical functionality of a rising
edge-triggered D flip-flop under normal operation (i.e., without SEU).

Circuit A is a straightforward ECL implementation of the standard rising edge-
triggered flip-flop logic diagram shown in Figure 11.37. The standard ECL im-
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Figure 11.36 Collector-collected charge versus time for two different substrate
bias conditions.

plementation of a two-input NAND gate is shown in Figure 11.38. Here, IN1 and
IN2 are the two inputs, IN1∗ and IN2∗ indicate their logic complements, and V1
is the NAND output, while V2 is the compliment of V1. Note that VCS sets the
switching current. The level shifters at the input and output are not shown.

Circuit B is the unhardened version of the D flip-flop used in the shift registers
tested in [40]. The transistor-level circuit is shown in Figure 11.39. Circuit B uses
fewer transistors and thus less power than circuit A, and is also faster than circuit
A, allowing operation at higher clock rates. Because of these advantages, circuit
B is very popular in high-speed bipolar digital circuit design. The circuit consists
of a master stage and a slave stage. The master stage consists of a pass cell (Q1
and Q2), a storage cell (Q3 and Q4), a clocking stage (Q5 and Q6), and a biasing
control (Q7). The slave stage has a similar circuit configuration.

Circuit C is the current-sharing hardened version of circuit B. The circuit was
used as a basic building block of the 32-stage shift-register tested in [40]. Each
transistor element in Figure 11.39 was implemented with a five-path CSH archi-
tecture. The CSH concept is illustrated in Figure 11.40 using a single-level ba-
sic current-mode logic gate. The current source transistor Q7 is divided into 5
paths, with VCS1 controlling 3 paths, and VCS2 and VCS3 controlling 1 path each.
These paths are maintained separately through the clocking stage and through the



498 Silicon-Germanium Heterojunction Bipolar Transistors

CLK

D

R

S
Q

1

2

3

4

5

6 Q*

Figure 11.37 Logic diagram of a standard rising edge-triggered D flip-flop.

Figure 11.38 Standard ECL implementation of a two-input NAND gate.
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Figure 11.39 Schematic of circuit B, the unhardened counterpart of the D flip-flop
used in the shift registers tested in [40].

pass and storage cells. In essence, the input and output nodes of five copies of
the switching circuits, including the controlling switch, clock, master and storage
cells, are connected in parallel. The load resistance is shared by all the current
paths. The full schematic is not shown because of the large number of transistors
and interconnects.

We first compared the three circuits for a fixed switching current of 1.5 mA.
The quasi-3D simulated SEU-induced transient currents were activated on one of
the sensitive transistors. In circuit A, we chose to "strike" the transistor at the
output node of NAND gate 2 in Figure 11.38. In circuits B and C, we chose Q3 of
the storage cell in the master stage (Q3). Figures 11.41–11.43 show the simulated
SEU responses for Circuit A, B, and C, respectively. An LET of 0.5 pC/µm and a
substrate doping Nsub = 5x1015/cm3 was used.

The SEU currents were activated at 5.46 nsec (within the circuit hold time),
immediately after the clock goes from low to high, a sensitive time instant for
SEU-induced transient currents to produce an upset at the output. The input data is
an alternating "0" and "1" series with a data rate of 2 Gbit/sec. Observe that circuit
A shows no upset at all, while circuits B and C show 5 and 3 continuous bits of
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Figure 11.40 Illustration of the CSH concept using a basic ECL gate. In this case, 5
parallel subtransistor elements are used to maintain separate current
paths.

data upset, respectively. These results suggest that circuit A has the best SEU
tolerance, while circuit C, the CSH hardened version, has better SEU tolerance
than its unhardened companion version, circuit B.

Circuit A, which shows no data upset at a switching current of 1.5 mA, does
in fact show an upset when the switching current is lowered to 0.6 mA. This is
consistent with our earlier observation that increasing switching current is effective
in improving SEU performance for circuit C [43].

The fundamental reason for the observed better SEU tolerance of circuit A
than for circuits B and C is that only one of the two outputs of the emitter-coupled
pair being hit is affected by the ion-strike SEU current transients. Consider the
switching pair of the two-input NAND gate in Figure 11.38. Assuming that the left
transistor Q1 is hit, the resulting transient collector current lowers the potential at
the collector of Q1 (V1). However, the output voltage of the right transistor Q2
(V2) is not affected. An examination of the operation of NAND gate number 2
(in Figure 11.37) using Figure 11.38 clearly shows this. As long as the differential
output (V1-V2) is above the logic switching threshold, the output remains unaf-
fected, and no upset occurs. This is supported by the simulation results shown in
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Figure 11.41 Output waveform for circuit A, with LET = 0.5 pC/µm, at a switch
current of 1.5 mA.

Figure 11.44 for circuit A with 1.5-mA switch current. The thresholds for the dif-
ferential output to produce low-to-high and high-to-low transitions are indicated.
The collector voltage of Q1 (V1) decreases upon ion strike (compared to without
SEU), however, and no upset is observed at the output, simply because the differ-
ential output remains above or below the relevant switching threshold.

In comparison, in circuits B and C, both outputs of the storage cell consisting
of Q3 and Q4 are affected by the SEU transients because of cross-coupling (see
Figure 11.39). The input (base) of Q3 is connected to the output (collector) of
Q4. Similarly, the input of Q4 is connected to the output of Q3. Cross-coupling
of Q3 and Q4 acts as a positive feedback mechanism, which not only enhances
the SEU-induced decrease of V2 (compared to without SEU); but also makes V1
higher than without SEU. Therefore, it is easier to produce an upset at the output
because of much higher SEU-induced change in differential output compared to
that in circuit A (note that the output of the struck transistor (Q3) is V2 for circuit
B).

The above analysis is supported by the simulated V2, V1, and (V2-V1) shown
in Figure 11.45 for the storage cell emitter-coupled pair (Q3 and Q4). The reason
for the better SEU tolerance of circuit C compared to circuit B is likely due to the
larger parasitic capacitances and increased number of discharge paths.
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Figure 11.42 Output waveform for circuit B, with LET = 0.5 pC/µm at a switch
current of 1.5 mA.

Taken together, these SEU modeling results suggest that there should exist
straightforward circuit architectures that will allow high-speed SiGe HBT-based
digital logic to function in space with acceptable SEU immunity without requir-
ing additional device-level radiation hardening. Experimental verification of these
claims, as well as full 3-D modeling of charge collection in SiGe HBTs, is currently
under way.
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Chapter 12

Device Simulation

Analytical transistor analysis inevitably involves approximations and assumptions
in order to obtain closed-form solutions. Numerical analysis based on the funda-
mental differential equations governing semiconductors has become necessary in
IC technology development, and is often referred to as "device simulation." 1 Many
of the results presented in previous chapters, in fact, were obtained using device
simulation. Commercial simulators such as MEDICI 2 from Avant! (now Synop-
sys), DESSIS from ISE, and ATLAS from Silvaco, all support SiGe heterostructure
device simulation. They are typically part of a technology computer-aided-design
(TCAD) package, which includes process simulation, device simulation, and pa-
rameter extraction programs. The use of a device simulator, or TCAD tools in
general, requires substantially more knowledge of the internal workings of the sim-
ulator than the use of, say, a circuit simulator such as SPICE. For instance, users
must choose which mobility model to use, which statistics (Fermi-Dirac or Boltz-
mann) to use, and whether or not to account for incomplete ionization of dopants.
The default physical models are usually the simplest ones, and often give inac-
curate results, particularly for advanced device technologies such as SiGe. Users
are also responsible for the "meshing" of the device structure, which can affect the
simulation results significantly. This chapter describes the differential equations
and physics implemented in commercial device simulators, as well as the practical
aspects of using these simulators for SiGe HBT analysis and optimization.

1We differentiate here between device-level "simulation," and circuit-level "modeling" (e.g., with
compact models in SPICE or ADS).

2We point out that "MEDICI" is commonly mispronounced as ¿ma-’dee-chi¿. As any student
of the Italian Renaissance will recognize, however, the name of the famous Florentine family is
correctly pronounced ¿’med-a-chi¿.
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12.1 Semiconductor Equations

The electrical behavior of a semiconductor system is governed by Poisson’s equa-
tion and the current continuity equations. The three fundamental variables are
electrostatic potential φ, electron concentration n, and hole concentration p. The
governing equations are:

∇ · ε∇φ = −q (p − n + C) , (12.1)
1
q
∇ · −→Jn − R =

∂n

∂t
, (12.2)

−
1
q
∇ · −→Jp − R =

∂p

∂t
, (12.3)

where ~Jn and ~Jp are the electron and hole current densities, C is the net concentra-
tion of ionized dopants and charged traps, and R is the net rate of recombination
(including impact ionization). Here, ~Jn and ~Jp are related to n, p, and φ through
the semiconductor transport equations. The most basic transport equations used in
commercial device simulators are the so-called "drift-diffusion" equations. 3 The
bandgap edges EC and EV are related to the electrostatic potential by

EC = −qφ − χ + ∆, (12.4)

EV = −qφ − χ + ∆ − Eg, (12.5)

where χ is the electron affinity, Eg is the bandgap, and ∆ is a constant depending on
the choice of energy reference. In a SiGe HBT, the Ge mole fraction is a function
of position, and thus both χ and Eg vary with position.

12.1.1 Carrier Statistics

The electron and hole concentrations in semiconductors are described by the Fermi-
Dirac distribution function and a parabolic density-of-states in the energy-wave
vector (E − k) space. Integration in the conduction and valence bands lead to n

3It should be appreciated that the drift-diffusion equations are themselves an approximation of
the more rigorous Boltzmann transport equation, and assume, among other things, validity of the
so-called "relaxation time approximation."
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and p

n = NCF1/2 (ηn) , (12.6)

p = NV F1/2
(

ηp
)

, (12.7)

ηn ≡
EFn − EC

kT
, (12.8)

ηp ≡
EV − EFp

kT
, (12.9)

where NC and NV are the effective conduction and valence band density-of-states,
F1/2(x) is the Fermi integral of order 1/2, and EFn and EFp are the quasi-Fermi
levels for electrons and holes, respectively. These equations can be rewritten in a
form that resembles the familiar n and p equations with exponential (Boltzmann)
terms [1] as

n = γnNCe
ηn , (12.10)

p = γpNV e
ηp , (12.11)

where γn and γp are defined by

γn ≡ F1/2(ηn)e−ηn , (12.12)

γp ≡ F1/2(ηp)e−ηp . (12.13)

Here, γn and γp can be viewed as correction factors accounting for the carrier
degeneracy. The identification of the exponential terms in (12.10) and (12.11)
facilitates the use of the classical Scharfetter-Gummel discretization scheme for
numerical solution of the continuity equations.

In equilibrium, EFn=EFp=EF . The pn product then becomes

pn = γnγpn
2
i ; (12.14)

n2
i ≡ NCNV e

−Eg/kT . (12.15)

The ni as defined above is known as the "intrinsic carrier concentration." For an
intrinsic semiconductor in equilibrium, γn=γp=1, and n = p = ni. Thus, EFn,p

can be determined from Poisson’s equation. For Boltzmann statistics, γn=γp=1,
and pn = n2

i , which is only a function of NC , NV , and Eg . An examination
of the Fermi integral indicates that when EF is with 3kT of EC or EV , which
occurs when n and p are large due to either heavy doping or high injection, γn and
γp become smaller than unity. As a result, pn = γnγpn

2
i at equilibrium becomes

smaller than n2
i . If one continues to use Boltzmann statistics (which gives a simple

pn = n2
i relation suitable for data processing in experimental analysis), when γn or
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γp is much smaller than 1.0, the bandgap term Eg must be artificially increased to
obtain the correct pn product.

A popular paradigm for device simulators accounts for this carrier degeneracy
by modifying the bandgap Eg without going from the simple Boltzmann statis-
tics to the more complex Fermi-Dirac statistics. The resulting "apparent" bandgap
change (∆G) is significant for doping levels found in SiGe HBTs, as shown in
Figure 12.1 for n-type doping. For a doping level of 1020 cm−3, for instance, the
∆G required to account for degeneracy is -31.2916 meV. The number is negative
here because a positive ∆G typically means a narrowing of the bandgap. Carrier
degeneracy causes a decrease of the pn product compared to n2

i , and thus a negative
∆G contribution. To obtain the correct pn product using conventional Boltzmann
statistics, the bandgap must thus be artificially increased.
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Figure 12.1 Apparent bandgap narrowing needed to account for degeneracy using
Boltzmann statistics for n-type doping.

Similarly, the changes of NC , NV , and the rigid bandgap Eg can all be lumped
into ∆G such that we can still use the low doping level NCNV value under heavy
doping situations. The rigid bandgap narrowing and changes of NCNV both lead
to a positive ∆G. The net apparent bandgap narrowing is positive, and increases
with doping level. To correctly simulate SiGe HBTs with heavily doped emitter
and base regions, one must understand the physical origins of various contribu-
tions to the experimentally measured apparent bandgap narrowing ∆G, as well as
the difference between the real bandgap reduction and apparent electrical bandgap
reduction ∆Eg

app. Unfortunately, to our knowledge, the apparent bandgap narrow-
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ing models reported in the literature, which implicitly assume Boltzmann statistics,
are often implemented the same way for both Boltzmann statistics and Fermi-Dirac
statistics, which is physically inconsistent. What makes the situation worse is that
the use of Fermi-Dirac statistics is often suggested in user manuals for simulation
of devices with heavy doping. This is clearly incorrect.

Using (12.15), (12.10) and (12.11) can be rewritten in the following form

n = nine
q(ψ−φFn)/kT , (12.16)

p = nipe
q(φFp−ψ)/kT , (12.17)

nin = niγn, (12.18)

nip = niγp, (12.19)

φfn = −EFn/q, (12.20)

φfp = −EFp/q, (12.21)

ψ = −
1
2q

(

EC + EV − kT ln
NC

NV

)

. (12.22)

The φFn, φFp, and ψ as defined above are referred to as the electron quasi-Fermi
potential, the hole quasi-Fermi potential, and the intrinsic Fermi potential, respec-
tively. Here, ψ , instead of φ, is used as the fundamental variable in simulators
such as SEDAN [2] and MEDICI [1]. For uniform band structure, the intrinsic
Fermi potential ψ differs from the electrostatic potential φ by a constant, and is
used directly in the solution of Poisson’s equation. For nonuniform band structure
(i.e., for SiGe HBTs), the difference is not constant. Substituting the EC and EV

expressions (12.4) and (12.5) into (12.22), one obtains the relation between φ and
ψ

φ = ψ − θ + const, (12.23)

θ =
1
q

[

1
2

(

Eg + kT ln
NC

NV

)

+ χ

]

. (12.24)

Using ψ as an independent variable, Poisson’s equation (12.1) can be rewritten as

∇ · ε∇ (ψ − θ) = −q (p − n + C) . (12.25)

Inside MEDICI, for instance, Poisson’s equation is implemented using (12.25) [1].

12.1.2 Drift-Diffusion Equations

The current densities
−→
Jn and

−→
Jp can be related to φ, n, and p by solving the Boltz-

mann transport equation using the method of moments, or alternatively by applying
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the fundamental principles of irreversible thermodynamics. The resulting current
density (either

−→
Jn or

−→
Jp) has a drift component proportional to electric field, and a

diffusion component proportional to carrier concentration gradient,

−→
Jn = qnµn

−→
E + qDn∇n, (12.26)

−→
Jp = qpµp

−→
E − qDp∇p, (12.27)

where µn and µp are the carrier mobilities, Dn and Dp are carrier diffusivities, and
−→
E is the electric field,

−→
E = −−→∇φ. (12.28)

The diffusivities are related to the mobilities by the generalized Einstein relations

Dn =
kT

q
µnF1/2(ηn)/F−1/2(ηn), (12.29)

Dp =
kT

q
µpF1/2(ηp)/F−1/2(ηp). (12.30)

When Boltzmann statistics is used, the Einstein relations simplify to their familiar
form

Dn =
kT

q
µn, (12.31)

Dp =
kT

q
µp. (12.32)

The driving forces for the drift component of
−→
Jn and

−→
Jp are identical in (12.26)

and (12.27). The realization of heterostructures provides a means of independently
engineering the driving forces for electrons and holes. The driving force for elec-
tron current flow is fundamentally determined by the spatial gradient of the conduc-
tion band edge, which is modified by the electron affinity gradient and NC gradient
in a heterostructure system,

−→
En = ∇

EC

q
+

kT

q
∇ ln

NC

T 3/2
= −∇(φ +

χ

q
−

kT

q
ln

NC

T 3/2
), (12.33)

where χ is the electron affinity, and NC is the effective conduction band density of
states. Similarly, the driving force for hole current flow is given by

−→
Ep = ∇

EV

q
−

kT

q
∇ ln

NV

T 3/2
= −∇(φ +

χ

q
+

Eg

q
+

kT

q
ln

NV

T 3/2
), (12.34)
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where Eg = EC − EV is the bandgap, NV is the effective valence band density of
states, and χ, Eg , NC , and NV are all in general position dependent. The drift-
diffusion transport equations are similar to (12.26) and (12.27) except for the elec-
tric field terms,

−→
Jn = qnµn

−→
En + qDn∇n, (12.35)

−→
Jp = qpµp

−→
Ep − qDp∇p. (12.36)

12.1.3 Energy Balance Equations

In scaled devices with high electric fields and high electric field gradients, the
carrier temperatures can often be much higher than the lattice temperature. The
average carrier kinetic energies Wn and Wp are related to the carrier temperatures
Tn and Tp by

Wn =
3
2
nkTn, (12.37)

Wp =
3
2
pkTp. (12.38)

The carrier kinetic energy balance is described by Fick’s second law [3],

∂Wn

∂t
= −∇ ·

−→
Sn +

−→
Jn ·

−→
En − uWn , (12.39)

∂Wp

∂t
= −∇ ·

−→
Sp +

−→
Jp ·

−→
Ep − uWp , (12.40)

where Wn and Wp are the carrier kinetic energies, and
−→
Sn and

−→
Sp are the carrier

energy fluxes. Carriers gain energy from the electric field, and the energy conver-
sion rates are described by the Joule heating terms

−→
Jn ·

−→
En and

−→
Jp ·

−→
Ep. Carriers

also lose energy ("cool off") via recombination, impact ionization, as well as other
carrier scattering processes. The net energy loss rates due to these mechanisms are
described by uW n and uW p, as detailed below. Now,

−→
Jn and

−→
Jp can be obtained

using the method of moments

−→
Jn = qnµn

−→
En + qDn

−→∇n + qnDT
n

−→∇Tn, (12.41)
−→
Jp = qpµp

−→
Ep − qDp

−→∇p − qpDT
p

−→∇Tp, (12.42)
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where DT
n and DT

p are carrier thermal diffusivities. Note that µn and µp are now
functions of Tn and Tp, respectively, and Dn and Dp are related to µn and µp by

Dn =
kTn
q

µnF1/2(ηn)/F−1/2(ηn), (12.43)

Dp =
kTp

q
µpF1/2(ηp)/F−1/2(ηp), (12.44)

ηn =
EFn − Ec

kTn
, (12.45)

ηp =
Ev − EFp

kTp
. (12.46)

The thermal diffusivities DT
n and DT

p are related to µn and µp in a complex manner
for Fermi-Dirac statistics. For the special case of Boltzmann statistics we can write

DT
n =

∂Dn

∂Tn
, (12.47)

DT
p =

∂Dp

∂Tp
. (12.48)

The energy fluxes
−→
Sn and

−→
Sp can also be obtained using the method of moments as

follows [3]

−→
Sn = −PnTn

−→
Jn − κnTn, (12.49)

−→
Sp = PpTp

−→
Jp − κpTp, (12.50)

where Pn and Pp are the carrier thermal electric powers, which have a simple form
when Boltzmann statistics is applied,

Pn = Pp = P =
5
2
k

q
, (12.51)

and κn and κp, the carrier thermal conductivities, are described by a generalized
Wiedemann-Franz law;

κn =
(

5
2
+ cn

)

k2

q
nµnTn, (12.52)

κp =
(

5
2
+ cp

)

k2

q
pµpTp. (12.53)
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Here, cn and cp are carrier heat capacities, which can be safely neglected in most
situations. Finally, the rate of net loss of carrier kinetic energy is given by [3]

uWn = (uSRH + urad)
3kTn

2
− (un,Auger − gn,ii)[Eg +

3kTp
2

]

− gp,ii
3kTn

2
−

Wn −Wn0

τWn

, (12.54)

uWp = (uSRH + urad)
3kTp

2
− (up,Auger − gp,ii)[Eg +

3kTn
2

]

− gn,ii
3kTp

2
−

Wp −Wp0

τWp

. (12.55)

In the above equations, uSRH and urad are the rates of net carrier loss due to SRH
and radiative recombination, respectively, and un,Auger and up,Auger are rates of net
carrier losses due to Auger recombination initiated by electrons and holes, respec-
tively. In addition, gn,ii is the rate of net carrier generation due to impact ionization
initiated by the high energy electrons, and gp,ii is the rate of net carrier generation
due to impact ionization initiated by the high energy holes. The last two terms in
the above two equations represent the net rate of energy loss via scattering, where
τWn and τWp are the carrier energy relaxation times, and Wn0 and Wp0 are Wn and
Wp when Tn = Tp = T . For Auger recombination and impact ionization, we must
distinguish between whether the process is initiated by the electrons or the holes.
Both processes involve three carriers: the initiating electron or hole, and the recom-
bined or impact-ionized electron-hole pair. The last two terms of the two equations
above represent the energy exchange between the carriers and the lattice.

12.1.4 Boundary Conditions

In commercial device simulators, the basic semiconductor equations are solved
on a finite bounded domain that is defined by the user. The user must make sure
that the simulation domain chosen is large enough that the boundary conditions
implemented in the simulator are well-satisfied. Nonphysical boundaries not only
lead to inaccurate simulation results, but also cause convergence problems during
the numerical solution process. At the edges of the simulation domain, appropriate
boundary conditions are applied for the unknowns φ, n, p, Tn, and Tp in solving the
fundamental semiconductor equations.

The device structure in question must be isolated from its surroundings, includ-
ing adjacent devices, the substrate, or passivation dielectric layers. These bound-
aries are somewhat artificial, and can be chosen differently by different users. The
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bottom line, however, is that the simulation results must be checked for consistency
with the "Neumann" boundary conditions implemented in simulators. That is, the
fluxes across the boundaries must be zero, the normal component of electric field
must be zero, and

n̂ · −→Jn = 0, n̂ · −→Jp = 0, (12.56)

n̂ ·
−→
Sn = 0, n̂ ·

−→
Sp = 0, (12.57)

n̂ · ∇φ = 0, (12.58)

where n̂ is an outward-oriented vector normal to the boundary.
The "Dirichlet" boundary condition is applied at the ohmic contacts. The val-

ues of n and p in the drift-diffusion formalism, as well as Tn and Tp in the energy-
balance formalism, are by definition fixed at their equilibrium values at the ohmic
contacts. The electron and hole temperatures are equal to the lattice temperature,

Tn = Tp = T. (12.59)

Electrons and holes have the same quasi-Fermi levels at ohmic contacts, which are
modulated by the applied voltage, such that

φFn = φFp = Vapplied. (12.60)

The equilibrium values of n and p are defined by the charge neutrality conditions,
and the pn product,

ps +N+
d = ns +N−

a , (12.61)

psns = γnγpn
2
i . (12.62)

Using (12.6) and (12.7), ηn and ηp, and hence γn and γp can be expressed as func-
tions of n and p, respectively. Therefore, ns and ps can be solved from (12.61) and
(12.62). The intrinsic Fermi potential ψs at the contact is then obtained from either
(12.16) or (12.17),

ψs = φFn +
kT

q
ln

ns
nin

= Vapplied +
kT

q
ln

ns
nin

, (12.63)

= φFp −
kT

q
ln

ps
nip

= Vapplied −
kT

q
ln

ps
nip

, (12.64)

where φFn = φFp = Vapplied, since we are considering equilibrium conditions. The
electrostatic potential φ is then obtained using (12.23). For the special case of
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Boltzmann statistics, closed-form solutions exist

ns =
C +

√

C2 + 4n2
i

2
, (12.65)

ps = n2
i /ns, (12.66)

ψs = Vapplied +
kT

q
ln

ns
ni

= Vapplied −
kT

q
ln

ps
ni
. (12.67)

Schottky contacts are typically modeled in terms of work function and surface
recombination velocity. At the contact, the intrinsic Fermi potential ψs is given by
[1]

ψs = Vapplied + χs +
1
2q

(

Eg + kT ln
NC

NV

)

−Wmet, (12.68)

where Wmet is the work function of the contact metal. A polysilicon contact to
the emitter of a SiGe HBT is often modeled as a Schottky contact in commercial
devices simulators. The electron and hole quasi-Fermi levels φFn and φFp are no
longer defined by the applied voltage. Instead, they are defined in terms of the
current density and minority carrier concentration at the contact

Jsn = qvsn(ns − ns0), (12.69)

Jsp = qvsp(ps − ps0). (12.70)

Here vsn and vsp are the surface recombination velocities of electrons and holes,
respectively, and ns0 and ps0 are the equilibrium values of ns and ps. Ohmic contact
can be viewed as the extreme case of vsn=vsp=∞. Hence, ns = ns0 and ps = ps0,
since an ideal ohmic contact acts as a perfect sink for injected minority carriers.
The work function and minority carrier recombination velocity at the polysilicon
contact can then be adjusted to reproduce the measured base current in SiGe HBT
simulations. 4

An efficient approach for vertical profile optimization of SiGe HBTs often re-
quires only 1-D device simulation. The collector and emitter boundaries can be
described as standard ohmic contacts. The base electrode, however, cannot be
modeled as a standard ohmic contact, because the minority carrier concentration is
fixed at its equilibrium value for the point specified as the base electrode. As a re-
sult, the minority carriers are all absorbed by the base electrode, which effectively
blocks the minority carrier current flow towards the collector. This unphysical re-
sult is thus caused by the 1-D simplification. In reality, the ohmic base contact is

4Unfortunately this is usually performed using the free-parameters to simply curve-fit to the data,
thereby losing any physical basis.
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obviously not made inside the intrinsic neutral base, and hence the intrinsic base
cannot be described as a true ohmic contact, which by definition is a perfect sink
for minority carriers. Inside the intrinsic base, the base current is supplied laterally
from the physical base contact, where the ohmic boundary conditions apply. An
easy solution that enables 1-D simplification of this inherently 2-D problem is to
set only the majority carrier quasi-Fermi level at the base contact point. For an npn
SiGe HBT, only the hole quasi-Fermi potential φFp is set to the applied voltage.
A more elaborate approach is to consider the emitter crowding effect by explicitly
including the voltage drop caused by the base current. In MEDICI, this is accom-
plished by injecting a majority carrier current Im at the node specified as majority
carrier contact. In this case, Im is proportional to the difference in applied voltage
Vapplied and the majority carrier quasi-Fermi potential φF,maj

Im = G(φF,maj − Vapplied). (12.71)

Inside MEDICI, G is calculated as the conductance corresponding to 0.1 µm of
silicon.

12.1.5 Physical Models

A number of physical parameters are required in the semiconductor equations,
including the effective density-of-states NC and NV , the electron affinity χ, the
bandgap Eg , the carrier mobilities µn and µp, the recombination rates uSRH and
uAuger, and the impact ionization rates gn,ii and gp,ii. In commercial simulators
such as MEDICI, only χ and Eg are modeled as a function of Ge mole fraction.
For parameters such as the mobilities, a number of models are available from which
the user must choose. The model equations can be found in the user manuals, but
the relevant question is which parameter models to select, and sometimes, which
model parameters can be tuned in a meaningful way if needed.

In choosing mobility models, one typically needs to specify a model for the
low-field mobility as well as a model for velocity saturation. By default, the carrier
mobilities are treated as constants. As a result, the fT simulated using default mod-
els is much larger than the measured fT . The current density at which peak fT is
reached is also typically well above its measured value because velocity saturation
is not taken into account. Based on our experience, for SiGe HBT simulation, the
use of the so-called "Philips unified mobility model" is recommended. A unique
feature of this model lies in its ability to separately model the majority and minority
carrier mobilities, which can be an important issue for SiGe HBTs.

For device simulations, it is a common practice to assume complete ionization
of dopants in Si (or SiGe). For heavy doping levels, such as those found in the
emitter and base regions of SiGe HBTs, however, significant differences can be
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observed between results simulated with and without incomplete ionization, espe-
cially for early versions of MEDICI. This difference is not truly physical because
the dopants should be completely ionized at all temperatures for concentrations
above a certain doping level known as the "Mott" or "metal-insulator" transition.
If one continues to use the incomplete ionization relations for such heavy doping
levels, the majority carrier concentration is significantly underestimated, and the
minority carrier concentration is equally significantly overestimated. Significant
shifts of both IC and IB are then observed on the Gummel characteristics for a
typical SiGe HBT. This situation has been corrected in later versions of MEDICI
by applying incomplete ionization relations for doping levels below a defined low-
valued threshold, and applying complete ionization for doping levels above a de-
fined high-valued threshold, and then interpolating between the two thresholds.
This option is chosen by specifying "high.dop" together with "incomplete" in
the MEDICI model statement.

In our discussion above on carrier statistics, we noted that the apparent elec-
trical bandgap decreases with increasing doping level if one continues to apply
Boltzmann statistics to describe the equilibrium pn product,

pn = n2
i0e

∆G/kT , (12.72)

where ni0 is the intrinsic carrier concentration at low doping levels. The pn prod-
uct changes due to a combination of degeneracy, doping-induced rigid bandgap
narrowing, and density-of-states perturbations, which can all be lumped into a
single parameter ∆G, commonly called the "apparent bandgap narrowing." Since
Boltzmann statistics is used in obtaining the apparent bandgap narrowing expres-
sion, one should also use Boltzmann statistics in device simulation if the apparent
bandgap narrowing parameters are used "as is." Otherwise, the effect of degener-
acy on the pn product is effectively accounted for twice. For a doping level of 1020

cm−3, the ∆G due to degeneracy is -31.2916 meV, and is thus significant for SiGe
HBTs. Therefore, Boltzmann statistics should be used as opposed to the more ac-
curate Fermi-Dirac statistics for SiGe HBTs when the default Boltzmann-statistics-
based bandgap narrowing model is used. This approach, however, may potentially
cause other problems in cases where Fermi-Dirac statistics is necessary, either in
another region of the device where the doping level is moderate, or at low tempera-
tures. Another potential problem is that the Einstein relations depend on the carrier
statistics, which can affect minority carrier diffusivity and hence fT . One solution
is to automatically adjust the value of ∆G based on the user’s choice of the statis-
tics, but this remains to be implemented in commercial simulators. Unfortunately,
at present, the BGN parameters are calculated independent of the user’s choice of
statistics in all commercial simulators. An example is given below for the widely
used "Slotboom BGN model."
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Importantly, the choice of the bandgap narrowing model must be made consis-
tently, together with the choice of the mobility models and carrier statistics. The
reason is that the pn product at equilibrium is not directly measured, and is instead
inferred from the Gummel characteristics. Consider the base current for a bipolar
transistor with uniform doping,

JB = kTµn
n2
i0

N+
deWe

e∆G/kT eqVBE/kT , (12.73)

where N+
de and We are the emitter doping level and the emitter depth. The above

equation lumps the effects of degeneracy (i.e., Fermi-Dirac statistics), rigid bandgap
narrowing, and the NCNV changes into the ∆G term. It also neglects any recom-
bination current. Rigorous derivation of the above familiar transport equation in-
cluding the effects of degeneracy, rigid bandgap narrowing, and NCNV changes
can be performed, as was reviewed in [4], and the same analysis can be applied to
derive the collector current in SiGe HBTs [5]. The equations derived by including
advanced physics share the same functional form as the older equations derived
using simplified physics, but differ in substance.

The measured IB −VBE data only give µn exp(∆G/kT )/(N+
deWe). A mobility

model must be used to calculate ∆G, provided that the active concentration N+
de

is accurately known. In MEDICI, the default values for the bandgap narrowing
models were obtained using the Philips unified mobility model. Therefore, the
Philips unified mobility model should always be used together with the default
bandgap narrowing model parameters unless justified by other considerations. The
bandgap narrowing effect is accounted for in MEDICI by simply modifying ni to
nie in all the transport equations and boundary conditions

nie = nie
∆G/2kT . (12.74)

For instance, the ni in (12.16), (12.17), (12.62), and (12.22) are replaced by nie,
where nie is in general position dependent. In addition, ∆G is modeled as a function
of the doping concentration N using the Slotboom model [6]

∆G = ∆G0



ln
N

N0
+

√

[

ln
N

N0

]2

+ C



 . (12.75)

Using the "Philips unified mobility model" [7], the model parameters were de-
termined as ∆G0 = 6.92 meV, N0 = 1.3x1017 cm−3, and C = 0.5 [8]. The
same parameters apply to p-type doping. These model parameters were obtained
by reinterpreting those originally given in [6] using the Philips unified mobility
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model, which treats minority carrier and majority carrier mobilities independently.
Figure 12.2 shows the apparent bandgap narrowing ∆G as a function of n-type
doping using the Slotboom model. We show two curves; the dashed curve is calcu-
lated "as is" (i.e., as found in most simulators), while the solid curve is calculated
by applying a correction factor to remove the degeneracy effect. If Boltzmann
statistics is used for device simulation, the dashed curve should be used, since the
degeneracy effect is already lumped into the ∆G term. If Fermi-Dirac statistics is
used for device simulation, however, the solid curve should be used, since it does
not contain the degeneracy effect. The amount of correction needed to account for
Fermi statistics is in principle dependent on NC and NV , for n- and p-type dopants,
which are in turn dependent on the Ge mole fraction (refer to Chapter 2).
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Figure 12.2 Apparent bandgap narrowing ∆G for n-type doping. For device simu-
lation using Fermi-Dirac statistics, the solid curve should be used. For
device simulation using Boltzmann statistics, the dashed curve should
be used.

12.1.6 Numerical Methods

The electrical characteristics of a transistor can be simulated by solving the fun-
damental semiconductor equations. The individual roles of the variables in these
equations can be summarized as follows:

• The electrostatic potential distribution is governed by Poisson’s equation.
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• The electron and hole concentration distributions are governed by the conti-
nuity equations.

• The electron and hole temperature distributions are governed by the energy-
balance equations.

• If self-heating is considered, the lattice temperature distribution is governed
by the lattice heat equation.

These equations are strongly coupled partial differential equations that are also
strongly nonlinear, and hence are not trivially solved. Note, for instance, that the
relations between n or p and φ are exponential in functional form, the strongest
nonlinearity found in nature. Robust numerical methods for solving semiconduc-
tor equations are thus required, and in fact have been developed during the past
30 years. The nonlinear differential equations are first discretized at user-defined
elements or "nodes," and then solved iteratively subject to the appropriate bound-
ary conditions. Commercial simulators provide for three types of simulation: 1)
dc simulation, which is used for generating I-V curves; 2) the frequency domain
small-signal simulation for generating Y -parameters; and 3) transient simulation
for examining device response to transient excitations.

The continuous functions in the semiconductor equations are first discretized
on a user-defined simulation mesh. The differential operators are replaced by suit-
able difference operators. The unknown variables n, p, φ, Tn, and Tp at all of the
nodes are solved from these discretized equations. In a 2-D simulation, the num-
ber of obtuse elements must be minimized. Time discretization during transient
simulation is typically automatic except for the initial time step.

The box integration method is widely used in discretizing the differential oper-
ators. Poisson’s equation and the continuity equations are integrated over a small
volume enclosing each node, yielding nonlinear algebraic equations for the un-
known variables. The integration equates the flux entering the volume with the
sources and sinks inside it. The integrals are performed on an element-by-element
basis, making the handling of general surfaces and boundary conditions much eas-
ier.

In transistors, carrier concentrations often change dramatically over a short
distance. For instance, n and p can drop by several orders of magnitude across the
space-charge region of a forward-biased junction. Therefore, the current density
equations cannot be discretized using the conventional finite difference method,
which assumes that the variables in question vary between adjacent nodes in a
linear fashion. To overcome this difficulty, the Scharfetter-Gummel method and
its variants can be used for discretizing the current density and energy flux den-
sity equations [1, 3], which allow the carrier concentrations to vary exponentially
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between adjacent nodes.
The discretized nonlinear equations are solved iteratively using "Newton’s"

method. Consider the five governing equations

Fφ(φ, n, p, Tn, Tp) = 0, (12.76)

Fn(φ, n, p, Tn, Tp) = 0, (12.77)

Fp(φ, n, p, Tn, Tp) = 0, (12.78)

FTn (φ, n, p, Tn, Tp) = 0, (12.79)

FTp (φ, n, p, Tn, Tp) = 0. (12.80)

For a given initial guess of φ0, n0, p0, Tn0, Tp0, which is typically the equilibrium
solution, an update ∆φ, ∆n, ∆p, ∆Tn, and ∆Tp is calculated by solving
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. (12.81)

The matrix on the left side of the above equation is the so-called "Jacobian ma-
trix." Each element of the Jacobian is itself an N × N matrix, with N being the
total number of nodes. The matrix is mathematically sparse, because only adjacent
nodes are interconnected by mesh lines during discretization. Through proper or-
dering of the nodes, the matrix bandwidth can be minimized. The total matrix has
5 times as many rows and columns as the matrix for a single variable. With the
solved ∆, the solution is then updated. Denoting the solution estimate at the kth
iteration as −→xk, the initial guess for the (k + 1)th iteration is calculated by

−→x k+1 = −→x k + tk
−→
∆x, (12.82)

−→x = [φ n p Tn Tp]T , (12.83)
−→
∆x = [∆φ ∆n ∆p ∆Tn ∆Tp]T , (12.84)

where a damping parameter tk is used to improve convergence. A new Jacobian
is then calculated, and another new update is in turn calculated by solving (12.81)
until the update

−→
∆x becomes sufficiently small for convergence to be achieved. If
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(12.81) is to be solved using a direct method such as LU decomposition, the iter-
ation process can be greatly accelerated using the "Newton-Richardson" method,
which refactors the Jacobian only when necessary (typically, twice per bias point),
as opposed to once per iteration.

The algorithm for an ac solution of the transport equations typically proceeds
as follows. The total voltage applied to an electrode i is the sum of a dc bias and
an ac sinusoidal voltage

Vi = Vi0 + V̂i e
jωt, (12.85)

where Vi0 is the dc bias and V̂i is the magnitude of the ac bias. The task of ac
simulation is to find the solution to the fundamental equations (12.1)–(12.3)

−→x = −→x dc +
−→x ac e

jωt. (12.86)

Here −→x dc is the dc solution vector including all variables, and −→x ac is a phasor vector
consisting of complex numbers. Below we consider the drift-diffusion transport
equations for which only φ, n, and p need to be solved. In small-signal analysis,
V̂i is sufficiently small such that a first-order (linear) Taylor expansion can be used
when evaluating the left hand side (LHS) of (12.1)–(12.3). Only the terms having
the first-order of exp(jωt) are retained. The LHS of (12.1)–(12.3) can thus be
written as

Fφ(φ, n, p) =Fφ(φ0, n0, p0) +
∂Fφ

∂φ
φace

jωt +
∂Fφ

∂n
nace

jωt +
∂Fφ

∂p
pace

jωt, (12.87)

Fn(φ, n, p) =Fn(φ0, n0, p0) +
∂Fn

∂φ
φace

jωt +
∂Fn

∂n
nace

jωt +
∂Fn

∂p
pace

jωt, (12.88)

Fp(φ, n, p) =Fp(φ0, n0, p0) +
∂Fp

∂φ
φace

jωt +
∂Fp

∂n
nace

jωt +
∂Fp

∂p
pace

jωt. (12.89)

Recall that the dc solutions were obtained by letting Fφ = 0, Fn = 0, and Fp = 0.
Therefore, at the dc solution −→x = [φ0, n0, p0]T ,

Fφ(φ0, n0, p0) = 0, (12.90)

Fn(φ0, n0, p0) = 0, (12.91)

Fp(φ0, n0, p0) = 0. (12.92)

After manipulating the right-hand side (RHS) of (12.1)–(12.3), one obtains a set
of equations similar to the dc nonlinear Newton iteration equations
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Here the ∂Fφ/∂φ, ∂Fn/∂n, and ∂Fp/∂p are the same N ×N matrices that form the
Jacobian matrix used in the dc solution. In addition, D1 is an N ×N matrix with
−jω on the diagonal and 0 on the off-diagonal, which results from the two time
derivatives on the RHS of (12.2) and (12.3)

D1 =











−jω 0 . . . 0
0 −jω . . . 0
...

...
. . .

...
0 0 0 −jω











, (12.94)

where b1 is a vector that contains the boundary conditions of the ac input voltage.
Splitting the real and imaginary parts of (12.93), one has

(

J −D2

D2 J

)(

xr
xi

)

= b2, (12.95)

where J is the dc Jacobian matrix, D2 is a diagonal matrix related to D1, b2 is
a permuted version of b1, and xr and xi are the real and imaginary parts of the
solution vector −→x ac = [φac nac pac]T .

A special case of small-signal ac simulation that has broad application is the
zero frequency limit. In transistor problems, the nac and pac solved at ω = 0 rep-
resent the local carrier storage-induced capacitance. The 2-D or 1-D distributions
of nac and pac are thus extremely useful in identifying the dominant regions of
charge storage in a SiGe HBT. Doping profile design as well as Ge profile design
can be thus be optimized using simulation to minimize charge storage and hence
maximize fT .

12.2 Application Issues

12.2.1 Device Structure Specification

The first step in device simulation is to determine the doping and Ge profiles, which
are typically measured using SIMS techniques. Figure 12.3 shows representative
doping and Ge profiles measured by SIMS for a first generation SiGe HBT. The
polysilicon/silicon interface can be identified by the As segregation peak. The
measured As doping "tail" into the Si is apparently higher than the base doping
across the entire base, but this is clearly not real, and in fact is simply the result
of the finite resolution limit of SIMS in following very rapidly changing doping
profiles. The true metallurgical EB junction can be determined from the "dip" in
the B SIMS profile of the base, where the n- and p-type concentrations are equal.
Thus the EB junction depth from the Si surface can be precisely located.
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Figure 12.3 Typical doping and Ge profiles measured by SIMS for a first-
generation SiGe HBT. The true emitter As profile is much less abrupt
than the SIMS measurement suggests.

The dopant activation percentage in the polysilicon emitter is quite low for As,
and a 5–10% activation rate is often assumed due to As clustering. The As profile
in the single crystalline silicon emitter is Gaussian-like and falls from the polysil-
icon/silicon interface towards the base. The Ge profile measured using SIMS also
has limited accuracy, and should be compared with the intended Ge profile during
SiGe epitaxial growth. Rutherford backscattering (RBS) is a more accurate means
for measuring the true Ge profile, but, in our experience, properly calibrated SIMS
generally does a very good job for Ge. An example of the net doping profile and
Ge profile used for simulation is shown in Figure 12.4.

For 2-D and 3-D simulations, the vertical doping profile in the extrinsic base
region can be obtained using SIMS in a similar manner. The lateral doping tran-
sition between extrinsic and intrinsic device, however, can only be estimated from
device layout and fabrication details, since 2-D doping profile information is typ-
ically unavailable. For vertical profile design, 1-D simulations can be used first
because of the low simulation overhead, since 1-D simulation involves much eas-
ier gridding, easier transit time analysis, much shorter simulation time, and easier
debugging. The resulting design can then be refined using 2-D simulation, which
is necessary when accurate fmax or noise analysis is desired. Full 3-D simulation
becomes necessary for problems which are inherently 3-D in nature, such as in
single-event upset (refer to Chapter 11).
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Figure 12.4 Typical doping and Ge profiles used for device simulation.

12.2.2 Mesh Specification and Verification

The next step is to define the coordinate values of the points (nodes) at which
the semiconductor equations are discretized. Even though commercial simulators
all provide some means of regridding (e.g., based on the doping gradient), taking
the extra time to specify a reasonably good initial mesh usually pays off in the
end. Regridding, if not well-controlled, can easily generate a large number of
obtuse triangle elements, which can cause numerical problems for the continuity
equations when the box integration method is applied for discretization. A popular
meshing method is to use a rectangular grid. In this case, the nodes are defined by
the intersections of horizontal and vertical lines.

An often-asked question is: what is the optimum grid for a given SiGe HBT
simulation? The true answer is that the optimum grid in a given problem de-
pends strongly on the device metric of most interest. To simulate the forward-mode
SiGe HBT operation, for instance, the EB spacer oxide corner mesh does not need
to be fine. However, to simulate the reverse emitter-base junction band-to-band-
tunneling current for an EB reliability study, the grid at the oxide corner needs to
be very fine in order to accurately locate the peak electric field.

A number of empirical criteria can be applied in meshing a semiconductor
device structure. Fine meshing is necessary where the space charge density and its
spatial gradient are large. Such an example in a SiGe HBT lies in the depletion
layers of the EB and CB junctions. Placing nodes along the physical junction
interfaces is important for accurate simulation. In addition, grid lines must be
placed at the critical points defining the SiGe profile in order to avoid creating
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artificial SiGe profiles that inadvertently differ from what one has in mind. When
a simulator such as MEDICI is used, for instance, the initial grid lines must be
placed with the SiGe and doping profiles in mind. Figure 12.5 shows an example
of bad mesh line specification, while Figure 12.6 shows an example of mesh lines
placed properly with the intended Ge profile in mind.

Low-noise SiGe HBT Design (18% peak)
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Figure 12.5 Ge mole fraction from a mesh improperly specified without the Ge
profile in mind.

Initial coarse meshes are often refined based on where the physical properties
of the device structure dictate it. That is, the mesh must be refined where a given
variable or change in that variable across an element exceeds a given defined tol-
erance. If breakdown voltage is the concern, for instance, the impact ionization
rate can be used. Because of the strong nonlinearities in semiconductor problems,
the doping concentration at the newly generated nodes should be determined from
the original doping profile specification, instead of interpolation from the existing
mesh.

Theoretically speaking, the potential difference or quasi-Fermi potential dif-
ference between two adjacent nodes should generally be kept less than the thermal
voltage kT/q in order to minimize discretization error. In practice, this requirement
is often relaxed to about 10 − 15 kT/q between adjacent nodes. The doping con-
centration change between adjacent nodes should be less than two to three orders
of magnitude. In high-level injection, very fine meshing is often required where
the minority carrier concentration exceeds the doping concentration (e.g., in the
CB space-charge region of a SiGe HBT).
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Low-noise SiGe HBT Design (18% peak)
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Figure 12.6 Ge mole fraction profile from a mesh correctly specified with the Ge
profile in mind.

Simulation results depend on the mesh specified, while for a physical transis-
tor, its electrical performance is unique for a given bias. It is consequently up to the
user to decide whether the mesh used for simulation is robust or not. The electrical
parameters of interest (e.g., fT −IC for a SiGe HBT) should always be resimulated
using a finer mesh to order check for grid sensitivity effects. Identical results us-
ing different gridding can generally be taken to imply that a robust mesh has been
achieved. In MEDICI, an overall finer mesh can be obtained conveniently using
the statement "Regrid potential factor=1.5 smooth=1." The "factor" pa-
rameter requests an automatic increase of the number of nodes by a factor of 1.5×.
The "potential" parameter indicates that the refinement is performed where the
potential change between adjacent nodes is large. One can have more confidence in
the mesh used if the various simulated metrics no longer change with further mesh
refining. This technique can also be applied to determine the acceptable coarse
meshing limit for a particular problem before running extensive parametric analy-
sis, and can dramatically minimize overall simulation time. Since 1-D simulation
is quite fast, very fine (finer than necessary) mesh can be used, which adds little
extra simulation time, but may save time in the end spent on generating an accurate
mesh with fewer nodes.



532 Silicon-Germanium Heterojunction Bipolar Transistors

12.2.3 Model Selection and Coefficient Tuning

The default models contained in commercial device simulators are often the sim-
plest ones, but are usually not sufficient for meaningful SiGe HBT simulation. For
instance, in MEDICI, carrier generation and recombination is not included unless
specified explicitly on the model statement. Similarly, while the emitter and base
doping levels are both very high in SiGe HBTs, heavy doping effects are not in-
cluded by default. As discussed in the previous section, the apparent bandgap
narrowing ∆G was experimentally obtained assuming Boltzmann statistics, and
the effect of degeneracy is lumped into ∆G. Therefore, Boltzmann statistics in-
stead of the theoretically more accurate Fermi-Dirac statistics should be used for at
least simulation of the Gummel characteristics if the default BGN model parame-
ters in MEDICI are used. Caution, however, should be exercised in interpreting the
high-frequency simulation results obtained with Boltzmann statistics, for reasons
discussed below. An alternate approach is to use Fermi-Dirac statistics and then ap-
propriately modify the BGN model parameters in the simulator. In our experience,
the Philips unified mobility model is the most suitable for SiGe HBT simulation,
and should be used together with velocity saturation.

12.2.4 dc Simulation

As a starting point, dc simulations are used to capture the transistor I-V behav-
ior, which for a SiGe HBT usually means the Gummel characteristics. A number
of parameters can affect the simulated Gummel characteristics, including carrier
statistics, recombination parameters, BGN model parameters, mobility models, as
well as the doping and Ge profiles. All of these models must be considered when
attempting to obtain agreement between simulation and experimental data (we re-
fer to this (iterative) process as "calibration" of the simulator). The temperature at
which the data is measured must be accurately known and used as the lattice tem-
perature in simulation, because SiGe HBT currents are exponentially dependent
on the temperature. In our experience, and for nonobvious reasons, the transistor
Gummel characteristics (or other dc data) are generally much more sensitive to pa-
rameter model selection and requisite model parameters than the fT −IC response.
A few general guidelines for simulator-to-data calibration are given below.

Theoretically, the collector current of a SiGe HBT is determined by the minor-
ity carrier profile in the base at equilibrium. Unfortunately, however, this minority
carrier profile cannot be directly measured. The majority carrier (hole) concen-
tration in the base at equilibrium, however, can be inferred from the intrinsic base
sheet resistance Rbi data, which is readily available from simple measurements on
"ring-dot" test structures. Here, Rbi is primarily determined by the total number of
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dopants in the base (refer to Chapter 4). While SIMS doping profiles represent the
starting point for simulation, there are clearly uncertainties in the measured doping
profiles (SIMS doping data is typically accurate to no more than ± 20%). The ac-
tual base doping profile can be fairly easily determined by comparing the simulated
Rbi with the measured Rbi. Slight changes to the SIMS measured doping profile
can be made to match measured IC , at least to the range of accuracy of the SIMS
data. This calibration technique is particularly useful when no "dip" exists in the
base boron profile to indicate the precise EB junction location, as in a SiGe HBT
with a phosphorous-doped emitter or a pnp SiGe HBT. Other factors which affect
the minority carrier concentrations are parameters associated with the equilibrium
pn product, including NC , NV , the degeneracy factors γn, γp, and the bandgap. For
convenience, (12.15) is rewritten below:

p0n0 = γpγnn
2
i

n2
i ≡ NCNV e

−Eg/kT . (12.96)

In MEDICI, the effective density-of-states NC and NV for SiGe are assumed by
default to be the same as for Si, and must be modified in the material statement.
There is general agreement that NCNV is smaller for strained SiGe than for Si
(refer to Chapter 2). The position dependence of the Ge fraction, however, cannot
be taken into account in this manner, and an average value must be used.

The impact of the choice of carrier statistics on IC is also clear from (12.96).
For SiGe HBTs with heavy base doping, the degeneracy factor γp can be much
smaller than unity. As a result, IC simulated with Fermi-Dirac statistics is much
lower than that simulated using Boltzmann statistics. Since the default BGN ∆G
already includes the impact of degeneracy, a different set of BGN model parameters
must be used when Fermi-Dirac statistics is activated.

The base current is primarily determined by the emitter structure in a SiGe
HBT. Practically all viable SiGe HBT technologies have polysilicon emitter con-
tacts. The polysilicon region can be either modeled as a Schottky contact or simply
as an extension of the crystalline silicon emitter (the so-called "extended emitter"
structure). The default model parameters for polysilicon are the same as those for
silicon, but can be modified by the user. The work-function and surface recombi-
nation velocities can be adjusted as fitting parameters in order to calibrate the IB
if using a Schottky contact. For the extended emitter approach, the hole lifetime
parameters can be adjusted to obtain agreement. Similar to the IC case, carrier
statistics and BGN will have a significant impact on the simulated IB.

Figure 12.7 shows a calibration example for the SiGe HBT Gummel character-
istics using the techniques described above. The model parameters were calibrated
to 200 K data and then used to reproduce the 300 K data as is (i.e., no further
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tuning of parameters). Accurate simulation of the Gummel characteristics can be
quite challenging, particularly for the high VBE range when high injection occurs,
and the impact of emitter and base resistance is not negligible. For RF applications,
the fT − IC curve and high-frequency two-port parameters are far more relevant.
To the surprise of many device-simulation practitioners, the high-frequency simu-
lation results are generally less sensitive to physical model selection, provided that
the simulation-to-data comparison is made at fixed IC instead of fixed VBE .
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Figure 12.7 A calibration example for the Gummel characteristics of a SiGe HBT
using the described calibration strategy. The same set of model pa-
rameters was used for both the 300 K and the 200 K simulations.

12.2.5 High-Frequency Simulation

High-frequency two-port parameters can be simulated using small-signal ac anal-
ysis. Here, fT , fmax, as well as the various noise parameters can all be extracted
from the simulated two-port parameters [9, 10]. Although there are many param-
eters that one can adjust, determining a single set of simulation parameters for a
SiGe HBT that can reproduce the four complex network parameters at all biases
of interest for frequencies up to fT requires substantial effort. An in-depth under-
standing of the interaction between the physics underlying the simulation models
and the device operation is important for achieving sensible results. For instance,
at low currents, the total transit time is dominated by the time constants related
to the EB space charge region capacitance rather than the diffusion capacitance.
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Therefore the adjustment of extrinsic device structure as well as the intrinsic EB
junction is needed to match the measured fT at low JC . Even though mobility
model parameters (including parameters for both the low field mobility and the
velocity saturation models) can be modified for fT calibration at high JC near the
fT peak, it should be used as a last resort. Instead, adjustments to the 2-D struc-
ture and lateral doping profile transitions should first be attempted. Because exact
matching of the Gummel characteristics is difficult, high-frequency calibration of
ac parameters such as fT should always be made at fixed JC , and not at fixed VBE .

It is very time consuming to begin high-frequency SiGe HBT calibration by
matching all of the Y -parameters across a wide frequency range and a large JC
range. An alternate strategy is to first calibrate the fT − JC and fmax − JC curves.
For state-of-the-art SiGe HBTs with narrow emitters, the shallow-trench isolation
and extrinsic CB capacitances can often be comparable to the intrinsic CB ca-
pacitance, and are therefore nonnegligible. For accurate Y -parameter simulation,
all of the 2-D lateral structure must be included. The extrinsic base and collec-
tor structures (geometric overlap as well as lateral doping profile transition) can
then be modified to calibrate fmax − JC . Typically, once fT − JC and fmax − JC
are calibrated, the simulated Y -parameters will match the measured Y -parameters
reasonably well. For accurate separation of the intrinsic and extrinsic base resis-
tances and CB capacitances, transistors with different emitter widths (if available
on the test die) can be measured. By simulating and measuring devices with differ-
ent emitter widths, the contribution of the extrinsic and intrinsic elements can be
accurately separated.

In our experience, a useful technique for high-frequency SiGe HBT calibration
is to extract the equivalent circuit parameters such as CBE , CBC , and rb as a func-
tion of JC . Analytical extraction methods which use only single frequency data
are highly desirable because they are efficient, since we only need a rough picture
to guide us on the appropriate changes to make in our device structure or model
coefficients. The parameter extraction method proposed in [11], for instance, can
be used. The extraction procedures are summarized below in a form suitable for
implementation in a C or MATLAB program:

1. Convert S-parameters to Z-parameters using standard conversion equations

Z11 = Z0
(1 + S11)(1 − S22) + S12S21

(1 − S11)(1 − S22) − S12S21
, (12.97)

Z12 = Z0
2S12

(1 − S11)(1 − S22) − S12S21
, (12.98)
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Z21 = Z0
2S21

(1 − S11)(1 − S22) − S12S21
, (12.99)

Z22 = Z0
(1 − S11)(1 + S22) + S12S21

(1 + S11)(1 + S22) − S12S21
, (12.100)

where Z0 = 50 Ω.

2. Define the following quantities using IC , β, and the Z-parameters:

gm =
qIC
kT

, (12.101)

gbe =
gm
β
, (12.102)

µ =
Im(Z22 −Z12)
Im(Z12 −Z21)

, (12.103)

A =
√

(gmµ − gbe)(gm + gbe), (12.104)

ν = A2 + (gm + gbe)2, (12.105)

B =
gm(gm + gbe)

ν × Im(Z21 −Z12)
. (12.106)

3. Calculate the equivalent circuit element values,

CBE =
A

ω
, (12.107)

CBC =
B

ω
, (12.108)

rb = Re(Z11 −Z12), (12.109)

re = Re(Z12) −
gm + gbe

ν
, (12.110)

rc = Re(Z22 −Z21). (12.111)

By comparing the simulated and measured CBE , CBC , rb, re, and rc, one can
readily identify the dominant factors for any simulation-to-measurement discrep-
ancy, and adjust the lateral doping extension accordingly. The diffusion capaci-
tance component of CBE is proportional to JC at relatively low current densities
(i.e., before the fT roll-off), and can thus be distinguished from the depletion ca-
pacitance component. Figure 12.8 shows an example of fT − JC calibration for a
typical first generation SiGe HBT obtained using the techniques described above.
This calibration was successfully achieved using 2-D MEDICI simulations with-
out modifying the model parameters of the Philips unified mobility model and the
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Figure 12.8 An example of fT − JC calibration for a typical first generation SiGe
HBT.

velocity saturation model. The intrinsic base and collector doping profiles from
SIMS were also used as measured. Most of the required adjustments were instead
made in the extrinsic device regions.

Figure 12.9 and Figure 12.10 give an example of high-frequency calibration
of the real and imaginary parts of Y11, respectively. Transistor noise parameters,
including the minimum noise figure NFmin, the optimum source admittance for
noise matching Ys,opt, and the noise resistance Rn, can then be simulated from the
Y -parameters by using the noise model equations described in Chapter 7. The only
additional parameter needed is the base resistance rb, which can be extracted from
the simulated Y -parameters using the circle-impedance method.

12.2.6 Qualitative Versus Quantitative Simulations

Obviously, qualitative simulation is much easier and quicker than quantitative sim-
ulation. Doing a rough relative comparison between two device structures is much
easier than simulating a single device structure to high accuracy. An advantage of
qualitative simulation is that fewer grid points can be used and hence simulation
time can be dramatically reduced. For instance, the comparison of current gain and
cutoff frequency between Si BJT and SiGe HBT can be made using a coarse grid.
An "exact" simulation, however, is obviously quite involved.
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Figure 12.9 An example of high-frequency calibration of the real part of Y11.

12.3 Probing Internal Device Operation

12.3.1 Current Transport Versus Operating Frequency

Insight into transistor internal operation can only be obtained by using device sim-
ulation. Figure 12.11 shows the magnitude of the ac electron current density Jn,ac
versus depth for a SiGe HBT operating over a frequency range from 1 MHz to 60
GHz. The simulation was performed in 1-D using a majority carrier contact for the
base electrode. The SiGe HBT was biased at the peak fT operating point, and a
small-signal voltage with a magnitude of 2.6 mV was applied to the base terminal
(VCB = 1 V). At the low frequency of 1 MHz, Jn,ac is nearly constant across the
device from emitter-to-collector. With increasing frequency, however, the small-
signal emitter current increases and the small-signal collector decreases, because of
the charging of the emitter-base and collector-base capacitances. The change of the
Jn,ac profile becomes noticeable at 5 GHz, and then starts to increase significantly
with further increase of operating frequency. Since the transistor is biased at the
peak fT operating point, the diffusion capacitance dominates the total transit time,
and most of the decrease of Jn,ac from the emitter towards the collector occurs in
the neutral base.

12.3.2 Quasi-Static Approximation

Transistor equivalent circuit models are derived by assuming that the transistor ter-
minal currents and internal charges are equal to their dc values, even when the
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Figure 12.10 An example of high-frequency calibration of the imaginary part of
Y11.

terminal voltages vary continuously with time. This is often referred to as the
"quasi-static approximation." At the device level, the quasi-static approximation is
equivalent to assuming that the small-signal electron concentration nac is frequency
independent. Using ac simulation can provide us with an ideal means for exam-
ining the validity of the quasi-static approximation in SiGe HBTs. Figure 12.12
shows the magnitude of small-signal nac versus depth for different operating fre-
quencies. Here, nac, representing the amount of the electron density change in-
duced by a base voltage change, is nearly independent of frequency up to 60 GHz.
The transistor cutoff frequency fT is 45 GHz, as extrapolated from the simulated
h21 versus frequency. This indicates that the quasi-static approximation works well
in this device at least below fT , as far as the magnitude of the internal carrier den-
sities is concerned. The phase delay due to non-quasi-static effects can be readily
examined in a similar manner.

A strong peak can be observed on the nac profile shown in Figure 12.12. Phys-
ically, this corresponds to the n+ side space-charge region boundary of the EB
junction. The change in nac is largest at this space-charge layer boundary. In a sim-
ple model using the "depletion approximation," all of the changes are assumed to
occur at the space-charge boundary. The simulation results show that the depletion
approximation is quite poor in describing the charge storage in the forward-biased
EB junction of a SiGe HBT, and significant electron concentration modulation oc-
curs inside the space-charge region.

The nac profile obtained from ac simulation contains information on the spatial
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fT point.

distribution of the total transit time, a concept that originated from the quasi-static
approximation. Using nac and the small-signal collector current JC,ac, the "effective
transit time velocity" (vτ ) can be defined as

vτ =
JC,ac

qnac
. (12.112)

One can then define the "accumulated transit time" for a given position along the
path of electron transport according to

τacc(x) =
∫x

0

1
vτ

dx =
1

JC,ac

∫x

0
q nac dx. (12.113)

Figure 12.13 shows τacc versus depth at the peak fT point calculated using 1 MHz
ac simulation results. The fT estimated from τec = τacc(x = xcc) (i.e., the transit
time defined from quasi-static analysis) is 42.3 GHz, with xcc being the location of
the collector contact. The fT extrapolated from h21, however, is 45 GHz, as shown
in Figure 12.14. In general, a good correlation between the fT determined from
h21 and the fT determined from 1/2πτec is observed, with some slight differences
near the peak fT point. A comparison of the fT extracted using the above two
methods is shown in Figure 12.15, together with that extracted using

fT =
gcb

2πCbb
, (12.114)
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where gcb is the real part of Y21, Cbb is defined by the imaginary part of Y11, and
Y11 = g11 + jωCbb. Here, Cbb was evaluated at 1 MHz in the above example,
and is nearly independent of the frequency used in the simulation as long as the
frequency chosen is below fT . The value from |h21| extrapolation should be used
in simulator high-frequency calibration, as opposed to that from the accumulated
transit time, which uses the quasi-static approximation. A practical reason for this
is that experimental fT data is all obtained from some form of h21 extrapolation.

Despite the fact that the resulting fT value may be off compared to the value
obtained from h21 extrapolation, the transit time analysis of nac and the τacc(x)
profiles provide information of the local contribution to the total transit time, and
can be very useful in identifying the transit time limiting factor in a given device
design (i.e., for profile optimization). Since nac and JC,ac are nearly independent
of frequency up to fT , we can evaluate τacc(x) at any frequency below fT . In this
example, the results are nearly the same from 1 MHz to 60 GHz. This insensitivity
to frequency proves useful in practice.

12.3.3 Regional Analysis of Transit Time

The total transit time defined by τacc(x = xcc) can be divided into five components
to facilitate physical interpretation [12]. Two boundaries, the electrical EB and CB
junction depths x∗eb and x∗cb are defined to be the in-most intersections of the nac and
pac curves inside the junction space-charge regions, as illustrated in Figure 12.16.
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Figure 12.13 Accumulated transit time versus depth in a SiGe HBT.

The same SiGe HBT with a 2–8% graded base was used in this case. The peaks of
nac and pac can be understood as the approximate space-charge region boundaries
on the emitter and base sides, respectively, even though the results clearly show
that no abrupt space-charge region boundary can be identified (i.e, the depletion
approximation is invalid). The neutral base can be roughly defined to be the region
where nac ≈ pac. The neutral base width is clearly smaller than the electrical
base width defined by x∗cb − x∗eb. The electrical EB and CB junction locations (x∗eb
and x∗cb) are in general different from the metallurgical junctions (xeb and xcb), as
expected.

The total τec can be divided into five components with the help of pac [12]:

1. The emitter transit time due to minority carrier storage in the emitter

τ∗e =
q

JC,ac

x∗eb
∫

0

pac dx. (12.115)

2. The EB depletion charging time due to the storage of uncompensated mobile
carriers

τ∗eb =
q

JC,ac

x∗eb
∫

0

(nac − pac) dx. (12.116)
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3. The base transit time due to electron charge storage in the electrical base
(which includes the traditional "quasi-neutral base")

τ∗b =
q

JC,ac

x∗cb
∫

x∗eb

nac dx. (12.117)

4. The CB depletion charging time

τ∗cb =
q

JC,ac

xcc
∫

x∗eb

(nac − pac) dx. (12.118)

5. The collector transit time

τ∗c =
q

JC,ac

xcc
∫

x∗eb

pac dx. (12.119)

Note that τ∗c , as defined above, is different from the traditional τc, and τ∗c is
important only when holes are injected into the collector after the onset of
high injection.
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The sum of all of the transit time components is equal to τec

τec =
q

JC,ac

xcc
∫

0

nac dx

= τ∗e + τ∗eb + τ∗b + τ∗cb + τ∗c . (12.120)

The transit time due to electron charge storage in the EB space-charge region
is not treated separately, but is instead included in the modified transit times of
the emitter and base (the ∗ transit times above). Under high injection, however,
the whole transistor from emitter to collector is flooded with a high concentration
of electrons and holes, and hence no clear boundaries can be identified. Strictly
speaking, the concepts of base, emitter, and collector consequently lose their con-
ventional meanings, and thus the concept of regional transit times is no longer
meaningful. In SiGe HBTs, the SiGe-to-Si transition at the CB junction causes ad-
ditional electron charge storage at high injection, as discussed previously in Chap-
ter 6. In this case, the x∗eb and x∗cb definitions discussed above cannot be applied.

12.3.4 Case Study: High-Injection Barrier Effect

We now examine the evolution of the small-signal qnac/JC,ac and qpac/JC,ac pro-
files with increasing current density JC from well below the peak fT current den-
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Figure 12.16 Definition of the electrical EB and CB junctions from the simulated
nac and pac profiles. The bias is chosen at the peak fT point.

sity to slightly above the peak fT current density. The simulated qnac/JC,ac and
qpac/JC,ac profiles at three current densities representing low to high injection lev-
els are shown in Figure 12.17(a)–(c). The small-signal magnitude of the VBE
increase is 2.6 mV. At a typical low-injection JC of 0.127 mA/µm2, well below
the peak fT point, nac is positive across most of the device. Most of the charge
modulation occurs in the EB space-charge region. The transit time related to this
component of the charge storage decreases with increasing JC because of increas-
ing JC,ac, which can be seen by comparing the magnitude of the first peak on the
curves for the electrons in Figure 12.17(a) and (b). Note that different scales are
used on the y-axis for different injection levels to help visualize the details of the
profiles.

At JC = 1 mA/µm2, which is near peak fT , the base and collector transit time
contributions become dominant compared to the EB space-charge region contri-
bution, as shown in Figure 12.17(b), and is mainly due to a decrease of the EB
space-charge region transit time. One consequence of high-level injection is that
the CB space-charge region pushes towards the collector n+ buried layer much
more obviously than at lower JC , despite a decrease of VCB. This is manifested
as a large negative nac and hence negative nac/JC,ac around 0.37 µm. Physically,
this corresponds to the extension of the CB space-charge region towards the n+

buried layer, which causes a decrease of electron concentration at the front of the
space-charge region. In the simulation, the base voltage is increased while the col-
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Figure 12.17 Simulated qnac/JC,ac and qpac/JC,ac profiles at (a) low injection, (b)
medium injection, and (c) high injection.



Device Simulation 547

lector and emitter voltages are fixed. Because of the existence of negative nac, the
real part of the simulated nac, as opposed to the absolute value of the simulated
nac, should be used for calculation of the total transit time. A significant error
can be introduced under high-injection when the integral over the negative nac por-
tion becomes significant to the total integral. We note that this negative-going nac
component under high-injection is generally not treated properly in the literature.

Figure 12.17(c) shows the qnac/JC,ac and qpac/JC,ac profiles at a slightly higher
JC of 1.76 mA/µm2, just past the peak fT . The SiGe/Si interface, which originally
was buried in the CB space-charge region, is now exposed to the large density of
electrons and holes. The valence band potential barrier to holes induces a conduc-
tion band potential barrier to electrons as well. The most important consequence is
increased dynamic charge storage, as seen from the high qnac/JC,ac and qpac/JC,ac
peaks near the SiGe/Si transition in Figure 12.17(c). This additional charge storage
results in a significant increase of the total transit time and hence a strong decrease
of fT to 29 GHz, even though the current density is just above the value needed
to reach the peak fT (1.0 mA/µm2). At an even higher JC of 3.56 mA/µm2, both
qnac/JC,ac and qpac/JC,ac are very large, and nearly equal to each other. No clear
space-charge regions can be identified from the qnac/JC,ac and qpac/JC,ac profiles.
The conventional concepts of emitter, base, and collector no longer apply in this
situation. The majority of the overall transit time, however, is contained inside the
SiGe "base," as intuitively expected.

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−0.5

0

0.5

1

1.5

2

2.5

3
x 10

−10

Depth (µm)

qn
ac

/J
C

,a
c, q

p ac
/J

C
,a

c (
se

co
nd

/µ
m

)

J
C

= 3.560 mA/um2

qn
ac

/J
C,ac

qp
ac

/J
C,ac

f
T
 = 8 GHz 

Figure 12.18 Simulated nac and pac profiles at JC=3.56 mA/µm2.
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Chapter 13

Future Directions

And so we come to the end of the SiGe story. Like all good advanced technologies,
however, there is no true ending for SiGe technology, and many as yet unantic-
ipated beginnings likely await around the next bend (we technologists are clever
folks, after all!). In this final chapter we offer some final thoughts on likely future
trends and performance limits in SiGe technology.

13.1 Technology Trends

It is a fact of life that SiGe technology is rapidly becoming reasonably routine to
develop for any company that has substantial IC development expertise and a will
to do so. Multiple SiGe epi growth tools are commercially available that have a
proven record for yielding manufacturable SiGe films. Given this scenario, it is not
surprising that more than a dozen companies worldwide currently possess what can
be termed first generation SiGe technologies (refer to Chapter 1), with peak fT in
the 50-GHz range, and peak fmax in the 70–80-GHz range. Many others are at
present in a "ramp-up" phase. With this picture of the global SiGe arena in mind,
we offer a number of probable trends (in no particular order) that are currently
emerging and are likely to help shape the future of SiGe technology.

• Given the overarching cost constraints that will inevitably be faced by all
IC technologies for the foreseeable future, a common theme being adopted
by many companies is to implement a "modular" SiGe BiCMOS technol-
ogy, in which the SiGe HBT can be viewed as an "adder" to a high-speed
CMOS core technology without perturbing the characteristics of the under-
lying core CMOS. Thus, the SiGe HBT (as well as RF passives, transmission
lines, etc.) can be swapped in and out by designers as required for each par-
ticular application, without changing the basic CMOS technology, design

549
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and checking kits, existing logic books, etc. This modular approach to SiGe,
while perhaps more challenging to initially implement, should prove to pro-
vide substantial cost savings in the long run. It also has the nice advantage
of not trying to directly supplant CMOS (an unlikely prospect), but rather
leverage the best capabilities of both technologies.

• SiGe HBT technology is rapidly becoming so commonplace today that it
is becoming harder to justify using a Si BJT in its place. One can obtain
substantially higher performance with SiGe at similar process complexity.
Thus, the days of the bedrock double-poly, self-aligned, ion-implanted base
Si BJT are likely numbered.

• Multiple breakdown voltage versions of the core SiGe HBT will be available
on the same die for greater circuit design flexibility. For example, a stan-
dard 3.3 V BVCEO "low-breakdown" device with 50-GHz peak fT might
be offered, together with a 5.5-V BVCEO "moderate breakdown" SiGe HBT
having a 30-GHz peak fT , and even a 9.0-V BVCEO "high-breakdown" SiGe
HBT having a 15-GHz peak fT . This is easily accomplished in SiGe HBT
technology with a collector implant block-out mask. This breakdown volt-
age "tuning" is an attractive feature for many mixed-signal applications, and
allows circuit designs to span the LNA and mixer to PA circuit range.

• Unless some previously unrecognized drawback surfaces, carbon doping of
SiGe HBTs will become the mainstream (as discussed in Chapter 1, it is
already prevalent today in the most advanced SiGe technologies). With no
apparent downside, carbon doping makes management of the overall ther-
mal budget and profile control that much easier, and since it can be easily
plumbed into epi reactors, there is no serious reason not to utilize its advan-
tages.

• Using substantially higher C content (2–3%) to produce SiGeC alloys that
are lattice-matched directly to Si would offer a number of interesting device
design possibilities. While SiGeC alloys with up to 3% C have been suc-
cessfully produced with reasonable cross-sectional morphology using MBE,
it seems unlikely that lattice-matching within the SiGe/Si system will have a
significant commercial impact in the foreseeable future.

• Evolution from first generation SiGe HBT performance levels (50-GHz peak
fT ) to second generation performance levels (100–120-GHz peak fT ) can
generally be accomplished within the confines of traditional structural inte-
gration schemes (refer to Chapter 2) by careful lateral scaling, Ge and dop-
ing profile optimization, and appropriate reduction of overall thermal cycles
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(together with C-doping, etc.). Evolution from second generation to third
generation performance levels (> 200-GHz peak fT ), however, will likely
also necessitate device structural changes that eliminate any extrinsic base
implantation steps into the deposited SiGe-bearing epi layer. Such implanta-
tions are known to introduce interstitials into the active device region, yield-
ing enhanced boron diffusion (even with C-doping), making it very difficult
to decouple the achievable fT from the extrinsic base design. The so-called
"raised-extrinsic base" structure appears to offer several advantages in this
context, and has been used to demonstrate impressive performance levels
[1, 2].

• SiGe technologies will increasingly move to full copper metalization to sup-
port the requisite high device current densities as well as improve the Qs of
the passives. As usual, it will be most cost-effective to piggyback on the Cu
metalization schemes developed for high-end CMOS.

• As frequency bands migrate higher, there will be an increasing push to de-
velop better passives and transmission lines to enable MMIC and mm-wave
components in SiGe. There are at least four approaches that might be used
to improve the high-frequency losses in SiGe technologies: 1) move to high-
resistivity substrates; 2) use thick(er) top-side dielectrics, combined with
lower resistivity metals (Cu); 3) use postfabrication spun-on polymers (e.g.,
BCB) followed by Cu or Au (the MMIC standard) for passives and trans-
mission lines; or 4) move to SiGe on SOI. It remains to be seen which would
offer the greatest cost-performance advantage compared to competing tech-
nologies such as III-V (if any).

• Noise coupling is and will continue to be a serious design issue confronting
mixed-signal applications of SiGe technology. More measurement and anal-
ysis are needed to quantify the best noise mitigation approaches. At present,
it appears that simply using conservative layout approaches and intelligent
placement of critical noise sensitive functions (e.g., don’t put your LNAs
next to a large CMOS digital switching block) would go a long way in noise
management.

13.2 Performance Limits

The maximum achievable frequency response in manufacturable SiGe HBT tech-
nology has clearly proven to be much higher than even the blind optimists might
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Figure 13.1 Measured cutoff frequency data as a function of bias current for three
different SiGe HBT technology generations (after [2]).

have guessed. 1 Fully integrated SiGe HBT BiCMOS technologies with peak fT
and peak fmax above 200 GHz exist in 2002 (at several different labs). Figure 13.1
compares the measured cutoff frequency characteristics of three distinct SiGe HBT
BiCMOS technology generations [2]. Several important points concerning pro-
jected performance limits in SiGe can be gleaned from these results:

• Given that the three successive SiGe technology generations shown in Fig-
ure 13.1 were reported in 1994, 2000, and 2002, respectively, it is apparent
that once first generation SiGe technology stabilized in the manufacturing
environment, progress in raising the SiGe HBT performance has been ex-
ceptionally rapid. This is clearly a good sign for the future.

• Third generation SiGe HBTs have comparable raw performance to the best
commercially available III-V HBT technologies (both GaAs-based and InP-
based, which are in the 150–200-GHz peak fT range currently), while pre-
serving their compatibility with standard Si CMOS technologies, and the
enormous economy of scale of conventional Si fabrication. This does not

1Including myself. In my 1998 review article [3], I suggested that "it seems reasonable to expect
this number (peak fT ) to climb into the 100–120 GHz range for manufacturable SiGe technologies
using stable Ge profiles, provided care is taken in profile optimization."
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bode well for the (long-promised) broad application of III-V HBT technolo-
gies, except perhaps in high-power applications and the lightwave environ-
ment.

• The only long-term viable path for III-V HBTs to follow would appear to be
towards developing (Si-like) self-alignment schemes and hence aggressive
scaling of the transistor dimensions (for much higher performance). This
will likely prove to be a nontrivial feat even in "fabrication-friendlier" III-V
materials such as InP. Clearly, any path towards integration of III-V HBTs
with Si CMOS is daunting task.

• The peak fT in each successive SiGe technology generation occurs at roughly
the same bias current, meaning that the collector current density is rising
rapidly to achieve the levels of demonstrated performance (to the range of
10 mA/µm2 for third generation technology). This JC increase over time
is not unexpected from bipolar scaling theory, but there is obviously some
practical bound for maintenance of sufficient device reliability.
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• These high current densities can produce significant self-heating in these
transistors, but even in this case, the generally excellent thermal properties
of Si substrates give SiGe an advantage over competing III-V HBT technolo-
gies. As can be seen in Figure 13.2, the calculated junction temperature rise
for a SiGe HBT operated at 150 GHz is about 3× lower than for a scaled InP
HBT [2].

• One of the most important advantages offered by the best-of-breed SiGe
HBT technologies is that they offer substantial leverage in power savings.
As shown in Figure 13.1, one can operate third generation SiGe HBTs at
120 GHz, sufficient for most 40-GB/sec applications, while decreasing the
bias current by an order-of-magnitude compared to (the already impres-
sive) second generation technology! This power savings potential for SiGe
clearly holds great leverage for portable (battery-limited) system applica-
tions, but given the power-density constraints being placed across the board
on both emerging wired and wireless systems, this ability to deliver high-
performance at very low power may ultimately prove to be the key long-term
enabling feature of SiGe technology.

So what is the practical performance limit of a commercially viable SiGe HBT
technology? Given today’s vantage point, greater than 300-GHz peak fT appears
to be an attainable goal. 2 As briefly alluded to in Chapter 1, meaningful discus-
sion of attainable fmax is difficult, given the considerable complexities associated
with both measuring and interpreting the various gain definitions at these frequency
levels. For instance, in the third generation data shown in Figure 13.1, the fmax ob-
tained from extrapolating Mason’s unilateral gain (U) is 285 GHz, compared with a
value of 194 GHz obtained from the maximum available gain (MAG). More mean-
ingful in this context is the actual transistor gain at the relevant circuit operating
frequency (17.0 dB and 15.9 dB for U and MAG at 40 GHz, in this case).

Clearly, breakdown voltages must decrease as the transistor performance im-
proves (as it does in CMOS, for different physical reasons). For the case depicted
in Figure 13.1, the 50-GHz, 120-GHz, and 210-GHz SiGe HBTs have an associated
BVCEO of 3.3 V, 2.0 V, and 1.7 V, respectively. Achievable fT × BVCEO products
in the 350-400-GHz-V range should be realistic goals for the future. The sub-1.5
V breakdown voltages required to reach 300 GHz should not prove to be a serious
limitation for many designs, given that BVCEO does not present a hard boundary
above which one cannot bias the transistor. Rather, one simply has to live with base
current reversal and potential bias instabilities in this (above-BVCEO) bias domain

2Note added in press: the demonstration of a SiGe HBT with 350-GHz peak fT (BVCEO = 1.4
V), to be presented at the IEDM in December of 2002, clearly supports this claim [5]!
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[6]. In addition, as discussed above, on-wafer breakdown voltage tuning will pro-
vide an additional level of flexibility for circuit designs needing larger operating
headroom.

For the near-term at least, only the best three or four industrial teams will likely
reach 300-GHz performance levels, however, given the resources required, and
the limited commercial market sector that currently exists requiring those extreme
levels of transistor performance (although future IC market needs are obviously a
dynamic and fickle landscape). The rest of the (still growing) SiGe industry will
likely climb into the second generation performance levels (100–120-GHz peak
fT ) over the next few years and be content to grow market share and wafer-starts.

What does one do with this level of extreme device performance? In the ab-
sence of cost constraints, just about anything one can imagine! As one possibil-
ity, ISM band (60 GHz) WLANs using 200-GHz SiGe HBT BiCMOS technology
might present very interesting possibilities for medium-range, very high data-rate,
wireless networks for the future. Clearly, as an enabler of pie-in-the-sky dreaming,
future SiGe technology will offer some interesting food for thought for clever vi-
sionaries. System-level cost-performance issues will just as surely bring us dream-
ers back to earth. But don’t let that stop the dreaming!

We Shall Not Cease From Exploration
And The End Of All Our Exploring
Will Be To Arrive Where We Started
And Know The Place For The First Time.

T.S. Eliot, "Four Quartets"
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Appendix A

Properties of Silicon and
Germanium

The energy band structures of Si and Ge are depicted below (Figure A.1), together
with: 1) their carrier effective mass parameters (Table A.1); and 2) their bulk struc-
tural, mechanical, optical, and electrical properties (Table A.2) [1], [2].

Figure A.1 Energy band structure, showing the principal conduction and valence
bands of Si and Ge as a function of k-space direction (after [1]).
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Table A.1 Carrier Effective Mass Parameters for Si and Ge

Parameter Units Silicon Germanium
Effective Electron Mass (mn

∗) (× mo)
Longitudinal (4.2 K) 0.9163 1.58
Transverse (4.2 K) 0.1905 0.082
Density-of-states (4.2 K) 1.062 –
Density-of-states (300 K) 1.090 –

Effective Hole Mass (mp
∗) (× mo)

Heavy hole (4.2 K) 0.537 0.28
Light hole (4.2 K) 0.153 0.044
Density-of-states (4.2 K) 0.59 –
Density-of-states (300 K) 1.15 –
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Table A.2 Properties of Bulk Si and Ge

Parameter Units Silicon Germanium
Atomic number – 14 32
Atomic density (atoms/cm3) 5.02x1022 4.42x1022

Atomic weight (g/mole) 28.09 72.6
Density (g/cm3) 2.329 5.323
Electronic orbital configuration – (Ne)3s23p2 (Ar)3d104s24p2

Crystal structure – diamond diamond
Lattice constant (298 K) (Å) 5.43107 5.65791

Dielectric constant – 11.7 16.2
Breakdown strength (V/cm) 3x105 1x105

Electron affinity (V) 4.05 4.00
Specific heat (J/g-◦C) 0.7 0.31
Melting point (◦C) 1412 1240
Intrinsic Debye length (300 K) (µm) 24 0.68
Index of refraction – 3.42 3.98
Transparency region (µm) 1.1-6.5 1.8-15
Thermal conductivity (300 K) (W/cm-◦C) 1.31 0.60
Thermal expansion coeff. (300 K) (◦C−1) 2.6x10−6 5.9x10−6

Young’s modulus (dyne/cm2) 1.9x1012 –

Energy bandgap (low doping) (eV) 1.12 (300 K) 0.664 (291 K)
1.17 (77 K) 0.741 (4.2 K)

Equiv. conduction band minima – 6 8
Effective electron mass (300 K) (× mo) 1.18 –
Effective hole mass (300 K) (× mo) 0.81 –
Intrinsic carrier density (300 K) (cm−3) 1.02x1010 2.33x1013

Eff. conduction band DoS (300 K) (cm−3) 2.8x1019 1.04x1019

Eff. valence band DoS (300 K) (cm−3) 1.04x1019 6.00x1018

Electron mobility (300 K) (cm2/V-sec) 1450 3900
Hole mobility (300 K) (cm2/V-sec) 500 1900
Electron diffusivity (300 K) (cm2/sec) 37.5 100
Hole diffusivity (300 K) (cm2/sec) 13 49
Optical phonon energy (meV) 63 37
Phonon mean free path length Å 76 105
Intrinsic resistivity (300 K) (Ωcm) 3.16x105 47.62
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