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Preface

The rapidly changing technology landscape is not only driving quick changes in the
workplace but also in the education sector as well. Education technologies, tools,
and scholastic materials must have a short turnaround time to keep pace with the
needs of faculty and students. For this popular book, it has been barely three years
since the fourth edition came out, and there is a demand for updates to keep pace.
This quick turnaround of editions is indicative of a growing reader base. We are
indeed indebted to them by continuously keeping a living promise we first made to
our readers in the very first edition of maintaining the book materials as up to date
as possible. In line with this promise, we have now embarked on this fifth edition.
Since our first edition, we have been bringing to our growing ranks of users not only
the concept of a changing computer network but also the correspondingly evolving
repertoire of security tools, algorithms, and best practices, all mandated by the rap-
idly changing technology. The traditional computer network we introduced in the
first edition with its nicely “demarcated” and heavily defended perimeter wall and
well-guarded access points, has been going into a transformation as a result of new
technologies. Changes have occurred, as we pointed out in both the second and third
editions, from within and outside the network, at the server and, most importantly,
at the boundaries resulting in a virtualized and elastic network, with rapid exten-
sions at will, to meet the growing needs of users. These changes are driven by new
technological developments and changing user demands and security needs. New
developments in system resource virtualization, the evolving cloud computing mod-
els, and a growing and unpredictable mobile computing technology are creating
new platforms that demand new extensions, usually on the fly and at will, thus mak-
ing the security of the traditional computer network more complex. Also, the rapidly
emerging computing, the evolving and expanding reach of wireless technologies,
broadening the last mile, are rapidly destroying the traditional computer network—
the enterprise network—as mobile and home devices are slowly becoming essential
parts of the enterprise and at the same time remaining in their traditional public
commons, thus creating unpredictable and un-defendable enterprise and home net-
works. When you think of a small mobile device now able to connect to a private
enterprise network under the BYOD policies and the same device is able to be used
as a home network device and at the same time remains connected to networks in
public commons, you start to get an image of the “anywhere and everywhere” com-
puting network, a global sprawl of networks within networks and indeed networks
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on-demand. The ubiquitous nature of these new computing networks is creating new
and uncharted territories with a security nightmare quagmire. What is more worry-
ing is that along with the sprawl, we are getting all types of characters joining amass
in the new but rapidly changing technological “ecosystem,” for lack of a better word.

For these reasons, we need to remain vigilant with better, if not advanced com-
puter and information security protocols and best practices because the frequency of
computing and mobile systems attacks and the vulnerability of these systems will
likely not abet, rather they are likely to increase. More efforts in developing adap-
tive and scalable security tools, protocols, and best practices and massive aware-
ness, therefore, are needed to meet this growing challenge and bring the public to a
level where they can be active and safe participants in the brave new worlds of
computing.

This guide is a comprehensive volume touching not only on every major topic in
computing and information security and assurance realms but also has gone beyond
the security of computer networks as we used to know them, to embrace new and
more agile mobile systems and new online social networks that are interweaving
into our everyday fabric, if not already ingrained, and creating an overgrowing eco-
system of digital and associated social networks. We bring into our ongoing discus-
sion on computer network security, a broader view of the new ever-growing
ecosystem of fixed, wireless, mobile, and online social networks. As with previous
editions, it is intended to bring massive security awareness and education to the
security realities of our time; a time when billions of people from the remotest place
on earth to the most cosmopolitan world cities, are using the smartest, smallest, and
most powerful mobile devices loaded with the most fascinating and worrisome
functionalities ever known to interconnect via a mesh of elastic computing networks
in this ecosystem. We highlight security and privacy issues and concerns in public
commons and private bedrooms as users around the globe intersect in this growing
digital and social network ecosystem.

The volume is venturing into and exposing all sorts of known security problems,
vulnerabilities, and the dangers likely to be encountered by the users of these
devices. In its own way, it is a pathfinder as it initiates a conversation toward devel-
oping better tools, algorithms, protocols, and best practices that will enhance the
security of systems in the public commons, private and enterprise offices, and living
rooms and bedrooms where these devices are used. It does this comprehensively in
five parts and twenty-four chapters. Part I gives the reader an understanding of the
working of and the security situation of the traditional computer networks. Part 11
builds on this knowledge and exposes the reader to the prevailing security situation
based on a constant security threat. It surveys several security threats. Part III, the
largest, forms the core of the guide and presents to the reader most of the tools,
algorithms, best practices, and solutions that are currently in use. Part IV goes
beyond the traditional computer network as we used to know it to cover new sys-
tems and technologies that have seamlessly and stealthlessly extended the boundar-
ies of the traditional computer network. Systems and other emerging technologies,
including virtualization, cloud computing, mobile systems, and blockchain technol-
ogy, are introduced and discussed. A new Part V ventures into wireless and other
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technologies creeping into the last mile, creating a new security quagmire in the
home computing environment and the growing home hotspots. Part VI, the last part,
consists of projects.

What Is New in This Edition

There have been considerable changes in the contents of the book to bring it in line
with the new developments we discussed above. In almost every chapter, new con-
tent has been added, and we have eliminated what looked outdated and what seems
to be repeated materials. Because of the required bedrock content in computer net-
work theory and computer network security fundamentals essential to understand
overall content and to gain from the book, the content in some chapters had not
changed a great deal since the first edition. But of more interest to our readers and
in recognition of the rapidly changing computer network ecosystem, a new chapter
on the blockchain technology and its related use in cryptocurrancies payments and
contracts has been added. The addition of this chapter has been driven by a number
of burning security issues of and craziness growing around cryptocurrancies and
related digital contracts. All these new technologies have brought us to a state that
some are calling the old Wild West of security, a security quagmire that so far does
not respect current and standard security protocols and best practices and whose
security protocols are yet to be developed and best practices formalized. Throughout
the text, the discussion is candid and intended to ignite students’ interest, participa-
tion in class discussions of the issues and beyond.

Audience
As usual, in summary, the guide attempts to achieve the following objectives:

¢ Educate the public about computer security in the traditional computer network.

e Educate the public about the evolving computing ecosystem created by the erod-
ing boundaries between the enterprise network, the home network, and the rap-
idly growing public-commons-based social networks, all extending the
functionalities of the traditional computer network.

e Alert the public to the magnitude of the vulnerabilities, weaknesses, and loop-
holes inherent in the traditional computer network and now resident in the new
computing ecosystem.

* Bring to the public attention effective security tools, solutions and best practice,
expert opinions on those solutions, and the possibility of ad-hoc solutions

e Look at the roles legislation, regulation, and enforcement play in securing the
new computing ecosystem.

e Finally, initiate a debate on developing effective and comprehensive security
algorithms, protocols, and best practices for the new computing ecosystem.
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Since the guide covers a wide variety of security topics, tools, algorithms, solu-
tions, and best practices, it is intended to be both a teaching and a reference toolbox
for those interested in learning about the security of the evolving computing ecosys-
tem as well as learning about available techniques to prevent attacks on these sys-
tems. The depth and thorough discussion and analysis of most of the security issues
of the traditional computer network and the extending technologies and systems,
together with the discussion of security algorithms, and solutions given, make the
guide a unique reference source of ideas for computer network and data security
personnel, network security policymakers, and those reading for leisure. In addi-
tion, the guide provokes the reader by raising valid legislative, legal, social, techni-
cal, and ethical security issues, including the increasingly diminishing line between
individual privacy and the need for collective and individual security in the new
computing ecosystem.

The guide targets college students in computer science, information science,
technology studies, library sciences, engineering, and, to a lesser extent, students in
the arts and sciences who are interested in information technology. In addition, stu-
dents in information management sciences will find the guide particularly helpful.
Practitioners, especially those working in data and information-intensive areas, will
likewise find the guide a good reference source. It will also be valuable to those
interested in any aspect of information security and assurance and those simply
wanting to become cyberspace literates.

Book Resources

There are two types of exercises at the end of each chapter: easy and quickly work-
able exercises, whose responses can be easily spotted from the proceeding text, and
more thought-provoking advanced exercises, whose responses may require research
outside the content of this book. Also, Chap. 25 is devoted to lab exercises. There
are three types of lab exercises: weekly and bi-weekly assignments that can be done
easily with either reading or using readily available software and hardware tools;
slightly harder semester-long projects that may require extensive time, collabora-
tion, and some research to finish them successfully; and hard open research projects
that require a lot of thinking, take a lot of time, and require extensive research. Links
are provided below for Cryptographic and Mobile security hands-on projects from
two successful National Science Foundation (NSF) funded workshops at the
author’s university.

e Teaching Cryptography Using Hands-on Labs and Case Studies—http://web2.
utc.edu/~djy471/cryptography/crypto.htm

e Capacity Building Through Curriculum and Faculty Development on Mobile
Security—http://www.utc.edu/faculty/li-yang/mobilesecurity.php

We have tried as much as possible, throughout the guide, to use open-source
software tools. This has two consequences to it: one, it makes the guide affordable


http://web2.utc.edu/~djy471/cryptography/crypto.htm
http://web2.utc.edu/~djy471/cryptography/crypto.htm
http://www.utc.edu/faculty/li-yang/mobilesecurity.php
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keeping in mind the escalating proprietary software prices; and two, it makes the
content and related software tools last longer because the content and corresponding
exercises and labs are not based on one particular proprietary software tool that can
go out anytime.

Instructor Support Materials

As you consider using this book, you may need to know that we have developed
materials to help you with your course. The help materials for both instructors and
students cover the following areas:

e Syllabus. There is a suggested syllabus for the instructor, now part of the text.

e Instructor PowerPoint slides. These are detailed enough to help the instructor,
especially those teaching the course for the first time.

e Answers to selected exercises at the end of each chapter.

e Laboratory. Since network security is a hands-on course, students need to spend
a considerable amount of time on scheduled laboratory exercises. The last chap-
ter of the book contains several laboratory exercises and projects. The book
resource center contains several more and updates. Additionally, as we stated
above, links are also included at the author’s web site for Cryptographic hands-
on projects from two successful National Science Foundation (NSF) funded
workshops at the author’s university.

These materials can be found at the publisher’s website at http://www.spring-
eronline.com and at the author’s website at http://www.utc.edu/Faculty/
Joseph-Kizza/.

Chattanooga, TN, USA Joseph Migga Kizza
September, 2019
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Computer Network Fundamentals

1.1 Introduction

The basic ideas in all types of communication are that there must be three ingredi-
ents for the communication to be effective. First, there must be two entities, dubbed
a sender and a receiver. These two must have something they need to share. Second,
there must be a medium through which the sharable item is channeled. This is the
transmission medium. Finally, there must be an agreed-on set of communication
rules or protocols. These three requirements apply to every category or structure of
communication.

In this chapter, we will focus on these three components in a computer network.
But what is a computer network? The reader should be aware that our use of the
phrase computer network, from now on, will refer to the traditional computer net-
work. A computer network is a distributed system consisting of loosely coupled
computers and other devices. Any two of these devices, which we will from now on
refer to as network elements or transmitting elements without loss of generality, can
communicate with each other through a communication medium. In order for these
connected devices to be considered a communicating network, there must be a set
of communicating rules or protocols each device in the network must follow to
communicate with another device in the network. The resulting combination con-
sisting of hardware and software is a computer communication network or com-
puter network in short. Figure 1.1 shows a computer network.

The hardware component is made of network elements consisting of a collection
of nodes that include the end systems commonly called hosts and intermediate
switching elements that include hubs, bridges, routers, and gateways that, without
loss of generality, we will call network elements.

Network elements may own resources individually, that is, locally or globally.
Network software consists of all application programs and network protocols that
are used to synchronize, coordinate, and bring about the sharing and exchange of
data among the network elements. Network software also makes the sharing of

© Springer Nature Switzerland AG 2020 3
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expensive resources in the network possible. Network elements, network software,
and users all work together so that individual users can exchange messages and
share resources on other systems that are not readily available locally. The network
elements, together with their resources, may be of diverse hardware technologies,
and the software may be as different as possible, but the whole combination must
work together in unison.

Internetworking technology enables multiple, diverse underlying hardware tech-
nologies and different software regimes to interconnect heterogeneous networks
and bring them to communicate smoothly. The smooth working of any computer
communication network is achieved through the low-level mechanisms provided by
the network elements and high-level communication facilities provided by the soft-
ware running on the communicating elements. Before we discuss the working of
these networks, let us first look at the different types of networks.

1.2  Computer Network Models

There are several configuration models that form a computer network. The most
common of these are the centralized and distributed models. In a centralized model,
several computers and devices are interconnected and can talk to each other.
However, there is only one central computer, called the master, through which all
correspondence must take place. Dependent computers, called surrogates, may have
reduced local resources, such as memory, and sharable global resources are con-
trolled by the master at the center. Unlike the centralized model, however, the dis-
tributed network consists of loosely coupled computers interconnected by a
communication network consisting of connecting elements and communication
channels. The computers themselves may own their resources locally or may request
resources from a remote computer. These computers are known by a string of
names, including host, client, or node. If a host has resources that other hosts need,
then that host is known as a server. Communication and sharing of resources are not
controlled by the central computer but are arranged between any two communicat-
ing elements in the network. Figures 1.2 and 1.3 show a centralized network model
and a distributed network model, respectively.
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1.3 Computer Network Types

Computer networks come in different sizes. Each network is a cluster of network
elements and their resources. The size of the cluster determines the network type.
There are, in general, two main network types: the local area network (LAN) and
wide area network (WAN).

1.3.1 Local Area Networks (LANs)

A computer network with two or more computers or clusters of network and their
resources connected by a communication medium sharing communication proto-
cols and confined in a small geographic area, such as a building floor, a building, or
a few adjacent buildings, is called a local area network (LAN). The advantage of a
LAN is that all network elements are close together, and thus the communication
links maintain a higher speed of data movement. Also, because of the proximity of
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the communicating elements, high-cost and high-quality communicating elements
can be used to deliver better service and high reliability. Figure 1.4 shows a LAN.

1.3.2 Wide Area Networks (WANSs)

A wide area network (WAN), on the other hand, is a network made up of one or
more clusters of network elements and their resources. However, instead of being
confined to a small area, the elements of the clusters or the clusters themselves are
scattered over a wide geographic area as in a region of a country or across the whole
country, several countries, or the entire globe such as the Internet, for example.
Some advantages of a WAN include distributing services to a wider community and
availability of a wide array of both hardware and software resources that may not be
available in a LAN. However, because of the large geographic areas covered by
WANS, communication media are slow and often unreliable. Figure 1.5 shows a WAN.
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1.3.3 Metropolitan Area Networks (MANs)

Between the LAN and WAN, there is also a middle network called the metropolitan
area network (MAN) because it covers a slightly wider area than the LAN but not
so wide to be considered a WAN. Civic networks that cover a city or part of a city
are a good example of a MAN. MANS are rarely talked about because they are quite
often overshadowed by cousin LAN to the left and cousin WAN to the right.

1.4 Data Communication Media Technology

The performance of a network type depends greatly on the transmission technology
and media used in the network. Let us look at these two.

1.4.1 Transmission Technology

The media through which information has to be transmitted determine the signal to
be used. Some media permit only analog signals. Some allow both analog and digi-
tal. Therefore, depending on the media type involved and other considerations, the
input data can be represented as either a digital or an analog signal. In an analog
format, data is sent as continuous electromagnetic waves on an interval representing
things such as voice and video and propagated over a variety of media that may
include copper wires, a twisted coaxial pair or cable, fiber optics, or wireless. We
will discuss these media later in the chapter. In a digital format, on the other hand,
data is sent as a digital signal, a sequence of voltage pulses that can be represented
as a stream of binary bits. Both analog and digital data can be propagated and often-
times represented as either analog or digital.

Transmission itself is the propagation and processing of data signals between
network elements. The concept of representation of data for transmission, either as
an analog or a digital signal, is called an encoding scheme. Encoded data is then
transmitted over a suitable transmission medium that connects all network elements.
There are two encoding schemes, analog and digital. Analog encoding propagates
analog signals representing analog data such as sound waves and voice data. Digital
encoding, on the other hand, propagates digital signals representing either an analog
or a digital signal representing digital data of binary streams by two voltage levels.
Since our interest in this book is in digital networks, we will focus on the encoding
of digital data.

1.4.1.1 Analog Encoding of Digital Data

Recall that digital information is in the form of 1s and 0Os. To send this information
over some analog medium such as the telephone line, for example, which has lim-
ited bandwidth, digital data needs to be encoded using modulation and demodula-
tion to produce analog signals. The encoding uses a continuous oscillating wave,
usually a sine wave, with a constant frequency signal called a carrier signal.
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The carrier has three modulation characteristics: amplitude, frequency, and phase
shift. The scheme then uses a modem, a modulation-demodulation pair, to modulate
and demodulate the data signal based on any one of the three carrier characteristics
or a combination. The resulting wave is between a range of frequencies on both
sides of the carrier, as shown below [1]:

e Amplitude modulation represents each binary value by a different amplitude of
the carrier frequency. The absence of or low carrier frequency may represent a 0,
and any other frequency then represents a 1. However, this is a rather inefficient
modulation technique and is therefore used only at low frequencies up to
1200 bps in voice grade lines.

e Frequency modulation also represents the two binary values by two different
frequencies close to the frequency of the underlying carrier. Higher frequencies
represent a 1, and low frequencies represent a 0. The scheme is less susceptible
to errors.

e Phase shift modulation changes the timing of the carrier wave, shifting the car-
rier phase to encode the data. A 1 is encoded as a change in phase by 180°, and a
0 may be encoded as a 0 change in phase of a carrier signal. This is the most
efficient scheme of the three, and it can reach a transmission rate of up to
9600 bps.

1.4.1.2 Digital Encoding of Digital Data

In this encoding scheme, which offers the most common and easiest way to transmit
digital signals, two binary digits are used to represent two different voltages. Within
a computer, these voltages are commonly 0 and 5 volts. Another procedure uses two
representation codes: nonreturn to zero level (NRZ-L), in which negative voltage
represents binary one and positive voltage represents binary zero, and nonreturn to
zero, invert on ones (NRZ-I1). See Figs. 1.6 and 1.7 for an example of these two
codes. In NRZ-L, whenever a 1 occurs, a transition from one voltage level to another
is used to signal the information. One problem with NRZ signaling techniques is the
requirement of a perfect synchronization between the receiver and transmitter
clocks. This is, however, reduced by sending a separate clock signal. There are yet
other representations such as the Manchester and differential Manchester, which
encode clock information along with the data.

000000000000001111111111000000000000000000011111110000000000000001111111 1

Fig. 1.6 NRZ-L N Nonreturn to zero level representation code
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000000000000000111110000000000000000011111111111111111111000000000000

Fig. 1.7 NRZ-I Nonreturn to zero, invert on ones representation code

One may wonder, why go through the hassle of digital encoding and transmis-
sion? There are several advantages over its cousin, analog encoding. These include
the following:

e Plummeting costs of digital circuitry

* More efficient integration of voice, video, text, and images

* Reduction of noise and other signal impairment because of the use of repeaters
* The capacity of channels is utilized best with digital techniques

» Better encryption and hence better security than in analog transmission

1.4.1.3 Multiplexing of Transmission Signals

Quite often during the transmission of data over a network medium, the volume of
transmitted data may far exceed the capacity of the medium. Whenever this hap-
pens, it may be possible to make multiple signal carriers share a transmission
medium. This is referred to as multiplexing. There are two ways in which multiplex-
ing can be achieved: time-division multiplexing (TMD) and frequency- division
multiplexing (FDM).

In FDM, all data channels are first converted to analog form. Since a number of
signals can be carried on a carrier, each analog signal is then modulated by a sepa-
rate and different carrier frequency, and this makes their recovery possible during
the demultiplexing process. The frequencies are then bundled on the carrier. At the
receiving end, the demultiplexer can select the desired carrier signal and use it to
extract the data signal for that channel in such a way that the bandwidths do not
overlap. FDM has the advantage of supporting full-duplex communication.

TDM, on the other hand, works by dividing the channel into time slots that are
allocated to the data streams before they are transmitted. At both ends of the trans-
mission, if the sender and receiver agree on the time-slot assignments, then the
receiver can easily recover and reconstruct the original data streams. Thus, multiple
digital signals can be carried on one carrier by interleaving portions of each signal
in time.
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1.4.2 Transmission Media

As we have observed above, in any form of communication, there must be a medium
through which the communication can take place. Thus, network elements in a net-
work need a medium in order to communicate. No network can function without a
transmission medium because there would be no connection between the transmit-
ting elements. The transmission medium plays a vital role in the performance of the
network. In total, characteristic quality, dependability, and overall performance of a
network depend heavily on its transmission medium. The transmission medium also
determines a network’s capacity in realizing the expected network traffic, reliability
for the network’s availability, size of the network in terms of the distance covered,
and the transmission rate. Network transmission media can be either wired or
wireless.

1.4.2.1 Wired Transmission Media

Wired transmission media are used in fixed networks physically connecting every
network element. There are different types of physical media, the most common of
which are copper wires, twisted pairs, coaxial cables, and optical fibers.

Copper Wires have been traditionally used in communication because of their low
resistance to electrical currents that allows signals to travel even further. However,
copper wires suffer interference from electromagnetic energy in the environment,
and thus they must always be insulated.

Twisted Pair is a pair of wires consisting of one insulated copper wire wrapped
around the other, forming frequent and numerous twists. Together, the twisted, insu-
lated copper wires act as a full-duplex communication link. The twisting of the
wires reduces the sensitivity of the cable to electromagnetic interference and also
reduces the radiation of radio frequency noises that may interfere with nearby cables
and electronic components. The capacity of the transmitting medium can be
increased by bundling more than one pair of the twisted wires together in a protec-
tive coating. Because twisted pairs were far less expensive, easy to install, and had
a high quality of voice data, they were widely used in telephone networks. However,
because they are poor in upward scalability in transmission rate, distance, and band-
width in LANSs, twisted pair technology has been abandoned in favor of other tech-
nologies. Figure 1.8 shows a twisted pair.

Coaxial Cables are dual-conductor cables with a shared inner conductor in the
core of the cable protected by an insulation layer and the outer conductor surround-
ing the insulation. These cables are called coaxial because they share the inner con-
ductor. The inner core conductor is usually made of solid copper wire but, at times,
can also be made up of stranded wire. The outer conductor, which is made of braided
wires, but sometimes made of metallic foil or both, commonly forms a protective
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Fig. 1.8 Coaxial cable Inner conductor

Outer sheath

Insulation Outer conductor

Fig. 1.9 Optical fiber Core Cladding

Jacket

tube around the inner conductor. This outer conductor is also further protected by
another outer coating called the sheath. Figure 1.9 shows a coaxial cable. Coaxial
cables are commonly used in television transmissions. Unlike twisted pairs, coaxial
cables can be used over long distances. There are two types of coaxial cables: thin-
net, a light and flexible cabling medium that is inexpensive and easy to install, and
the thicknet, which is thicker and harder to break and can carry more signals for a
longer distance than thinnet.

Optical Fiber is a small medium made up of glass and plastics and conducts an
optical ray. This is the ideal cable for data transmission because it can accommodate
extremely high bandwidths and has fewer of the problems with electromagnetic
interference that coaxial cables suffer from. It can also support cabling for several
kilometers. The two disadvantages of fiber-optic cables, however, are cost and
installation difficulty. As shown in Fig. 1.10, a simple optical fiber has a central core
made up of thin fibers of glass or plastics. The fibers are protected by a glass or
plastic coating called a cladding. The cladding, though made up of the same materi-
als as the core, has different properties that give it the capacity to reflect back the
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Fig.1.10 Twisted pair / — —
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core rays that tangentially hit on it. The cladding itself is encased in a plastic jacket.
The jacket protects the inner fiber from external abuses such as bending and abra-
sions. Optical fiber cables transmit data signals by first converting them into light
signals. The transmitted light is emitted at the source from either a light-emitting
diode (LED) or an injection laser diode (ILD). At the receiving end, the emitted rays
are received by a photodetector that converts them back to the original form.

1.4.2.2 Wireless Communication

Wireless communication and wireless networks have evolved as a result of rapid
development in communication technologies, computing, and people’s need for
mobility. Wireless networks fall in one of the following three categories depending
on distance as follows:

* Restricted Proximity Network: This network involves local area networks (LANs)
with a mixture of fixed and wireless devices.

o [Intermediate/Extended Network: This wireless network is actually made up of
two fixed LAN components joined together by a wireless component. The bridge
may be connecting LANs in two nearby buildings or even further.

* Mobile Network: This is a fully wireless network connecting two network ele-
ments. One of these elements is usually a mobile unit that connects to the home
network (fixed) using cellular or satellite technology.

These three types of wireless networks are connected using basic media such as
infrared, laser beam, narrow-band and spread-spectrum radio, microwave, and sat-
ellite communication [2].

Infrared During an infrared transmission, one network element remotely emits
and transmits pulses of infrared light that carry coded instructions to the receiving
network element. As long as there is no object to stop the transmitted light, the
receiver gets the instruction. Infrared is best used effectively in a small confined
area, within 100 feet, for example, a television remote communicating with the
television set. In a confined area such as this, infrared is relatively fast and can sup-
port high bandwidths of up to 10 Mbps.

High-Frequency Radio During a radio communication, high-frequency electro-
magnetic radio waves or radio frequency commonly referred to as RF transmissions
are generated by the transmitter and are picked up by the receiver. Because the range
of the radio frequency band is greater than that of infrared, mobile computing
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elements can communicate over a limited area without both transmitter and receiver
being placed along a direct line of sight; the signal can bounce off light walls, build-
ings, and atmospheric objects. RF transmissions are very good for long distances
when combined with satellites to refract the radio waves.

Microwave Microwaves are a higher-frequency version of radio waves but whose
transmissions, unlike those of the radio, can be focused in a single direction.
Microwave transmissions use a pair of parabolic antennas that produce and receive
narrow, but highly directional signals. To be sensitive to signals, both the transmit-
ting and receiving antennas must focus within a narrow area. Because of this, both
the transmitting and receiving antennas must be carefully adjusted to align the trans-
mitted signal to the receiver. Microwave communication has two forms: terrestrial,
when it is near the ground, and satellite microwave. The frequencies and technolo-
gies employed by these two forms are similar but with notably distinct differences.

Laser Laser light can be used to carry data for several thousand yards through the
air and optical fibers. But this is possible only if there are no obstacles in the line of
sight. Lasers can be used in many of the same situations as microwaves, and similar
to microwaves, laser beams must be refracted when used over long distances.

1.5 Network Topology

Computer networks, whether LANs, MANs, or WANSs, are constructed based on a
topology. There are several topologies, including the following popular ones.

1.5.1 Mesh

A mesh topology allows multiple access links between network elements, unlike
other types of topologies. The multiplicity of access links between the network ele-
ments offers an advantage in network reliability because whenever one network
element fails, the network does not cease operations; it simply bypasses the failed
element, and the network continues to function. Mesh topology is most often applied
in MAN. Figure 1.11 shows a mesh network.

1.5.2 Tree

A more common type of network topology is the tree topology. In the tree topology,
network elements are put in a hierarchical structure in which the most predominant
element is called the root of the tree, and all other elements in the network share a
child-parent relationship. As in ordinary, though inverted trees, there are no closed
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Fig. 1.11 Mesh network

Fig. 1.12 Tree topology

loops. Thus, dealing with failures of network elements presents complications
depending on the position of the failed element in the structure. For example, in a
deeply rooted tree, if the root element fails, the network automatically ruptures and
splits into two parts. The two parts cannot communicate with each other. The func-
tioning of the network as a unit is, therefore, fatally curtailed. Figure 1.12 shows a
network using a tree topology.

1.5.3 Bus

A more popular topology, especially for LANS, is the bus topology. Elements in a
network using a bus topology always share a bus and, therefore, have equal access
to all LAN resources. Every network element has full-duplex connections to the
transmitting medium, which allows every element on the bus to send and receive
data. Because each computing element is directly attached to the transmitting
medium, a transmission from any one element propagates through the entire length
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of the medium in either direction and, therefore, can be received by all elements in
the network. Because of this, precautions need to be taken to make sure that trans-
missions intended for one element can be received by that element and no other
element. The network must also use a mechanism that handles disputes in case two
or more elements try to transmit at the same time. The mechanism deals with the
likely collision of signals and brings a quick recovery from such a collision. It is
also necessary to create fairness in the network so that all other elements can trans-
mit when they need to do so. See Fig. 1.13.

A collision control mechanism must also improve efficiency in the network using
a bus topology by allowing only one element in the network to have control of the
bus at any one time. This network element is called the bus master, and other ele-
ments are considered to be its slaves. This requirement prevents collision from
occurring in the network as elements in the network try to seize the bus at the same
time. A bus topology is commonly used by LANs.

1.5.4 Star

Another very popular topology, especially in LAN technologies, is a star topology.
A star topology is characterized by a prominent central node that connects to every
other element in the network. Thus, all the elements in the network are connected to
a central element. Every network element in a star topology is connected pairwise
in a point-to-point manner through the central element, and communication between
any pair of elements must go through this central element. The central element or
node can either operate in a broadcast fashion, in which case information from one
element is broadcast to all connected elements, or transmit as a switching device in
which the incoming data is transmitted only to one element, the nearest element en
route to the destination. The biggest disadvantage to the star topology in networks
is that the failure of the central element results in the failure of the entire network.
Figure 1.14 shows a star topology.
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Fig.1.14 Star topology
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Fig. 1.15 Ring topology network

1.5.5 Ring

Finally, another popular network topology is the ring topology. In this topology,
each computing element in a network using a ring topology is directly connected to
the transmitting medium via a unidirectional connection so that information put on
the transmission medium can reach all computing elements in the network through
a mechanism of taking turns in sending information around the ring. Figure 1.15
shows a ring topology network. The taking of turns in passing information is man-
aged through a foken system. A token is a system-wide piece of information that
guarantees the current owner to be the bus master. As long as it owns the token, no
other network element is allowed to transmit on the bus. When an element currently
sending information and holding the token has finished, it passes the token
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downstream to its nearest neighbor. The token system is a good management system
of collision and fairness.

There are variants of a ring topology collectively called hub hybrids combining
either a star with a bus or a stretched star, as shown in Fig. 1.16.

Although network topologies are important in LANSs, the choice of a topology
depends on a number of other factors, including the type of transmission medium,
reliability of the network, the size of the network, and its anticipated future growth.
Recently, the most popular LAN topologies have been the bus, star, and ring topolo-
gies. The most popular bus- and star-based LAN topology is the Ethernet, and the
most popular ring-based LAN topology is the token ring.

1.6  Network Connectivity and Protocols

In the early days of computing, computers were used as stand-alone machines, and
all work that needed cross-computing was done manually. Files were moved on
disks from computer to computer. There was, therefore, a need for cross-computing
where more than one computer could talk to others and vice versa.

A new movement was, therefore, born. It was called the open system movement,
which called for computer hardware and software manufacturers to come up with a
way for this to happen. However, to make this possible, standardization of equip-
ment and software was needed. To help in this effort and streamline computer com-
munication, the International Organization for Standardization (ISO) developed the
Open Systems Interconnection (OSI) model. The OSI is an open architecture model
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that functions as the network communication protocol standard, although it is not
the most widely used one. The Transmission Control Protocol/Internet Protocol
(TCP/IP) model, a rival model to OSI, is the most widely used. Both OSI and TCP/
IP models use two protocol stacks, one at the source element and the other at the
destination element.

1.6.1 Open System Interconnection (OSI) Protocol Suite

The development of the OSI model was based on the secure premise that a com-
munication task over a network can be broken into seven layers, where each layer
represents a different portion of the task. Different layers of the protocol provide
different services and ensure that each layer can communicate only with its own
neighboring layers. That is, the protocols in each layer are based on the protocols of
the previous layers.

Starting from the top of the protocol stack, tasks and information move down
from the top layers until they reach the bottom layer where they are sent out over the
network media from the source system to the destination. At the destination, the task
or information rises back up through the layers until it reaches the top. Each layer is
designed to accept work from the layer above it and to pass work down to the layer
below it, and vice versa. To ease interlayer communication, the interfaces between
the layers are standardized. However, each layer remains independent and can be
designed independently, and each layer’s functionality should not affect the func-
tionalities of other layers above and below it.

Table 1.1 shows an OSI model consisting of seven layers and the descriptions of
the services provided in each layer.

In peer-to-peer communication, the two communicating computers can initiate
and receive tasks and data. The task and data initiated from each computer start
from the top in the application layer of the protocol stack on each computer. The
tasks and data then move down from the top layers until they reach the bottom
layer, where they are sent out over the network media from the source system to
the destination. At the destination, the task and data rise back up through the lay-
ers until the top. Each layer is designed to accept work from the layer above it and
pass work down to the layer below it. As data passes from layer to layer of the
sender machine, layer headers are appended to the data, causing the datagram to

Table 1.1 ISO protocol Layer number Protocol
laye.rs and corresponding 7 Application
services 6 Presentation

5 Session

4 Transport

3 Network

2 Data link

1 Physical
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Fig. 1.17 ISO logical peer communication model

Table 1.2 OSI datagrams No header Data Application

seen in each layer with H1 Data Presentation
header added H2 Data Session
H3 Data Transport
H4 Data Network
H5 Data Data link

No header Data Physical

grow larger. Each layer header contains information for that layer’s peer on the
remote system. That information may indicate how to route the packet through the
network or what should be done to the packet as it is handed back up the layers on
the recipient computer.

Figure 1.17 shows a logical communication model between two peer computers
using the OSI model. Table 1.2 shows the datagram with added header information
as it moves through the layers. Although the development of the OSI model was
intended to offer a standard for all other proprietary models, and it was as encom-
passing of all existing models as possible, it never really replaced many of those
rival models it was intended to replace. In fact, it is this “all-in-one” concept that led
to market failure because it became too complex. Its late arrival on the market also
prevented its much-anticipated interoperability across networks.

1.6.2 Transmission Control Protocol/Internet Protocol
(TCP/IP) Model

Among the OSI rivals was the TCP/IP, which was far less complex and more histori-
cally established by the time the OSI came on the market. The TCP/IP model does
not exactly match the OSI model. For example, it has two to three fewer levels than
the seven layers of the OSI model. It was developed for the US Department of
Defense Advanced Research Project Agency (DARPA); however, over the years, it
has seen phenomenal growth in popularity, and it is now the de facto standard for
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Table 1.3 TCP/IP layers

Layer Delivery unit Protocols

Application Message Handles all higher-level protocols, including File Transfer
Protocol (FTP), Name Server Protocol (NSP), Simple Mail
Transfer Protocol (SMTP), Simple Network Management Protocol
(SNMP), HTTP, remote file access (telnet), remote file server
(NFS), name resolution (DNS), HTTP, TFTP, SNMP, DHCP,
DNS, BOOTP
Combines application, session, and presentation layers of the OSI
model
Handles all high-level protocols

Transport ~ Segment Handles transport protocols, including Transmission Control
Protocol (TCP), User Datagram Protocol (UDP)

Network Datagram Contains the following protocols: Internet Protocol (IP), Internet
Control Message Protocol (ICMP), Internet Group Management
Protocol (IGMP)
Supports transmitting source packets from any network on the
internetwork and makes sure they arrive at the destination
independent of the path and networks they took to reach there.
Best path determination and packet switching occur at this layer.

Data link  Frame Contains protocols that require the IP packet to cross a physical
link from one device to another directly connected device
It included the following networks
WAN—wide area network
LAN—Iocal area network

Physical Bit stream All network card drivers

| Application header protocols | Bit stream

Fig. 1.18 Application layer data frame

the Internet and many intranets. It consists of two major protocols: the Transmission
Control Protocol (TCP) and the Internet Protocol (IP), hence the TCP/IP designa-
tion. Table 1.3 shows the layers and protocols in each layer.

Since TCP/IP occurs in most network protocol suites used by the Internet and
many intranets, let us focus on its layers here.

1.6.2.1 Application Layer

This layer, very similar to the application layer in the OSI model, provides the user
interface with resources rich in application functions. It supports all network appli-
cations and includes many protocols on a data structure consisting of bit streams, as
shown in Fig. 1.18.

1.6.2.2 Transport Layer
This layer, again similar to the OSI model session layer, is slightly removed from
the user and is hidden from the user. Its main purpose is to transport application
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layer messages that include application layer protocols in their headers between the
host and the server. For the Internet network, the transport layer has two standard
protocols: Transmission Control Protocol (TCP) and User Datagram Protocol
(UDP). TCP provides a connection-oriented service, and it guarantees the delivery
of all application layer packets to their destination. This guarantee is based on two
mechanisms: congestion control that throttles the transmission rate of the source
element when there is traffic congestion in the network and the flow control mecha-
nism that tries to match sender and receiver speeds to synchronize the flow rate and
reduce the packet drop rate. While TCP offers guarantees of delivery of the applica-
tion layer packets, UDP, on the other hand, offers no such guarantees. UDP provides
a no-frills connectionless service with just delivery and no acknowledgments, but it
is much more efficient and a protocol of choice for real-time data such as streaming
video and music. The transport layer delivers transport layer packets and protocols
to the network layer. Figure 1.19 shows the TCP data structure, and Fig. 1.20 shows
the UDP data structure.

1.6.2.3 Network Layer

This layer moves packets, now called datagrams, from router to router along the
path from a source host to the destination host. It supports a number of protocols,
including the Internet Protocol (IP), Internet Control Message Protocol (ICMP),
and Internet Group Management Protocol (IGMP). The IP is the most widely used
network layer protocol. IP uses header information from the transport layer proto-
cols that include datagram source and destination port numbers from IP addresses
and other TCP header and IP information to move datagrams from router to router
through the network. The best routes are found in the network by using routing
algorithms. Figure 1.21 shows the IP datagram structure.

The standard IP address had been the so-called IPv4, a 32-bit addressing scheme.
However, with the rapid growth of the Internet, there was fear of running out of
addresses, so IPv6, a new 64-bit addressing scheme, was created. The network layer
conveys the network layer protocols to the data link layer.



22 1 Computer Network Fundamentals

Fig.1.21 An IP datagram Other header | Source port Destination Data
structure control number port number
information

1.6.2.4 Data Link Layer

This layer provides the network with services that move packets from one packet
switch like a router to the next over connecting links. This layer also offers reliable
delivery of network layer packets over links. It is at the lowest level of communica-
tion, and it includes the network interface card (NIC) and operating system (OS)
protocols. The protocols in this layer include Ethernet, asynchronous transfer mode
(ATM), and others such as frame relay. The data link-layer protocol unit, the frame,
may be moved over links from source to destination by different link-layer proto-
cols at different links along the way.

1.6.2.5 Physical Layer

This layer is responsible for literally moving data link datagrams bit by bit over the
links and between the network elements. The protocols here depend on and use the
characteristics of the link medium and the signals on the medium.

1.7 Network Services

For a communication network to work effectively, data in the network must be able
to move from one network element to another. This can only happen if the network
has services to move such data work. For data networks, these services fall into two
categories:

» Connection services to facilitate the exchange of data between the two network-
communicating end systems with as little data loss as possible and in as little
time as possible

e Switching services to facilitate the movement of data from host to host across the
length and width of the network mesh of hosts, hubs, bridges, routers, and
gateways

1.7.1 Connection Services

How do we get the network-transmitting elements to exchange data over the net-
work? Two types of connection services are used: connection-oriented and connec-
tionless services.

1.7.1.1 Connection-Oriented Services

With a connection-oriented service, before a client can send packets with real data
to the server, there must be a three-way handshake. We will define this three-way
handshake in later chapters. The purpose of a three-way handshake is to establish a
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session before the actual communication can begin. Establishing a session before
data is moved creates a path of virtual links between the end systems through a
network and, therefore, guarantees the reservation and establishment of fixed com-
munication channels and other resources needed for the exchange of data before any
data is exchanged and as long as the channels are needed. For example, this happens
whenever we place telephone calls; before we exchange words, the channels are
reserved and established for the duration. Because this technique guarantees that
data will arrive in the same order it was sent in, it is considered to be reliable. In
short, the service offers the following:

e Acknowledgments of all data exchanges between the end-systems
e Flow control in the network during the exchange
e Congestion control in the network during the exchange

Depending on the type of physical connections in place and the services
required by the systems that are communicating, connection-oriented methods
may be implemented in the data link layers or in the transport layers of the pro-
tocol stack, although the trend now is to implement it more at the transport layer.
For example, TCP is a connection-oriented transport protocol in the transport
layer. Other network technologies that are connection-oriented include the frame
relay and ATMs.

1.7.1.2 Connectionless Service
In a connectionless service, there is no handshaking to establish a session between
the communicating end systems, no flow control, and no congestion control in the
network. This means that a client can start communicating with a server without
warning or inquiry for readiness; it simply sends streams of packets, called data-
grams, from its sending port to the server’s connection port in single point-to-point
transmissions with no relationship established between the packets and between the
end systems. There are advantages and, of course, disadvantages to this type of con-
nection service. In brief, the connection is faster because there is no handshaking,
which can sometimes be time-consuming, and it offers periodic burst transfers with
large quantities of data; additionally, it has a simple protocol. However, this service
offers minimum services and no safeguards and guarantees to the sender since there
is no prior control information and no acknowledgment. In addition, the service
does not have the reliability of the connection-oriented method and offers no error
handling and no packet ordering, each packet self-identifies leading to long headers,
and there is no predefined order in the arrival of packets.

Like the connection-oriented method, this service can operate both at the data
link and transport layers. For example, UDP, a connectionless service, operates at
the transport layer.
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1.7.2 Network Switching Services

Before we discuss communication protocols, let us take a detour and briefly discuss
data transfer by a switching element. This is a technique by which data is moved
from host to host across the length and width of the network mesh of hosts, hubs,
bridges, routers, and gateways. This technique is referred to as data switching. The
type of data switching technique used by a network determines how messages are
transmitted between the two communicating elements and across that network.
There are two types of data switching techniques: circuit switching and packet
switching.

1.7.2.1 Circuit Switching

In circuit switching networks, one must reserve all the resources before setting up
the physical communication channel needed for communication. The physical con-
nection, once established, is then used exclusively by the two end systems, usually
subscribers, for the duration of the communication. The main feature of such a con-
nection is that it provides a fixed data rate channel, and both subscribers must oper-
ate at this rate. For example, in a telephone communication network, a connected
line is reserved between the two points before the users can start using the service.
One issue of debate on circuit switching is the perceived waste of resources during
the so-called silent periods when the connection is fully in force but not being used
by the parties. This situation occurs when, for example, during a telephone network
session, a telephone receiver is not hung up after use, leaving the connection still
established. During this period, while no one is utilizing the session, the session line
is still open.

1.7.2.2 Packet Switching
Packet switching networks, on the other hand, do not require any resources to be
reserved before a communication session begins. These networks, however, require
the sending host to assemble all data streams to be transmitted into packets. If a
message is large, it is broken into several packets. Packet headers contain the source
and the destination network addresses of the two communicating end systems.
Then, each of the packets is sent on the communication links and across packet
switches (routers). On receipt of each packet, the router inspects the destination
address contained in the packet. Using its own routing table, each router then for-
wards the packet on the appropriate link at the maximum available bit rate. As each
packet is received at each intermediate router, it is forwarded on the appropriate link
interspersed with other packets being forwarded on that link. Each router checks the
destination address, and if it is the owner of the packet, it then reassembles the pack-
ets into the final message. Figure 1.22 shows the role of routers in packet switching
networks.

Packet switches are considered to be store-and-forward transmitters, meaning
that they must receive the entire packet before the packet is retransmitted or switched
on to the next switch.
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Fig. 1.22 Packet switching networks

Because there is no predefined route for these packets, there can be unpredictably
long delays before the full message can be reassembled. In addition, the network
may not dependably deliver all the packets to the intended destination. To ensure
that the network has a reliably fast transit time, a fixed maximum length of time is
allowed for each packet. Packet switching networks suffer from a few problems,
including the following:

e The rate of transmission of a packet between two switching elements depends on
the maximum rate of transmission of the link joining them and on the switches
themselves.

* Momentary delays are always introduced whenever the switch is waiting for a
full packet. The longer the packet, the longer the delay.

* Each switching element has a finite buffer for the packets. It is thus possible for
a packet to arrive only to find the buffer full of other packets. Whenever this hap-
pens, the newly arrived packet is not stored but gets lost; a process called packet
dropping. In peak times, servers may drop a large number of packets. Congestion
control techniques use the rate of packet drop as one measure of traffic conges-
tion in a network.

Packet switching networks are commonly referred to as packet networks for
obvious reasons. They are also called asynchronous networks, and in such networks,
packets are ideal because there is a sharing of the bandwidth, and of course, this
avoids the hassle of making reservations for any anticipated transmission. There are
two types of packet switching networks:

* Virtual circuit network in which a packet route is planned, and it becomes a logi-
cal connection before a packet is released.
e Datagram network, which is the focus of this book.
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1.8 Network Connecting Devices

Before we discuss network connecting devices, let us revisit the network infrastruc-
ture. We have defined a network as a mesh of network elements, commonly referred
to as network nodes, connected together by conducting media. These network nodes
can be either at the ends of the mesh, in which case they are commonly known as
clients or in the middle of the network as transmitting elements. In a small network
such as a LAN, the nodes are connected together via special connecting and con-
ducting devices that take network traffic from one node and pass it on to the next
node. If the network is a big internetwork (large networks of networks like WANs
and LANSs), these networks are connected to other special intermediate networking
devices so that the Internet functions as a single large network.

Now let us look at network connecting devices and focus on two types of devices:
those used in networks (small networks such as LANs) and those used in
internetworks.

1.8.1 LAN Connecting Devices

Because LANSs are small networks, connecting devices in LANs are less powerful
with limited capabilities. There are hubs, repeaters, bridges, and switches.

1.8.1.1 AHub

This is the simplest in the family of network connecting devices since it connects
the LAN components with identical protocols. It takes in imports and retransmits
them verbatim. It can be used to switch both digital and analog data. In each node,
presetting must be done to prepare for the formatting of the incoming data. For
example, if the incoming data is in digital format, the hub must pass it on as packets;
however, if the incoming data is analog, then the hub passes it as a signal. There are
two types of hubs: simple and multiple port hubs, as shown in Figs. 1.23 and 1.24.
Multiple port hubs may support more than one computer up to its number of ports
and may be used to plan for the network expansion as more computers are added at
a later time.

Laptop {%‘"‘ —— — O

Internet
Firewall

Laptop Laptop

Fig. 1.23 A simple hub
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Network hubs are designed to work with network adapters and cables and can
typically run at either 10 Mbps or 100 Mbps; some hubs can run at both speeds.
When connecting computers with differing speeds, it is better to use hubs that run
at both speeds 10/100 Mbps.

1.8.1.2 A Repeater

A network repeater is a low-level local communication device at the physical layer
of the network that receives network signals, amplifies them to restore them to full
strength, and then retransmits them to another node in the network. Repeaters are
used in a network for several purposes, including countering the attenuation that
occurs when signals travel long distances and extending the length of the LAN
above the specified maximum. Since they work at the lowest network stack layer,
they are less intelligent than their counterparts, such as bridges, switches, routers,
and gateways in the upper layers of the network stack. See Fig. 1.25.

1.8.1.3 A Bridge

A bridge is like a repeater but differs in that a repeater amplifies electrical signals
because it is deployed at the physical layer; a bridge is deployed at the data link and
therefore amplifies digital signals. It digitally copies frames. It permits frames from
one part of a LAN or a different LAN with different technology to move to another
part or another LAN. However, in filtering and isolating a frame from one network
to another or another part of the same network, the bridge will not move a damaged
frame from one end of the network to the other. As it filters the data packets, the
bridge makes no modifications to the format and content of the incoming data. A
bridge filters the frames to determine whether a frame should be forwarded or
dropped. All “noise” (collisions, faulty wiring, power surges, etc.) packets are not
transmitted.
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Fig. 1.25 A repeater in an OSI model
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The bridge filters and forwards frames on the network using a dynamic bridge
table. The bridge table, which is initially empty, maintains the LAN addresses for
each computer in the LAN and the addresses of each bridge interface that connects
the LAN to other LANs. Bridges, similar to hubs, can be either simple or multi-
ported. Figure 1.26 shows a simple bridge, Fig. 1.27 shows a multi-ported bridge,
and Fig. 1.28 shows the position of the bridge in an OSI protocol stack.

1.8.1.4 A Switch

A switch is a network device that connects segments of a network or two small
networks such as Ethernet or token ring LANs. Similar to the bridge, it also filters
and forwards frames on the network with the help of a dynamic table. This point-to-
point approach allows the switch to connect multiple pairs of segments at a time,
allowing more than one computer to transmit data at a time, thus giving them a high
performance over their cousins, the bridges.
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Fig. 1.28 Position of a bridge in an OSI protocol stack

1.8.2 Internetworking Devices

Internetworking devices connect smaller networks together, for example, several
LANSs creating much larger networks such as the Internet. Let us look at two of

these connectors: the router and the gateway.
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Fig. 1.29 Router in the OSI protocol stack

1.8.2.1 Routers

Routers are general-purpose devices that interconnect two or more heterogeneous
networks represented by IP subnets or unnumbered point-to-point lines. They are
usually dedicated special-purpose computers with separate input and output inter-
faces for each connected network. They are implemented at the network layer in the
protocol stack. Figure 1.29 shows the position of the router in the OSI protocol stack.

According to RFC 1812, a router performs the following functions [3]:

Conforms to specific Internet protocols specified in the 1812 document, includ-
ing the Internet Protocol (IP), Internet Control Message Protocol (ICMP), and
others as necessary.

Connects to two or more packet networks. For each connected network, the
router must implement the functions required by that network because it is a
member of that network. These functions typically include the following:

— Encapsulating and decapsulating the IP datagrams with the connected net-

work framing. For example, if the connected network is an Ethernet LAN, an
Ethernet header and checksum must be attached.

Sending and receiving IP datagrams up to the maximum size supported by
that network; this size is the network’s maximum transmission unit or MTU.
Translating the IP destination address into an appropriate network-level
address for the connected network. These are the Ethernet hardware address
on the NIC, for Ethernet cards, if needed. Each network addresses the router
as a member computer of its own network. This means that each router is a
member of each network it connects to. It, therefore, has a network host
address for that network and an interface address for each network it is con-
nected to. Because of this rather strange characteristic, each router interface
has its own address resolution protocol (ARP) module, LAN address (net-
work card address), and Internet Protocol (IP) address.

— Responding to network flow control and error indications, if any.
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e Receives and forwards Internet datagrams. Important issues in this process are
buffer management, congestion control, and fairness. To do this, the router must:
— Recognize error conditions and generate ICMP error and information mes-
sages as required.

— Drop datagrams whose time-to-live fields have reached zero.

— Fragment datagrams when necessary to fit into the maximum transmission
unit (MTU) of the next network.

e Chooses a next-hop destination for each IP datagram based on the information in
its routing database.

e Usually supports an interior gateway protocol (IGP) to carry out distributed rout-
ing and reachability algorithms with the other routers in the same autonomous
system. In addition, some routers will need to support an exterior gateway proto-
col (EGP) to exchange topological information with other autonomous systems.

e Provides network management and system support facilities, including loading,
debugging, status reporting, exception reporting, and control.

Forwarding an IP datagram from one network across a router requires the router
to choose the address and relevant interface of the next-hop router or for the final
hop if it is the destination host. The next-hop router is always in the next network of
which the router is also a member. The choice of the next-hop router, called for-
warding, depends on the entries in the routing table within the router.

Routers are smarter than bridges in that the router with the use of a router table
has some knowledge of possible routes a packet could take from its source to its
destination. Once it finds the destination, it determines the best, fastest, and most
efficient way of routing the package. The routing table, similar to in the bridge and
switch, grows dynamically as activities in the network develop. On receipt of a
packet, the router removes the packet headers and trailers and analyzes the IP header
by determining the source and destination addresses and data type and noting the
arrival time. It also updates the router table with new addresses if not already in the
table. The IP header and arrival time information are entered in the routing table. If
a router encounters an address it cannot understand, it drops the package. Let us
explain the working of a router by an example using Fig. 1.30.

In Fig. 1.30, suppose host A in LAN1 tries to send a packet to host B in LAN2.
Both host A and host B have two addresses: the LAN (host) address and the IP
address. The translation between host LAN addresses and IP addresses is done by
the ARP, and data is retrieved or built into the ARP table, similar to Table 1.4. Notice
also that the router has two network interfaces: interface 1 for LAN1 and interface
2 for LAN?2 for the connection to a larger network such as the Internet. Each inter-
face has a LAN (host) address for the network the interface connects on and a cor-
responding IP address. As we will see later in the chapter, host A sends a packet to
router 1 at time 10:01 that includes, among other things, both its addresses, message
type, and destination IP address of host B. The packet is received at interface 1 of
the router; the router reads the packet and builds row 1 of the routing table as shown
in Table 1.5.
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Fig. 1.30 Working of a router

Table 1.4 ARP table IP address  LAN address Time
for LANI 127.00.5  16-73-AX-E4-01  10:00
127.76.1.12  07-1A-EB-17-F6  10:03

Table 1.5 Routing table Address Interface Time
for interfacel 127.0.01 1 10:01
192.76.1.12 2 10:03

The router notices that the packet has to go to network 193.55.1.s:x3, where sk«
are digits 0-9, and it has knowledge that this network is connected on interface 2. It
forwards the packet to interface 2. Now, interface 2 with its own ARP may know
host B. If it does, then it forwards the packet and updates the routing table with the
inclusion of row 2. What happens when the ARP at the router interface 1 cannot
determine the next network? That is, if it has no knowledge of the presence of net-
work 193.55.1 s, it will then ask for help from a gateway. Let us now discuss how
IP chooses a gateway to use when delivering a datagram to a remote network.

1.8.2.2 Gateways

Gateways are more versatile devices than routers. They perform protocol conver-
sion between different types of networks, architectures, or applications and serve as
translators and interpreters for network computers that communicate in different
protocols and operate in dissimilar networks, for example, OST and TCP/IP. Because
the networks are different with different technologies, each network has its own
routing algorithms, protocols, domain names servers, and network administration
procedures and policies. Gateways perform all of the functions of a router and more.
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Tab!e 1.6 A gateway Network Gateway Interface
routing table 0.0.0.0 192.133.1.1 1

127.123.0.1 198.24.0.1 2

The gateway functionality that does the translation between different network tech-
nologies and algorithms is called a protocol converter. Figure 1.31 shows the posi-
tion of a gateway in a network.

Gateways services include packet format and/or size conversion, protocol con-
version, data translation, terminal emulation, and multiplexing. Since gateways per-
form a more complicated task of protocol conversion, they operate more slowly and
handle fewer devices.

Let us now see how a packet can be routed through a gateway or several gate-
ways before it reaches its destination. We have seen that if a router gets a datagram,
it checks the destination address and finds that it is not on the local network. The
router, therefore, sends it to the default gateway. The default gateway now searches
its table for the destination address. In the case where the default gateway recog-
nizes that the destination address is not on any of the networks it is connected to
directly, it has to find yet another gateway to forward it through.

The routing information the server uses for this is in a gateway routing table link-
ing networks to gateways that reach them. The table starts with the network entry
0.0.0.0, a catch-all entry, for default routes. All packets to an unknown network are
sent through the default route. Table 1.6 shows the gateway routing table.
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The choice between a router, a bridge, and a gateway is a balance between func-
tionality and speed. Gateways, as we have indicated, perform a variety of functions;
however, because of this variety of functions, gateways may become bottlenecks
within a network because they are slow.

Routing tables may be built either manually for small LANs or by using software
called routing daemons for larger networks.

1.9 Network Technologies

Earlier in this chapter, we indicated that computer networks are basically classified
according to their sizes with the local area networks (LANSs) covering smaller areas,
and the bigger ones covering wider areas (WANS). In this last section of the chapter,
let us look at a few network technologies in each one of these categories.

1.9.1 LANTechnologies

Recall our definition of a LAN at the beginning of this chapter. We defined a LAN
to be a small data communication network that consists of a variety of machines that
are all part of the network and cover a geographically small area such as one build-
ing or one floor. Also, a LAN is usually owned by an individual or a single entity
such as an organization. According to IEEE 802.3 Committee on LAN
Standardization, a LAN must be a moderately sized and geographically shared peer-
to-peer communication network broadcasting information for all on the network to
hear via a common physical medium on a point-to-point basis with no intermediate
switching element required. Many common network technologies today fall into
this category, including the popular Ethernet, the widely used token ring/IEEE
805.2, and the Fiber Distributed Data Interface (FDDI).

1.9.1.1 Star-Based Ethernet (IEEE 802.3) LAN

Ethernet technology is the most widely used of all LAN technologies, and it has
been standardized by the IEEE 802.3 Committee on Standards. The IEEE 802.3
standards define the medium access control (MAC) layer and the physical layer. The
Ethernet MAC is a carrier sense multiple access with collision detection (CSMA/
CD) system. With CSMA, any network node that wants to transmit must listen first
to the medium to make sure that there is no other node already transmitting. This is
called the carrier sensing of the medium. If there is already a node using the medium,
then the element that was intending to transmit waits; otherwise, it transmits. In case
two or more elements are trying to transmit at the same time, a collision will occur,
and the integrity of the data for all is compromised. However, the element may not
know this; therefore, it waits for an acknowledgment from the receiving node. The
waiting period varies, taking into account maximum round-trip propagation delay
and other unexpected delays. If no acknowledgment is received during that time, the
element then assumes that a collision has occurred, and the transmission was
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unsuccessful, and therefore it must retransmit. If more collisions were to happen,
then the element must now double the delay time and so on. After a collision, when
the two elements are in the delay period, the medium may be idle, and this may lead
to inefficiency. To correct this situation, the elements, instead of just going into the
delay mode, must continue to listen to the medium as they transmit. In this case,
they will not only be doing carrier sensing but also detecting a collision that leads to
CSMA/CD. According to Stallings, the CSMA/CD scheme follows the following
algorithm [1]:

¢ If the medium is idle, transmit.

¢ If the medium is busy, continue to listen until idle, and then transmit immediately.

e If collision is detected, transmit jamming signal for “collision warning” to all
other network elements.

e After jamming the signal, wait random time units and attempt to transmit.

A number of Ethernet LANs are based on the IEEE 802.3 standards, including

e 10 BASE-X (where X =2, 5, T and F; T = twisted pair and F = fiber optics),
e 100 BASE-T (where the T options include T4, TX, and FX),
e 1000 BASE-T (where T options include LX, SX, T, and CX).

The basic Ethernet transmission structure is a frame, and it is shown in Fig. 1.32.

The source and destination fields contain 6-byte LAN addresses of the form xx-
XX-XX-XX-XX-XX, Where x is a hexadecimal integer. The error detection field is 4
bytes of bits used for error detection, usually using the cyclic redundancy check
(CRC) algorithm, in which the source and destination elements synchronize the
values of these bits.

1.9.1.2 Token Ring/IEEE 805.2
Token ring LANs based on IEEE 805.2 are also used widely in commercial and
small industrial networks, although not as popular as Ethernet. The standard uses a
frame called a token that circulates around the network so that all network nodes
have equal access to it. As we have seen previously, token ring technology employs
a mechanism that involves passing the token around the network so that all network
elements have equal access to it.

Whenever a network element wants to transmit, it waits for the token on the ring
to make its way to the element’s connection point on the ring. When the token
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arrives at this point, the element grabs it and changes one bit of the token that
becomes the start bit in the data frame the element will be transmitting. The element
then inserts data, addressing information and other fields, and then releases the pay-
load onto the ring. It then waits for the token to make a round and come back.

The receiving host must recognize the destination MAC address within the frame
as its own. Upon receipt, the host identifies the last field, indicating the recognition
of the MAC address as its own. The frame contents are then copied by the host, and
the frame is put back in circulation. On reaching the network element that still owns
the token, the element withdraws the token, and a new token is put on the ring for
another network element that may need to transmit.

Because of its round-robin nature, the token ring technique gives each network
element a fair chance of transmitting if it wants to. However, if the token ever gets
lost, the network business is halted. Figure 1.33 shows the structure of a token data
frame, and Fig. 1.16 shows the token ring structure.

Similar to Ethernet, the token ring has a variety of technologies based on the
transmission rates.

1.9.1.3 Other LAN Technologies
In addition to those we have discussed earlier, several other LAN technologies are
in use, including the following:

e Asynchronous transfer mode (ATM) with the goal of transporting real-time
voice, video, text, e-mail, and graphic data. ATM offers a full array of network
services that make it a rival of the Internet network.

 Fiber Distributed Data Interface (FDDI) is a dual-ring network that uses a token
ring scheme with many similarities to the original token ring technology.

e AppleTalk, the popular Mac users’ LAN.

1.9.2 WAN Technologies

As we defined earlier, WANs are data networks similar to LANs, but they cover a
wider geographic area. Because of their sizes, WANs traditionally provide fewer
services to customers than LANSs. Several networks fall into this category, including
the integrated services digital network (ISDN), X.25, frame relay, and the popular
Internet.

1.9.2.1 Integrated Services Digital Network (ISDN)
ISDN is a system of digital phone connections that allows data to be transmitted
simultaneously across the world using end-to-end digital connectivity. It is a
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network that supports the transmission of video, voice, and data. Because the trans-
mission of these varieties of data, including graphics, usually puts widely differing
demands on the communication network, service integration for these networks is
an important advantage to make them more appealing. The ISDN standards specify
that subscribers must be provided with the following:

* Basic Rate Interface (BRI) services of two full-duplex 64-kbps B channels—the
bearer channels and one full-duplex 16-kbps D channel—the data channel. One
B channel is used for digital voice and the other for applications such as data
transmission. The D channel is used for telemetry and for exchanging network
control information. This rate is for individual users.

e Primary Rate Interface (PRI) services consisting of 23 64-kbps B channels and
one 64-kbps D channel. This rate is for all large users.

BRI can be accessed only if the customer subscribes to an ISDN phone line and
is within 18,000 feet (about 3.4 miles or 5.5 km) of the telephone company central
office. Otherwise, expensive repeater devices are required that may include ISDN
terminal adapters and ISDN routers.

1.9.2.2 X.25

X.25 is the International Telecommunication Union (ITU) protocol developed in
1993 to bring interoperability to a variety of many data communication wide area
networks (WANSs), known as public networks, owned by private companies, organi-
zations, and governments agencies. By doing so, X.25 describes how data passes
into and out of public data communications networks.

X.25 is a connection-oriented and packet-switched data network protocol with
three levels corresponding to the bottom three layers of the OSI model as follows:
the physical level corresponds to the OSI physical layer; the link level corresponds
to OSI data link layer; and the packet level corresponds to the OSI network layer.

In full operation, the X.25 networks allow remote devices known as data termi-
nal equipment (DTE) to communicate with each other across high-speed digital
links, known as data circuit-terminating equipment (DCE), without the expense of
individual leased lines. The communication is initiated by the user at a DTE setting
up calls using standardized addresses. The calls are established over virtual circuits,
which are logical connections between the originating and destination addresses.

On receipt, the called users can accept, clear, or redirect the call to a third party.
The virtual connections we mentioned above are of the following two types [4]:

o Switched virtual circuits (SVCs): SVCs are similar to telephone calls; a connec-
tion is established, data is transferred, and then the connection is released. Each
DTE on the network is given a unique DTE address that can be used similar to a
telephone number.

e Permanent virtual circuits (PVCs): A PVC is similar to a leased line in that the
connection is always present. The logical connection is established permanently
by the packet-switched network administration. Therefore, data may always be
sent without any call setup.
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Both of these circuits are used extensively, but since user equipment and network
systems supported both X.25 PVCs and X.25 SVCs, most users prefer the SVCs
since they enable the user devices to set up and tear down connections as required.

Because X.25 is a reliable data communications with a capability over a wide
range of quality of transmission facilities, it provides advantages over other WAN
technologies, for example,

e Unlike frame relay and ATM technologies that depend on the use of high-quality
digital transmission facilities, X.25 can operate over either analog or digital
facilities.

e In comparison with TCP/IP, one finds that TCP/IP has only end-to-end error
checking and flow control, while X.25 is error checked from network element to
network element.

X.25 networks are in use throughout the world by large organizations with
widely dispersed and communication-intensive operations in sectors such as finance,
insurance, transportation, utilities, and retail.

1.9.2.3 Other WAN Technologies
The following are other WAN technologies that we would like to discuss but cannot
include because of space limitations:

e Frame relay is a packet-switched network with the ability to multiplex many
logical data conversions over a single connection. It provides flexible, efficient
channel bandwidth using digital and fiber-optic transmission. It has many similar
characteristics to the X.25 network except in format and functionality.

e Point-to-Point Protocol (PPP) is the Internet standard for transmission of IP
packets over serial lines. The point-to-point link provides a single, preestablished
communications path from the ending element through a carrier network, such as
a telephone company, to a remote network. These links can carry datagram or
data-stream transmissions.

e xDirect service line (xDSL) is a technology that provides an inexpensive, yet
very fast connection to the Internet.

o Switched multi-megabit data service (SMDS) is a connectionless service operat-
ing in the range of 1.5-100 Mbps; any SMDS station can send a frame to any
other station on the same network.

e Asynchronous transfer mode (ATM) has already been discussed as a LAN
technology.

1.9.3 Wireless LANs

The rapid advances, miniaturization, and the popularity of wireless technology have
opened a new component of LAN technology. The mobility and relocation of work-
ers have forced companies to move into new wireless technologies with emphasis
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on wireless networks extending the local LAN into a wireless LAN. There are basi-
cally four types of wireless LANs [1]:

e LAN extension is a quick wireless extension to an existing LAN to accommodate
new changes in space and mobile units.

e Cross-building interconnection establishes links across buildings between both
wireless and wired LANs.

* Nomadic access establishes a link between a LAN and a mobile wireless com-
munication device such as a laptop computer.

e Ad hoc networking is a peer-to-peer network temporarily set up to meet some
immediate need. It usually consists of laptops, handheld DEVICEs, and other
communication devices.

* Personal area networks (PANs) that include the popular Bluetooth networks.

There are several wireless IEEE 802.11-based LAN types, including:
e Infrared,
e Spread spectrum,

¢ Narrowband microwave.

Wireless technology is discussed in further detail in Chap. 17.

1.10 Conclusion

We have developed the theory of computer networks and discussed the topologies,
standards, and technologies of these networks. Because we were limited by space,
we could not discuss a number of interesting and widely used technologies both in
LAN and WAN areas. However, our limited discussion of these technologies should
give the reader an understanding and scope of the changes that are taking place in
network technologies. We hope that the trend will keep the convergence of the LAN,
WAN, and wireless technologies on track so that the alarming number of different
technologies is reduced and basic international standards are established.

Exercises

What is a communication protocol?

Why do we need communication protocols?

List the major protocols discussed in this chapter.

In addition to ISO and TCP/IP, what are the other models?

Discuss two LAN technologies that are NOT Ethernet or token ring.

Why is Ethernet technology more appealing to users than the rest of the LAN
technologies?

What do you think are the weak points of TCP/IP?

8. Discuss the pros and cons of four LAN technologies.
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9.
10.

List four WAN technologies.
What technologies are found in MANs? Which of the technologies listed in 8
and 9 can be used in MANSs?

Advanced Exercises

X.25 and TCP/IP are very similar, but there are differences. Discuss these
differences.

Discuss the reasons why ISDN failed to catch on as WAN technology.

Why is it difficult to establish permanent standards for a technology such as
WAN or LAN?

4. Many people see Bluetooth as a personal wireless network (PAN). Why is
thisso? What standard does Bluetooth use?
5. Some people think that Bluetooth is a magic technology that is going to change
the world. Read about Bluetooth and discuss this assertion.
6. Discuss the future of wireless LANs.
7. What is a wireless WAN? What kind of technology can be used in it? Is this the
wave of the future?
8. With the future in mind, compare and contrast ATMs and ISDN technologies.
9. Do you foresee a fusion between LAN, MAN, and WAN technologies in the
future? Support your response.
10. Network technology is in transition. Discuss the direction of network
technology.
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Computer Network Security 2
Fundamentals

2.1 Introduction

Before we talk about network security, we need to understand in general terms what
security is. Security is a continuous process of protecting an object from unauthor-
ized access. It is as state of being or feeling protected from harm. That object in that
state may be a person, an organization such as a business, or property such as a
computer system or a file. Security comes from secure, which means, according to
Webster Dictionary, a state of being free from care, anxiety, or fear [1].

An object can be in a physical state of security or a theoretical state of security.

In a physical state, a facility is secure if it is protected by a barrier such as a fence,
has secure areas both inside and outside, and can resist penetration by intruders.
This state of security can be guaranteed if the following four protection mechanisms
are in place: deterrence, prevention, detection, and response [1, 2].

e Deterrence is usually the first line of defense against intruders who may try to
gain access. It works by creating an atmosphere intended to frighten intruders.
Sometimes this may involve warnings of severe consequences if security is
breached.

e Prevention is the process of trying to stop intruders from gaining access to the
resources of the system. Barriers include firewalls, demilitarized zones (DMZs),
and the use of access items like keys, access cards, biometrics, and others to
allow only authorized users to use and access a facility.

e Detection occurs when the intruder has succeeded or is in the process of gaining
access to the system. Signals from the detection process include alerts to the
existence of an intruder. Sometimes, these alerts can be real time or stored for
further analysis by the security personnel.

* Response is an aftereffect mechanism that tries to respond to the failure of the
first three mechanisms. It works by trying to stop and/or prevent future damage
or access to a facility.
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The areas outside the protected system can be secured by wire and wall fencing,
mounted noise or vibration sensors, security lighting, closed-circuit television
(CCTV), buried seismic sensors, or different photoelectric and microwave systems
[1]. Inside the system, security can be enhanced by using electronic barriers such as
firewalls and passwords.

Digital barriers—commonly known as firewalls, discussed in detail in Chap.
12—can be used. Firewalls are hardware or software tools used to isolate the sensi-
tive portions of an information system facility from the outside world and limit the
potential damage by a malicious intruder.

A theoretical state of security, commonly known as pseudosecurity or security
through obscurity (STO), is a false hope of security. Many believe that an object can
be secured as long as nobody outside the core implementation group has knowledge
about its existence. This security is often referred to as “bunk mentality” security.
This is virtual security in the sense that it is not physically implemented like build-
ing walls, issuing passwords, or putting up a firewall, but it is effectively based
solely on a philosophy. The philosophy itself relies on a need-to-know basis, imply-
ing that a person is not dangerous as long as that person does not have knowledge
that could affect the security of the system like a network, for example. In real sys-
tems where this security philosophy is used, security is assured through a presump-
tion that only those with responsibility and who are trustworthy can use the system
and nobody else needs to know. Thus, in effect, the philosophy is based on the trust
of those involved assuming that they will never leave. If they do, then that means the
end of security for that system.

There are several examples where STO has been successfully used. These include
Coca-Cola, KFC, and other companies that have, for generations, kept their secret
recipes secure based on a few trusted employees. However, the overall STO is a fal-
lacy that has been used by many software producers when they hide their codes.
Many times, STO hides system vulnerabilities and weaknesses. This was demon-
strated vividly in Matt Blaze’s 1994 discovery of a flaw in the Escrowed Encryption
Standard (Clipper) that could be used to circumvent law-enforcement monitoring.
Blaze’s discovery allowed easier access to secure communication through the
Clipper technology than was previously possible, without access to keys [3]. The
belief that secrecy can make the system more secure is just a belief—a myth, in fact.
Unfortunately, the software industry still believes this myth.

Although its usefulness has declined as the computing environment has changed
to large open systems, new networking programming, and network protocols, and
as the computing power available to the average person has increased, the philoso-
phy is in fact still favored by many agencies, including the military, many govern-
ment agencies, and private businesses.

In either security state, many objects can be thought of as being secure if such a
state, a condition, or a process is afforded to them. Because there are many of these
objects, we are going to focus on the security of a few of these object models. These
will be a computer, a computer network, and information.
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2.1.1 Computer Security

This is a study, which is a branch of computer science, focusing on creating a secure
environment for the use of computers. It is a focus on the “behavior of users,” if you
will, required and the protocols in order to create a secure environment for anyone
using computers. This field, therefore, involves four areas of interest: the study of
computer ethics, the development of both software and hardware protocols, and the
development of best practices. It is a complex field of study involving detailed
mathematical designs of cryptographic protocols. We are not focusing on this in
this book.

2.1.2 Network Security

As we saw in Chap. 1, computer networks are distributed networks of computers
that are either strongly connected, meaning that they share a lot of resources from
one central computer or loosely connected, meaning that they share only those
resources that can make the network work. When we talk about computer network
security, our focus object model has now changed. It is no longer one computer but
a network. So computer network security is a broader study of computer security. It
is still a branch of computer science, but a lot broader than that of computer security.
It involves creating an environment in which a computer network, including all its
resources, which are many; all the data in it both in storage and in transit; and all its
users are secure. Because it is wider than computer security, this is a more complex
field of study than computer security involving more detailed mathematical designs
of cryptographic, communication, transport, and exchange protocols and best prac-
tices. This book focuses on this field of study.

2.1.3 Information Security

Information security is even a bigger field of study, including computer and com-
puter network security. This study is found in a variety of disciplines, including
computer science, business management, information studies, and engineering. It
involves the creation of a state in which information and data are secure. In this
model, information or data is either in motion through the communication channels
or in storage in databases on a server. This, therefore, involves the study of not only
more detailed mathematical designs of cryptographic, communication, transport,
and exchange protocols and best practices but also the state of both data and infor-
mation in motion. We are not discussing these in this book.
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2.2  Securing the Computer Network

Creating security in the computer network model we are embarking on in this book
means creating secure environments for a variety of resources. In this model, a
resource is secure, based on the above definition, if that resource is protected from
both internal and external unauthorized access. These resources, physical or not, are
objects. Ensuring the security of an object means protecting the object from unau-
thorized access both from within the object and externally. In short, we protect
objects. System objects are either tangible or nontangible. In a computer network
model, the tangible objects are the hardware resources in the system, and the intan-
gible object is the information and data in the system, both in transition and static in
storage.

2.2.1 Hardware
Protecting hardware resources includes protecting:

* End user objects that include the user interface hardware components such as all
client system input components, including a keyboard, mouse, touchscreen, light
pens, and others.

* Network objects such as firewalls, hubs, switches, routers, and gateways which
are vulnerable to hackers.

e Network communication channels to prevent eavesdroppers from intercepting
network communications.

2.2.2 Software

Protecting software resources includes protecting hardware-based software, operat-
ing systems, server protocols, browsers, application software, and intellectual prop-
erty stored on network storage disks and databases. It also involves protecting client
software such as investment portfolios, financial data, real estate records, images or
pictures, and other personal files commonly stored on home and business computers.

2.3 Forms of Protection

Now, we know what model objects are or need to be protected. Let us briefly, keep
details for later, survey ways and forms of protecting these objects. Prevention of
unauthorized access to system resources is achieved through a number of services
that include access control, authentication, confidentiality, integrity, and
nonrepudiation.
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2.3.1 Access Control

This is a service the system uses, together with a user pre-provided identification
information such as a password, to determine who uses what of its services. Let us
look at some forms of access control based on hardware and software.

2.3.1.1 Hardware Access Control Systems

Rapid advances in technology have resulted in efficient access control tools that are
open and flexible, while at the same time ensuring reasonable precautions against
risks. Access control tools falling in this category include the following:

e Access terminal: Terminal access points have become very sophisticated, and
now they not only carry out user identification but also verify access rights, con-
trol access points, and communicate with host computers. These activities can be
done in a variety of ways, including fingerprint verification and real-time anti-
break-in sensors. Network technology has made it possible for these units to be
connected to a monitoring network or remain in a stand-alone off-line mode.

e Visual event monitoring: This is a combination of many technologies into one
very useful and rapidly growing form of access control using a variety of real-
time technologies, including video and audio signals, aerial photographs, and
Global Positioning System (GPS) technology to identify locations.

¢ Identification cards: Sometimes called proximity cards, these cards have become
very common these days as a means of access control in buildings, financial
institutions, and other restricted areas. The cards come in a variety of forms,
including magnetic, bar coded, contact chip, and a combination of these.

e Biometric identification: This is perhaps the fastest growing form of control
access tool today. Some of the most popular forms include fingerprint, iris, and
voice recognition. However, fingerprint recognition offers a higher level of
security.

e Video surveillance: This is a replacement of CCTV of yesteryear, and it is gain-
ing popularity as an access control tool. With fast networking technologies and
digital cameras, images can now be taken and analyzed very quickly and action
taken in minutes.

2.3.1.2 Software Access Control Systems

Software access control falls into two types: point-of-access monitoring and remote
monitoring. In point of access (POA), personal activities can be monitored by a
device-based application. The application can even be connected to a network or to
a designated machine or machines. The application collects and stores access events
and other events connected to the system operation and downloads access rights to
access terminals.

In remote mode, the terminals can be linked in a variety of ways, including the
use of modems, telephone lines, and all forms of wireless connections. Such termi-
nals may, sometimes, if needed, have an automatic calling at preset times if desired
or have an attendant to report regularly.
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2.3.2 Authentication

Authentication is a service used to identify a user. User identity, especially of remote
users, is difficult because many users, especially those intending to cause harm, may
masquerade as the legitimate users when they actually are not. This service provides
a system with the capability to verify that a user is the very one he or she claims to
be based on what the user is, knows, and has.

Physically, we can authenticate users or user surrogates based on checking one
or more of the following user items [2]:

¢ Username (sometimes screen name).

e Password.

e Retinal images: The user looks into an electronic device that maps his or her eye
retina image; the system then compares this map with a similar map stored on
the system.

e Fingerprints: The user presses on or sometimes inserts a particular finger into a
device that makes a copy of the user fingerprint and then compares it with a simi-
lar image on the system user file.

e Physical location: The physical location of the system initiating an entry request
is checked to ensure that a request is actually originating from a known and
authorized location. In networks, to check the authenticity of a client’s location,
a network or Internet Protocol (IP) address of the client machine is compared
with the one on the system user file. This method is used mostly in addition to
other security measures because it alone cannot guarantee security. If used alone,
it provides access to the requested system to anybody who has access to the cli-
ent machine.

e Identity cards: Increasingly, cards are being used as authenticating documents.
Whoever is the carrier of the card gains access to the requested system. As is the
case with physical location authentication, card authentication is usually used as
a second-level authentication tool because whoever has access to the card auto-
matically can gain access to the requested system.

2.3.3 Confidentiality

The confidentiality service protects system data and information from unauthorized
disclosure. When data leave one extreme of a system such as a client’s computer in
a network, it ventures out into a nontrusting environment. Thus, the recipient of that
data may not fully trust that no third party, such as a cryptanalysis or a man in the
middle, has eavesdropped on the data. This service uses encryption algorithms to
ensure that nothing of the sort happened while the data was in the wild.

Encryption protects the communications channel from sniffers. Sniffers are pro-
grams written for and installed on the communication channels to eavesdrop on
network traffic, examining all traffic on selected network segments. Sniffers are
easy to write and install and difficult to detect. The encryption process uses an
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encryption algorithm and key to transform data at the source, called plaintext; turn
it into an encrypted form called ciphertext, usually unintelligible form; and finally,
recover it at the sink. The encryption algorithm can either be symmetric or asym-
metric. Symmetric encryption or secret key encryption, as it is usually called, uses
a common key and the same cryptographic algorithm to scramble and unscramble
the message. Asymmetric encryption, commonly known as public key encryption,
uses two different keys: a public key known by all and a private key known by only
the sender and the receiver. Both the sender and the receiver have a pair of these
keys, one public and one private. To encrypt a message, a sender uses the receiver’s
public key that was published. Upon receipt, the recipient of the message decrypts
it with his or her private key.

2.3.4 Integrity

The integrity service protects data against active threats such as those that may alter
it. Just like data confidentiality, data in transition between the sending and receiving
parties is susceptible to many threats from hackers, eavesdroppers, and cryptana-
lysts whose goal is to intercept the data and alter it based on their motives. This
service, through encryption and hashing algorithms, ensures that the integrity of the
transient data is intact. A hash function takes an input message M and creates a code
from it. The code is commonly referred to as a hash or a message digest. A one-way
hash function is used to create a signature of the message—just like a human finger-
print. The hash function is, therefore, used to provide the message’s integrity and
authenticity. The signature is then attached to the message before it is sent by the
sender to the recipient.

2.3.5 Nonrepudiation

This is a security service that provides proof of origin and delivery of service and/
or information. In real life, it is possible that the sender may deny the ownership of
the exchanged digital data that originated from him or her. This service, through
digital signature and encryption algorithms, ensures that digital data may not be
repudiated by providing proof of origin that is difficult to deny. A digital signature
is a cryptographic mechanism that is the electronic equivalent of a written signature
to authenticate a piece of data as to the identity of the sender.

We have to be careful here because the term “nonrepudiation” has two meanings,
one in the legal world and the other in the cryptotechnical world. Adrian McCullagh
and Willian Caelli define “nonrepudiation” in a cryptotechnical way as follows [4]:

¢ In authentication, a service that provides proof of the integrity and origin of data,
both in a forgery-proof relationship, which can be verified by any third party at
any time

e In authentication, an authentication that with high assurance can be asserted to
be genuine and that cannot subsequently be refuted
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However, in the legal world, there is always a basis for repudiation. This basis,
again, according to Adrian McCullagh, can be as follows:

e The signature is a forgery.

e The signature is not a forgery, but was obtained via:
— Unconscionable conduct by a party to a transaction;
— Fraud instigated by a third party;
— Undue influence exerted by a third party.

We will use the cryptotechnical definition throughout the book. To achieve non-
repudiation, users and application environments require a nonrepudiation service to
collect, maintain, and make available the irrefutable evidence. The best services for
nonrepudiation are digital signatures and encryption. These services offer trust by
generating unforgettable evidence of transactions that can be used for dispute reso-
lution after the fact.

2.4  Security Standards

The computer network model also suffers from the standardization problem.
Security protocols, solutions, and best practices that can secure the computer net-
work model come in many different types and use different technologies resulting
in incompatibility of interfaces (more in Chap. 16), less interoperability, and unifor-
mity among the many system resources with differing technologies within the sys-
tem and between systems. System managers, security chiefs, and experts, therefore,
choose or prefer standards, if no de facto standard exists, that are based on service,
industry, size, or mission. The type of service offered by an organization determines
the types of security standards used. Similar to service, the nature of the industry an
organization is in also determines the types of services offered by the system, which
in turn determines the type of standards to adopt. The size of an organization also
determines what type of standards to adopt. In relatively small establishments, the
ease of implementation and running of the system influence the standards to be
adopted. Finally, the mission of the establishment also determines the types of stan-
dards used. For example, government agencies have a mission that differs from that
of a university. These two organizations, consequently, may choose different stan-
dards. We are, therefore, going to discuss security standards along these divisions.
Before we do that, however, let us look at the bodies and organizations behind the
formulation, development, and maintenance of these standards. These bodies fall
into the following categories:

¢ International organizations such as the Internet Engineering Task Force (IETF),
the Institute of Electrical and Electronics Engineers (IEEE), the International
Organization for Standardization (ISO), and the International Telecommunications
Union (ITU)
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Multinational organizations such as the European Committee for Standardization
(CEN), Commission of FEuropean Union (CEU), and FEuropean
Telecommunications Standards Institute (ETSI)

National governmental organizations such as the National Institute of Standards
and Technology (NIST), American National Standards Institute (ANSI), and
Canadian Standards Council (CSC)

Sector-specific organizations such as the European Committee for Banking
Standards (ECBS), European Computer Manufacturers Association (ECMA),
and Institute of Electrical and Electronics Engineers (IEEE)

Industry standards such as RSA, the Open Group (OSF + X/Open), Object
Management Group (OMG), World Wide Web Consortium (W3C), and the
Organization for the Advancement of Structured Information Standards (OASIS)
Other sources of standards in security and cryptography

Each one of these organizations has a set of standards. Table 2.1 shows some of

these standards. In the table, x is any digit between 0 and 9.

Table 2.1 Organizations and their standards

Organization Standards

IETF

ISO

ITU
ECBS
ECMA
NIST
IEEE

RSA
W3C

IPSec, XML-Signature XPath Filter 2, X.509, Kerberos, S/MIME, RFC 1108 US
Department of Defense Security Options for the Internet Protocol, REC 2196
Site Security Handbook, RFC 2222 Simple Authentication and Security Layer,
RFC 2323 IETF Identification and Security Guidelines, RFC 2401 Security
Architecture for the Internet Protocol, RFC 2411 IP Security Document
Roadmap, RFC 2504 Users’ Security Handbook, RFC 2828 Internet Security
Glossary, RFC 3365 Strong Security Requirements for Internet Engineering Task
Force Standard Protocols, RFC 3414 User-Based Security Model (USM) for
version 3 of the Simple Network Management Protocol (SNMPv3), RFC 3631
Security Mechanisms for the Internet, RFC 3871 Operational Security
Requirements for Large Internet Service Provider (ISP) IP Network
Infrastructure, RFC 4033 DNS Security Introduction and Requirements, RFC
4251 The Secure Shell (SSH) Protocol Architecture, RFC 4301 Security
Architecture for the Internet Protocol

ISO 7498-2:1989 Information processing systems—Open Systems
Interconnection, ISO/IEC 979x, ISO/IEC 997, ISO/IEC 1011x, ISO/IEC 11xx,
ISO/IEC DTR 13xxx, ISO/IEC DTR 14xxx

X.2xx, X.5xx, X.7xx, X.80x

TR-40x

ECMA-13x, ECMA-20x

X3 Information Processing, X9.xx Financial, X12.xx Electronic Data Exchange
P1363 Standard Specifications for Public Key Cryptography, IEEE 802.xx, IEEE
P802.11 g, Wireless LAN Medium Access Control (MAC) and Physical Layer
(PHY) Specifications

PKCS #x—Public key cryptographic standard

XML Encryption, XML Signature, exXensible Key Management Specification
(XKMS)
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Table 2.2 Security standards based on services

Area of application
Internet security

Digital signature and
encryption

Login and
authentication
Firewall and system
security

2.4.1

Service

Network authentication

Secure TCP/IP communications
over the Internet
Privacy-enhanced electronic mail
Public Key Cryptography
Standards

Secure Hypertext Transfer
Protocol

Authentication of directory users
Security protocol for privacy on
Internet/transport security

Advanced encryption standard/
PKI/digital certificates, XML
digital signatures

Authentication of user’s right to
use system or network resources.
Security of local, wide, and
metropolitan area networks

Security standard
Kerberos
IPsec

S/MIME, PGP

3DES, DSA, RSA, MD5, SHA-1,
PKCS

S-HTTP

X.509/ISO/IEC 9594-8:2000
SSIL, LS, SERT

X.509, RSA BSAFE SecurXML-C,
DES, AES, DSS/DSA, EESSI, ISO
9xxx, ISO, SHA/SHS, XML digital
signatures (XML-DSIG), XML
Encryption (XMLENC), XML Key
Management Specification (XKMS)
SAML, Liberty Alliance, FIPS 112

Secure Data Exchange (SDE)
protocol for IEEE 802, ISO/IEC
10164

Security Standards Based on Type of Service/Industry

System and security managers and users may choose a security standard to use
based on the type of industry they are in and what type of services that industry
provides. Table 2.2 shows some of these services and the corresponding security
standards that can be used for these services.

Let us now give some details of some of these standards.

2.4.1.1 Public Key Cryptography Standards (PKCS)

In order to provide a basis and a catalyst for interoperable security based on public
key cryptographic techniques, the Public Key Cryptography Standards (PKCS)
were established. These are recent security standards, first published in 1991 fol-
lowing discussions of a small group of early adopters of public key technology.
Since their establishment, they have become the basis for many formal standards
and are implemented widely.

In general, PKCS are security specifications produced by RSA Laboratories in
cooperation with secure system developers worldwide for the purpose of accelerat-
ing the deployment of public key cryptography. In fact, worldwide contributions
from the PKCS series have become part of many formal and de facto standards,
including ANSI X9 documents, PKIX, SET, S/MIME, and SSL.
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2.4.1.2 The Standards for Interoperable Secure MIME (S/MIME)
Secure/Multipurpose Internet Mail Extensions (S/MIME) is a specification for
secure electronic messaging. It came to address a growing problem of e-mail inter-
ception and forgery at the time of increasing digital communication. So, in 1995,
several software vendors got together and created the S/MIME specification with
the goal of making it easy to secure messages from prying eyes.

It works by building a security layer on top of the industry standard MIME pro-
tocol based on PKCS. The use of PKCS avails the user of S/MIME with immediate
privacy, data integrity, and authentication of an e-mail package. This has given the
standard a wide appeal, leading to S/MIME moving beyond just e-mail. Vendor
software warehouses, including Microsoft, Lotus, and Banyan, and other online
electronic commerce services, are already using S/MIME.

2.4.1.3 Federal Information Processing Standards (FIPS)

Federal Information Processing Standards (FIPS) are National Institute of Standards
and Technology (NIST)-approved standards for advanced encryption. These are US
federal government standards and guidelines in a variety of areas in data processing.
They are recommended by NIST to be used by the US government organizations
and others in the private sector to protect sensitive information. They range from
FIPS 31 issued in 1974 to current FIPS 198.

2.4.1.4 Secure Sockets Layer (SSL)

SSL is an encryption standard for most Web transactions. In fact, it is becoming the
most popular type of e-commerce encryption. Most conventional intranet and
extranet applications would typically require a combination of security mechanisms
that include

* Encryption,
¢ Authentication,
e Access control.

SSL provides the encryption component implemented within the TCP/
IP. Developed by Netscape Communications, SSL provides secure Web client and
server communications, including encryption, authentication, and integrity check-
ing for a TCP/IP connection.

2.4.1.5 Web Services Security Standards

In order for Web transactions such as e-commerce to really take off, customers will
need to see an open architectural model backed up by a standards-based security
framework. Security players, including standards organizations, must provide that
open model and a framework that is interoperable—as vendor neutral as possible—
and able to resolve critical, often sensitive, issues related to security. The security
framework must also include Web interoperability standards for access control, pro-
visioning, biometrics, and digital rights.
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To meet the challenges of Web security, two industry rival standards companies
are developing new standards for XML digital signatures that include XML
Encryption, XML Signature, and exXensible Key Management Specification
(XKMS) by the World Wide Web Consortium (W3C), and BSAFE SecurXML-C
software development kit (SDK) for implementing XML digital signatures by rival
RSA Security. In addition, RSA also offers a Security Assertion Markup Language
(SAML) specification, an XML framework for exchanging authentication, and
authorization information. It is designed to enable secure single sign-on across por-
tals within and across organizations.

2.4.2 Security Standards Based on Size/Implementation

If the network is small or it is a small organization such as a university, for example,
security standards can be spelled out as either the organization’s security policy or
its best practices on the security of the system, including the physical security of
equipment, system software, and application software:

* Physical security: This emphasizes the need for security of computers running
the Web servers and how these machines should be kept physically secured in a
locked area. Standards are also needed for backup storage media such as tapes
and removable disks.

* Operating systems: The emphasis here is on privileges and number of accounts,
and security standards are set based on these. For example, the number of users
with most privileged access like root in Unix or Administrator in NT should be
kept to a minimum. Set standards for privileged users. Keep to a minimum the
number of user accounts on the system. State the number of services offered to
clients” computers by the server, keeping them to a minimum. Set a standard for
authentication such as user passwords and for applying security patches.

» System logs: Logs always contain sensitive information such as dates and times
of user access. Logs containing sensitive information should be accessible only
to authorized staff and should not be publicly accessible. Set a standard on who
and when logs should be viewed and analyzed.

» Data security: Set a standard for dealing with files that contain sensitive data. For
example, files containing sensitive data should be encrypted wherever possible
using strong encryption or should be transferred as soon as possible and practical
to a secured system not providing public services.

As an example, Table 2.3 shows how such standards may be set.

Table 2.3 Best security practices for a small organization

Application area Security standards
Operating systems Unix, Linux, Windows, etc.
Virus protection Norton

E-mail PGP, S/MIME

Firewalls

Telnet and FTP terminal applications SSH (secure shell)



2.4 Security Standards 53

Table 2.4 Interest-based security standards

Area of application ~ Service Security standard

Banking Security within banking IT systems ISO 8730, ISO 8732, ISO/TR
17944

Financial Security of financial services ANSI X9.x, ANSI X9.xx

2.4.3 Security Standards Based on Interests

In many cases, institutions and government agencies choose to pick a security stan-
dard based solely on the interest of the institution or the country. Table 2.4 below
shows some security standards based on interest, and the subsections following the
table also show security best practices and security standards based more on national
interests.

2.4.3.1 British Standard 799 (BS 7799)

The BS 7799 standard outlines a code of practice for information security manage-
ment that further helps to determine how to secure network systems. It puts forward
a common framework that enables companies to develop, implement, and measure
effective security management practices and provide confidence in intercompany
trading. BS 7799 was first written in 1993, but it was not officially published until
1995, and it was published as an international standard BS ISO/IEC 17799:2000 in
December 2000.

2.4.3.2 Orange Book

This is the US Department of Defense Trusted Computer System Evaluation Criteria
(DOD-5200.28-STD) standard known as the Orange Book. For a long time, it has
been the de facto standard for computer security used in government and industry,
but as we will see in Chap. 15, other standards have now been developed to either
supplement it or replace it. First published in 1983, its security levels are referred to
as “Rainbow Series.”

2.4.4 Security Best Practices

As you noticed from our discussion, there is a rich repertoire of standards security
tools on the system and information security landscape because as technology
evolves, the security situation becomes more complex, and it grows more so every
day. With these changes, however, some trends and approaches to security remain
the same. One of these constants is having a sound strategy of dealing with the
changing security landscape. Developing such a security strategy involves keeping
an eye on the reality of the changing technology scene and rapidly increasing secu-
rity threats. To keep abreast of all these changes, security experts and security man-
agers must know how and what to protect and what controls to put in place and at
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what time. It takes security management, planning, policy development, and the
design of security procedures. It is important to remember and definitely understand
that there is no procedure, policy, or technology, however much you like it and trust
it, that will ever be 100%, so it is important for a company preferably to have a
designated security person, a security program officer, and chief security officer
(CSO), under the chief information officer (CIO), and to be responsible for the
security best practices. Here are some examples of best practices.

Commonly Accepted Security Practices and Regulations (CASPR) Developed by
the CASPR Project, this effort aims to provide a set of best practices that can be
universally applied to any organization regardless of industry, size or mission. Such
best practices would, for example, come from the world’s experts in information
security. CASPR distills the knowledge into a series of papers and publishes them
so they are freely available on the Internet to everyone. The project covers a wide
area, including operating system and system security, network and telecommunica-
tion security, access control and authentication, infosecurity management, infosecu-
rity auditing and assessment, infosecurity logging and monitoring, application
security, application and system development, and investigations and forensics. In
order to distribute their papers freely, the founders of CASPR use the open source
movement as a guide, and they release the papers under the GNU Free Document
License to make sure they and any derivatives remain freely available.

Control Objectives for Information and (Related) Technology (COBIT)
Developed by IT auditors and made available through the Information Systems
Audit and Control Association, COBIT provides a framework for assessing a
security pro-gram. COBIT is an open standard for control of information technol-
ogy. The IT Governance Institute has, together with the worldwide industry
experts, analysts, and academics, developed new definitions for COBIT that con-
sist of maturity models, critical success factors (CSFs), key goal indicators
(KGlIs), and key performance indicators (KPIs). COBIT was designed to help
three distinct audiences [5]:

¢ Management who needs to balance risk and control investment in an often unpre-
dictable IT environment;

e Users who need to obtain assurance on the security and controls of the IT ser-
vices upon which they depend to deliver their products and services to internal
and external customers;

e Auditors who can use it to substantiate their opinions and/or provide advice to
management on internal controls.

Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE) by
Carnegie Mellon’s CERT Coordination Center: OCTAVE is an approach for self-
directed information security risk evaluations that [6]:

* Puts organizations in charge;
e Balances critical information assets, business needs, threats, and vulnerabilities;
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e Measures the organization against known or accepted good security practices;
e Establishes an organization-wide protection strategy and information security
risk mitigation plans;

In short, it provides measures based on accepted best practices for evaluating
security programs. It does this in three phases:

¢ It determines information assets that must be protected.

e It evaluates the technology infrastructure to determine if it can protect those
assets and how vulnerable it is and defines the risks to critical assets.

e It uses good security practices and establishes an organization-wide protection
strategy and mitigation plans for specific risks to critical assets.

General Best Practices—Matthew Putvinski, in his article IT Security Series
Part 1: Information Security Best Practices 7], discusses under the following gen-
eral categories:

e Chief information security officer or designate: Establish the need for a security
designated officer to oversee security-related issues in the enterprise because the
lack of a person responsible for security in any organization means the organiza-
tion does not give information security priority.

e End user: The security guidelines here must be contained in the organization’s
security policy of what the organization’s end users must and must not do as far as
dealing with the organization’s information in general and computing services in
particular. As we move into miniature mobile devices and if a policy is to use a
bring-your-own-device (BYOD), specific data handling policies must be in place.

e Software updates and patches: Specific guidelines in the organization security
policy book must specifically take a stance on how the organization will use
software security patches and upgrades and the frequency of updates.

e Vendor management: If the organization is using software provided by third-
party individuals or organizations as vendors, care must be taken to ensure that
any organization’s confidential information provided to vendors to help identify
a suitable software tool is well documented and indicated to whom.

e Physical security: This is squarely a security policy issue specifically spelling out
the physical specification required to safeguard the organization’s information
and data. These include access to offices and digital equipment, when and where
information is stored, and when and where information is destroyed. We will
discuss more of this in the coming chapters.

e The following guidelines are also a security policy issues:

— Data classification and retention

— Password requirements and guidelines
— Wireless networking

— Mobile device usage and access

— Employee awareness training

— Incident response
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Exercises
1. What is security and information security? What is the difference?

N

SneEw

10.

It has been stated that security is a continuous process; what are the states in
this process?

What are the differences between symmetric and asymmetric key systems?
What is PKI? Why is it so important in information security?

What is the difference between authentication and nonrepudiation?

Why is there a dispute between digital nonrepudiation and legal
nonrepudiation?

Virtual security seems to work in some systems. Why is this so? Can you apply
it in a network environment? Support your response.

Security best practices are security guidelines and policies aimed at enhancing
system security. Can they work without known and proven security mechanisms?
Does information confidentiality infer information integrity? Explain your
response.

What are the best security mechanisms to ensure information confidentiality?

Advanced Exercises

10.

. In the chapter, we have classified security standards based on industry, size, and

mission. What other classifications can you make and why?

. Most of the encryption standards that are being used such as RSA and DES

have not been formally proven to be safe. Why then do we take them to be
secure—what evidence do we have?

. IPsec provides security at the network layer. What other security mechanism is

applicable at the network layer? Do network layer security solutions offer bet-
ter security?

. Discuss two security mechanisms applied at the application layer. Are they

safer than those applied at the lower network layer? Support your response.
Are there security mechanisms applicable at the transport layer? Is it safer?
Discuss the difficulties encountered in enforcing security best practices.

Some security experts do not believe in security policies. Do you? Why or
why not?

. Security standards are changing daily. Is it wise to pick a security standard

then? Why or why not?

If you are an enterprise security chief, how would you go about choosing a
security best practice? Is it good security policy to always use a best security
practice? What are the benefits of using a best practice?

Why it is important to have a security plan despite the various views of security
experts concerning its importance?
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Security Threats and Threat Motives 3
to Computer Networks

3.1 Introduction

In February, 2002, the Internet security watch group CERT Coordination Center
first disclosed to the global audience that global networks, including the Internet,
phone systems, and the electrical power grid, are vulnerable to attack because of
weakness in programming in a small but key network component. The component,
an Abstract Syntax Notation One, or ASN.1, is a communication protocol used
widely in the Simple Network Management Protocol (SNMP).

There was widespread fear among government, networking manufacturers, secu-
rity researchers, and IT executives because the component is vital in many commu-
nication grids, including national critical infrastructures such as parts of the Internet,
phone systems, and the electrical power grid. These networks were vulnerable to
disruptive buffer overflow and malformed packet attacks.

This example illustrates but one of many potential incidents that can cause wide-
spread fear and panic among government, networking manufacturers, security
researchers, and IT executives when they think of the consequences of what might
happen to the global networks.

The number of threats is rising daily, yet the time window to deal with them is
rapidly shrinking. Hacker tools are becoming more sophisticated and powerful.
Currently, the average time between the point at which a vulnerability is announced
and when it is actually deployed in the wild is getting shorter and shorter.

Traditionally, security has been defined as a process to prevent unauthorized
access, use, alteration, theft, or physical damage to an object through maintaining
high confidentiality and integrity of information about the object and making infor-
mation about the object available whenever needed. However, there is a common
fallacy, taken for granted by many, that a perfect state of security can be achieved;
they are wrong. There is nothing like a secure state of any object, tangible or not,
because no such object can ever be in a perfectly secure state and still be useful. An
object is secure if the process can maintain its highest intrinsic value. Since the
intrinsic value of an object depends on a number of factors, both internal and exter-
nal to the object during a given time frame, an object is secure if the object assumes
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its maximum intrinsic value under all possible conditions. The process of security,
therefore, strives to maintain the maximum intrinsic value of the object at all times.

Information is an object. Although it is an intangible object, its intrinsic value
can be maintained in a high state, thus ensuring that it is secure. Since our focus in
this book is on global computer network security, we will view the security of this
global network as composed of two types of objects: the tangible objects such as the
servers, clients, and communication channels and the intangible object such as
information that is stored on servers and clients and that moves through the com-
munication channels.

Ensuring the security of the global computer networks requires maintaining the
highest intrinsic value of both the tangible objects and information—the intangible
one. Because of both internal and external forces, it is not easy to maintain the high-
est level of the intrinsic value of an object. These forces constitute a security threat
to the object. For the global computer network, the security threat is directed to the
tangible and the intangible objects that make up the global infrastructure such as
servers, clients, communication channels, files, and information.

The threat itself comes in many forms, including viruses, worms, distributed
denial of services, and electronic bombs, and derives many motives, including
revenge, personal gains, hate, and joy rides, to name but a few.

3.2  Sources of Security Threats

The security threat to computer systems springs from a number of factors that

include:

Weaknesses in the network infrastructure and communication protocols that create
an appetite and a challenge to the hacker mind.

The rapid growth of cyberspace into a vital global communication and business
network on which international commerce and business transactions are increas-
ingly being performed and many national critical infrastructures are being
connected.

The growth of the hacker community whose members are usually experts at gaining
unauthorized access into systems that run not only companies and governments
but also critical national infrastructures.

The vulnerability in operating system protocols whose services run the computers
that run the communication network.

The insider effect resulting from workers who steal and sell company databases and
the mailing lists or even confidential business documents;

Social engineering.

Physical theft from within the organizations of things such as laptop and handheld
computers with powerful communication technology and more potentially sensi-
tive information;

Security as a moving target.
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3.2.1 Design Philosophy

Although the design philosophy on which both the computer network infrastructure
and communication protocols were built has tremendously boosted cyberspace
development, the same design philosophy has been a constant source of the many
ills plaguing cyberspace. The growth of the Internet and cyberspace, in general, was
based on an open architecture work in progress philosophy. This philosophy
attracted the brightest minds to get their hands dirty and contribute to the infrastruc-
ture and protocols. With many contributing their best ideas for free, the Internet
grew in leaps and bounds. This philosophy also helped the spirit of individualism
and adventurism, both of which have driven the growth of the computer industry
and underscored the rapid and sometimes motivated growth of cyberspace.

Because the philosophy was not based on clear blueprints, new developments
and additions came about as reactions to the shortfalls and changing needs of a
developing infrastructure. The lack of a comprehensive blueprint and the demand-
driven design and development of protocols are causing the ever-present weak
points and loopholes in the underlying computer network infrastructure and
protocols.

In addition to the philosophy, the developers of the network infrastructure and
protocols also followed a policy to create an interface that is as user-friendly, effi-
cient, and transparent as possible so that all users of all education levels can use it
unaware of the working of the networks and therefore are not concerned with the
details.

The designers of the communication network infrastructure thought it was better
this way if the system is to serve as many people as possible. Making the interface
this easy and far removed from the details, though, has its own downside in that the
user never cares about and pays very little attention to the security of the system.

Like a magnet, the policy has attracted all sorts of people who exploit the net-
work’s vulnerable and weak points in search of a challenge, adventurism, fun, and
all forms of personal gratification.

3.2.2 Weaknesses in Network Infrastructure
and Communication Protocols

Compounding the problems created by the design philosophy and policy is the
weakness in the communication protocols. The Internet is a packet network that
works by breaking the data to be transmitted into small individually addressed pack-
ets that are downloaded on the network’s mesh of switching elements. Each indi-
vidual packet finds its way through the network with no predetermined route, and
the packets are reassembled to form the original message by the receiving element.
To work successfully, packet networks need a strong trust relationship that must
exist among the transmitting elements.

As packets are disassembled, transmitted, and reassembled, the security of each
individual packet and the intermediary transmitting elements must be guaranteed.
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Fig.3.1 A three-way
handshake —

Client Server

SYN

(Received by welcome port)

(Create communication port)

(Established connection)

This is not always the case in the current protocols of cyberspace. There are areas
where, through port scans, determined users have managed to intrude, penetrate,
fool, and intercept the packets.

The two main communication protocols on each server in the network, UDP and
TCP, use port numbers to identify higher-layer services. Each higher-layer service
on a client uses a unique port number to request a service from the server, and each
server uses a port number to identify the service needed by a client. The cardinal
rule of a secure communication protocol in a server is never to leave any port open
in the absence of a useful service. If no such service is offered, its port should never
be open. Even if the service is offered by the server, its port should never be left
open unless it is legitimately in use.

In the initial communication between a client and a server, the client addresses
the server via a port number in a process called a three-way hand-shake. The three-
way handshake, when successful, establishes a TCP virtual connection between the
server and the client. This virtual connection is required before any communication
between the two can begin. The process begins by a client/host sending a TCP seg-
ment with the synchronize (SYN) flag set; the server/host responds with a segment
that has the acknowledge valid (ACK) and SYN flags set, and the first host responds
with a segment that has only the ACK flag set. This exchange is shown in Fig. 3.1.
The three-way handshake suffers from a half-open socket problem when the server
trusts the client that originated the handshake and leaves its port door open for fur-
ther communication from the client.

As long as the half-open port remains open, an intruder can enter the system
because while one port remains open, the server can still entertain other three-way
handshakes from other clients that want to communicate with it. Several half-open
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ports can lead to network security exploits, including both TCP/IP and UDP proto-
cols: Internet Protocol spoofing (IP spoofing), in which IP addresses of the source
element in the data packets are altered and replaced with bogus addresses, and SYN
flooding where the server is overwhelmed by spoofed packets sent to it.

In addition to the three-way handshake, ports are used widely in network com-
munication. There are well-known ports used by processes that offer services. For
example, ports O through 1023 are used widely by system processes and other
highly privileged programs. This means that if access to these ports is compro-
mised, the intruder can get access to the whole system. Intruders find open ports via
port scans. The two examples below from G-Lock Software illustrate how a port
scan can be made [1]:

e TCP connect( ) scanning is the most basic form of TCP scanning. An attacker’s
host is directed to issue a connect( ) system call to a list of selected ports on the
target machine. If any of these ports is listening, connect( ) system call will suc-
ceed; otherwise, the port is unreachable and the service is unavailable.

e UDP Internet Control Message Protocol (ICMP) port unreachable scanning is
one of the few UDP scans. Recall from Chap. 1 that UDP is a connectionless
protocol; so, it is harder to scan than TCP because UDP ports are not required to
respond to probes. Most implementations generate an ICMP port_unreachable
error when an intruder sends a packet to a closed UDP port. When this response
does not come, the intruder has found an active port.

In addition to port number weaknesses usually identifiable via port scans, both
TCP and UDP protocols suffer from other weaknesses.

Packet transmissions between network elements can be intercepted, and their
contents altered, such as in initial sequence number attack. Sequence numbers are
integer numbers assigned to each transmitted packet, indicating their order of arrival
atthe receiving element. Upon receipt of the packets, the receiving element acknowl-
edges it in a two-way communication session during which both the transmitting
elements talk to each other simultaneously in full duplex.

In the initial sequence number attack, the attacker intercepts the communication
session between two or more communicating elements and then guesses the next
sequence number in a communication session. The intruder then slips the spoofed
IP addresses into the packets transmitted to the server. The server sends an acknowl-
edgment to the spoofed clients. Infrastructure vulnerability attacks also include ses-
sion attacks, packet sniffing, buffer overflow, and session hijacking. These attacks
are discussed in later chapters.

The infrastructure attacks we have discussed so far are of the penetration type
where the intruder physically enters the system infrastructure, either at the transmit-
ting element or in the transmitting channel levels, and alters the content of packets.
In the next set of infrastructure attacks, a different approach of vulnerability exploi-
tation is used. This is the distributed denial of services (DDoS).

The DDoS attacks are attacks that are generally classified as nuisance attacks in
the sense that they simply interrupt the services of the system. System interruption
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can be as serious as destroying a computer’s hard disk or as simple as using up all
the available memory of the system. DDoS attacks come in many forms, but the
most common are the following: smurfing, ICMP protocol, and ping of death
attacks.

The “smurf” attack utilizes the broken down trust relationship created by IP
spoofing. An offending element sends a large number of spoofed ping packets con-
taining the victim’s IP address as the source address. Ping traffic, also called
Protocol Overview Internet Control Message Protocol (ICMP) in the Internet com-
munity, is used to report out-of-band messages related to network operation or
misoperation such as a host or entire portion of the network being unreachable,
owing to some type of failure. The pings are then directed to a large number of net-
work subnets, a subnet being a small independent network such as a LAN. If all the
subnets reply to the victim address, the victim element receives a high rate of
requests from the spoofed addresses as a result, and the element begins buffering
these packets. When the requests come at a rate exceeding the capacity of the queue,
the element generates ICMP source quench messages meant to slow down the send-
ing rate. These messages are then sent, supposedly, to the legitimate sender of the
requests. If the sender is legitimate, it will heed the requests and slow down the rate
of packet transmission. However, in cases of spoofed addresses, no action is taken
because all sender addresses are bogus. The situation in the network can easily dete-
riorate further if each routing device itself takes part in smurfing.

We have outlined a small part of a list of several hundred types of known infra-
structure vulnerabilities that are often used by hackers to either penetrate systems
and destroy, alter, or introduce foreign data into the system or disable the system
through port scanning and DDoS. Although for these known vulnerabilities, equip-
ment manufacturers and software producers have done a considerable job of issuing
patches as soon as a loophole or a vulnerability is known, quite often, as was dem-
onstrated in the Code Red fiasco, not all network administrators adhere to the advi-
sories issued to them.

Furthermore, new vulnerabilities are being discovered almost every day either by
hackers in an attempt to show their skills by exposing these vulnerabilities or by
users of new hardware or software such as what happened with the Microsoft
Windows IIS in the case of the Code Red worm. Also, the fact that most of these
exploits use known vulnerabilities is indicative of our abilities in patching known
vulnerabilities even if the solutions are provided.

3.2.3 Rapid Growth of Cyberspace

There is always a security problem in numbers. Since its beginning as ARPANET in
the early 1960s, the Internet has experienced phenomenal growth, especially in the
last 10 years. There was an explosion in the numbers of users, which in turn ignited
an explosion in the number of connected computers.

Just less than 20 years ago in 1985, the Internet had fewer than 2000 computers
connected, and the corresponding number of users was in the mere tens of
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thousands. However, by 2001, the figure has jumped to about 109 million hosts,
according to Tony Rutkowski at the Center for Next Generation Internet, an Internet
Software Consortium. This number represents a significant new benchmark for the
number of Internet hosts. At a reported current annual growth rate of 51% over the
past 2 years, this shows continued strong exponential growth, with an estimated
growth of up to 1 billion hosts if the same growth rate is sustained [2].

This is a tremendous growth by all accounts. As it grew, it brought in more and
more users with varying ethical standards, added more services, and created more
responsibilities. By the turn of the century, many countries found their national criti-
cal infrastructures firmly intertwined in the global network. An interdependence
between humans and computers and between nations on the global network has
been created that has led to a critical need to protect the massive amount of informa-
tion stored on these network computers. The ease of use of and access to the Internet
and large quantities of personal, business, and military data stored on the Internet
was slowly turning into a massive security threat not only to individuals and busi-
ness interests but also to national defenses.

As more and more people enjoyed the potential of the Internet, more and more
people with dubious motives were also drawn to the Internet because of its enor-
mous wealth of everything they were looking for. Such individuals have posed a
potential risk to the information content of the Internet, and such a security threat
has to be dealt with.

Statistics from the security company Symantec show that Internet attack activity
is currently growing by about 64% per year. The same statistics show that during the
first 6 months of 2002, companies connected to the Internet were attacked, on aver-
age, 32 times per week compared to only 25 times per week in the last 6 months of
2001. Symantec reports between 400 and 500 new viruses every month and about
250 vulnerabilities in computer programs [3].

In fact, the rate at which the Internet is growing is becoming the greatest security
threat ever. Security experts are locked in a deadly race with these malicious hackers
that, at the moment, looks like a losing battle with the security community.

3.2.4 The Growth of the Hacker Community

Although other factors contributed significantly to the security threat, in the general
public view, the number one contributor to the security threat of computer and tele-
communication networks more than anything else is the growth of the hacker com-
munity. Hackers have managed to bring this threat into news headlines and people’s
living rooms through the ever-increasing and sometimes devastating attacks on
computer and telecommunication systems using viruses, worms, DDoS, and other
security attacks.

Until recently, most hacker communities worked underground forming groups
globally like some in Table 3.1. Today, hackers are no longer considered as bad to
computer networks as they used to be, and now hackers are being used by govern-
ments and organizations to do the opposite of what they were supposed to be doing,
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Table 3.1 Global hacker groups

0-9

The 414s

A

AnonCoders
Anontune
Anonymous (group)
Antisec Movement
APT29

B

Backtrace Security
C

Chaos Computer Club

Croatian Revolution Hackers
Cult of the Dead Cow
Cyber-collection
CyberBerkut
Cyberwarfare in China
D

DarkOde

Decocidio

Derp (hacker group)
Digital DawgPound

F

FinnSec Security
G

Gay Nigger Association of
America
Genocide2600
Ghost Security
Global kOS
GlobalHell
Goatse Security
H

HacDC

Hack Canada
HackBB

Hacker Bible
Hacker Dojo
HackerspaceSG
Hacktivismo
Hackweiser
Harford Hackerspace
Helith

Hell (forum)
Honker Union
HubCityLabs

|

Impact Team

Infonomicon

IPhone Dev Team

Iranian Cyber Army

Islamic State Hacking Division
Israeli Elite Force

IL

LOpht

Lazarus Group

Legion of Doom (hacking)
Level Seven (hacking group)

Lizard Squad

LulzSec

LulzRaft

M

MalSec

Masters of Deception
Mazafaka (hacker group)
MilwOrm

Moonlight Maze

N

Network Crack Program Hacker
(NCPH) Group
NullCrew

O

Operation High Roller

Operation Sundevil
OurMine

P

PH.IR.M.

Pakbugs

Pangu Team

Phone Losers of America
Plover-NET
Port7Alliance

Power Racing Series

R

Red Hacker Alliance
Redhack

S

Securax

Sofacy Group
Syrian Electronic Army
T

Team Elite
TeaMpOisoN
TeslaTeam

TESO (Austrian hacker
group)

The Shadow Brokers
The Shmoo Group
The Unknowns
Titan Rain

U

UGNazi

UXu

W

WO00wO00

World of Hell

X

Xbox Underground
XDedic
Y

Yemen Cyber Army

Reference source: http://en.wikipedia.org/wiki/Category:Hacker_groups. Last modified on 2 June

2016, at 22:14
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defending national critical networks and hardening company networks. Increasingly,
hacker groups and individuals are being used in clandestine campaigns of attacking
other nations. So hacker groups and individuals are no longer as much under the
cloud of suspicion as causing mayhem to computer networks, and many are now in
the open. In fact, hacker Web sites like www.hacker.org with messages like “The
hacker explores the intersection of art and science in an insatiable quest to under-
stand and shape the world around him. We guide you on this journey.” are legiti-
mately popping up everywhere.

However, for long, the general public, computer users, policymakers, parents,
and lawmakers have watched in bewilderment and awe as the threat to their indi-
vidual and national security has grown to alarming levels as the size of the global
networks have grown and national critical infrastructures have become more and
more integrated into this global network. In some cases, the fear from these attacks
reached hysterical proportions, as demonstrated in the following major attacks that
we have rightly called the big “bungs.”

3.2.4.1 The Big“Bungs”

The Internet Worm

On November 2, 1988, Robert T. Morris, Jr., a computer science graduate student at
Cornell University, using a computer at MIT, released what he thought was a benign
experimental, self-replicating, and self-propagating program on the MIT computer
network. Unfortunately, he did not debug the program well before running it. He
soon realized his mistake when the program he thought was benign went out of
control. The program started replicating itself and, at the same time, infecting more
computers on the network at a faster rate than he had anticipated. There was a bug
in his program. The program attacked many machines at MIT and very quickly went
beyond the campus to infect other computers around the country. Unable to stop his
own program from spreading, he sought a friend’s help. He and his friend tried
unsuccessfully to send an anonymous message from Harvard over the network,
instructing programmers how to kill the program—now a worm—and prevent its
reinfection of other computers. The worm spread like wildfire to infect some 6000
networked computers, a whopping number in proportion to the 1988 size of the
Internet, clogging government and university systems. In about 12 h, programmers
in affected locations around the country succeeded in stopping the worm from
spreading further. It was reported that Morris took advantage of a hole in the debug
mode of the Unix sendmail program. Unix then was a popular operating system that
was running thousands of computers on university campuses around the country.
Sendmail runs on Unix to handle e-mail delivery.

Morris was apprehended a few days later; taken to court; sentenced to 3 years,
probatio