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FOREWORD

This remarkable and valuable book enlarges the scope of under-

standing psychophysiological states with a depth of scholarship

and novel interpretations that are unique in the field. To explain

my admiration for the achievement I offer a bit of autobiographical

background. When I started my career as an independent scientist,

my scientific outlook was shaped by a course in symbolic logic

taught by Hans Reichenbach who was promoting the ideas of the

Vienna Circle philosophers. Logical Positivism and its verifiability

theory of meaning suited my temperament exactly, especially be-

cause it came to me from a professor who could casually mention

conversations he had with Albert (Einstein), Kurt (Gödel), Rudy

(Carnap), Otto (Neurath), and others in the analytic school of

philosophy and science.

Shortly thereafter I became aware of the book by C. P. Snow based

on his Rede Lecture at Cambridge University in 1959, entitled ‘‘Two

Cultures and the Scientific Revolution,’’ in which he argued that the

intellectual life of all western society was increasingly being split into

two polar groups: ‘‘Literary intellectuals at one pole—at the other

scientists.’’ Hewent on to say that ‘‘literary intellectuals’’ (not precise-

ly defined) were seriously impoverished compared to their scientific

coevals because they had no concept of the natural order of things

as revealed by the scientific edifice of the physical world. From my

Positivistic stance, this claim made good sense to me.

As we all now recognize, time has not been kind either to the

manifesto of the Vienna Circle and its acolytes or to Snow’s egre-

gious dichotomization. However, the traces of their influence on

me as a young, ‘‘hard-headed,’’ medical scientist left me ill-prepared

to take seriously any therapeutic claims coming from the experi-

ence and wisdom of yogis that I encountered later as examples of

‘‘alternative medicine.’’ Some of those claims appear at the end
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of David Shannahoff-Khalsa’s excellent book, but far from coming

at the reader from the ‘‘east,’’ tainted with mysticism, they are justi-

fied by a richness of scholarship of the ‘‘western’’ kind that most

scientists require. Until I met David, I did not expect to see such a

solid bridge between ‘‘east and west’’ in medical science.

In 1990, with a colleague, I published a report with a title begin-

ning: ‘‘Ultradian adrenocortical and circulatory oscillations . . ..’’

David noticed the article and called me with questions and com-

ments that revealed a knowledge and appreciation of ultradian

biological rhythms (those with periods less than 24 h) that exceeded

my own. At his suggestion we became friends, colleagues, and

collaborators in subsequent scientific work in the ‘‘western’’ style.

Along the way I learned something of the content of yogic medicine

and began to take it seriously because of David’s scholarship. In the

case of this book that scholarship appears early in the review of

the history of the recognition of ultradian rhythms, and their varia-

bility’s, and the speculations regarding their significance in

physiology and psychology. (The book has a splendid, synoptic

bibliography.)

Unusual for a review of scientific studies, in this book technical

reports are displayed with clear and critical descriptions of their pro-

tocols: the hypotheses under test, the methods used, and the results.

Such valuable detail makes demands on the reader for intense con-

centration, but the serious and curious reader will benefit from the

honesty and maturity behind this approach.

The title of the book is perfect. The author focuses sharply on the

dynamic signatures to be found in physiology, psychology, behavior,

and some clinical pathology, and in various normal ‘‘states’’ includ-

ing wakefulness at rest, and in the several different kinds of sleep. In

physics, engineering, and mathematics the term ‘‘state’’ has formal

meaning, and much of the science of dynamics (motion and change)

explores rules and laws governing state transitions. When it comes

to mind–body interactions, as would be expected, finding the

rules and defining the states and their transitions objectively proves

more difficult. Here, the text (with graphs) in this book, much of it
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illustrating original work by the author and his colleagues, points

the way to surmounting many of those difficulties.

In biological science advances often flow from discovery of a par-

ticular organism or a special process that proves to be a promising

archetype for studying aspects of complex phenomena: the fruit fly

in genetics, the squid axon in neurophysiology, the small nematode

Caenorhabditis elegans for development . . .. In the instance of ultradian

rhythms in humans the nasal cycle, that can be monitored noninva-

sively, has turned out to be an enormously productive archetype in

studies of states and in the design of therapeutic approaches to

anxiety and depression, for example. The nasal cycle (an ultradian

rhythm) is described with solid documentation throughout this

book, as is the most famous ultradian rhythm—the basic rest-

activity cycle (BRAC) of Kleitman. With these as guides a fresh

description of asymmetries in cerebral hemispheric dominance

and their alternations emerges. Throughout, the emphasis is on

the lateralization of many of the structures and functions of the

several branches of the autonomic nervous system, and a new

explanation is given for the integrative temporal organizations with-

in human beings, in health and disease, arising from structural and

functional regionalization in the hypothalamus. This new perspec-

tive clears away prior clouds of confusion regarding the origins,

character, and significance of ultradian rhythmic dynamics in mam-

mals and invites the grand assumption that ultradian rhythms were

prior to the more famous circadian rhythms (approximately 24-h

periodicity) in the evolution of the nervous system. Furthermore,

this work helps identify an important step in that evolution, viz.,

the lateralization of the rhythms of the autonomic nervous system

that has otherwise been overlooked or ignored.

I close with the thoughtful language of the author at the close of his

book: ‘‘Although the world of yogic medicine has a language that is

different than that of modern science, it does not mean that these

terms cannot be translated to help advance our understanding of

the human nervous system and our ability to augment and facilitate
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its functions in order to improve our lives. While it is true that

we need a contemporary view of ancient concepts, it is now

more obvious than ever that the experimentalists of the past have

more to offer than we had ever imagined.’’

F. Eugene Yates, MD

Emeritus Professor of Medicine and Ralph and

Marjorie Crump Professor of Medical Engineering

University of California, Los Angeles

and

Scientific Advisor

The John Douglas French Alzheimer’s Foundation

Los Angeles, CA
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PREFACE

This book focuses on ultradian rhythms in the ‘‘hourly’’ domain—

phenomena that usually exhibit with a range of 45–300 min, and

characteristically with a dominant frequency at 80–140 min, and

only on studies at the systems level in mammals. There is no at-

tempt here to completely review the entire literature of ultradian

rhythms for all systems. The literature for the cellular and molecu-

lar studies is not covered even though studies here are emerging

that present many new insights for ultradian chronobiology.

There is no doubt that many important papers are not discussed.

What is attempted here is an effort to review the critical literature

and synthesize a compelling and simple view for a new perspective

on the autonomic regulation of psychophysiological states. Many

theories and studies that I consider are peripheral to the focus

here may not be included due to the complexity of the topic of

psychophysiological states at large. Also, the related studies on cir-

cadian rhythms and their obvious fit toward our understanding

of psychophysiological states are not included. The focus here is

on the basic elements, functions, and physiology of the autonomic

nervous system (ANS), and its regulation via the hypothalamus

that gives rise to the phenomenon of the lateralized rhythms of

the autonomic and central nervous systems during waking and

sleep along with the supporting bodily systems innervated by the

ANS, and how this evidence now presents us with an entirely new

view on psychophysiological states. In advance, I apologize to those

authors who are not cited and who have also contributed a great

deal to the field of ultradian rhythms and psychophysiological states

at large. There is much to add that could contribute to the complex-

ity and scope of the field over what is presented here.

DAVID S. SHANNAHOFF-KHALSA
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I. Introduction: A Historical Perspective on the Research Highlights and Basic
Autonomic Essentials for Understanding Psychophysiological States

Discovering the physiological bases for mental processes,

expressed as thoughts, emotions, or behavior, has always been one

of the most important scientific goals. EVorts to understand the

relationship of the brain, behavior, and disease go back at least to

the seventeenth century BC in western civilization. Interest in this

relationship is documented on an Egyptian papyrus, which is thought

to be the earliest reference on this topic (Breasted, 1930). The papyrus

describes the brain of two patients with head wounds and their

symptoms, diagnosis, and prognosis. Therefore, we can assume

man has been motivated since ancient times to learn how to control

mental processes to help overcome the psychopathologies, enhance

normal brain function, and to understand the basic couplings of mind

and body. Research has been primarily focused in the four cardinal

domains of neuroanatomy, neurophysiology, neuropharmacology,

and the study of behavior, with a long-standing eVort to discover the

underpinnings and mechanisms of the processes of human awareness.

While the broad topic of brain and behavior is far beyond the

scope of this book, the focus here is to examine new insights on how

the autonomic nervous system (ANS) and hypothalamus play a central

role in themodulation of the ultradian rhythms of cognition, behavior,

physiological functions that support psychophysiological states during

both waking and sleep, mechanisms of hypothalamic integration

and regulation of the body’s major systems, and the translational

neuroscience that can now help exploit these new discoveries.

It has been known for almost one century that the ANS and the

hypothalamus play a critical role, at the most elementary levels, in the

regulation of vital physiological functions that help insure both

the survival and reproduction of the species. Work at the beginning

of the twentieth century, and later, established that the hypothalamus

controls the sympathetic nervous system (SNS) and the parasympa-

thetic nervous system (PNS). Electrical stimulation of specific regions

in the hypothalamus evoked classical autonomic responses in pupillary
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diameter, salivation, heart rate, sweating, defacation, and bladder

contractions (Karplus and Kreidl, 1909, 1910, 1912, 1914). Electrical

stimulation in the medial parts of the tuberal region produced para-

sympathetic eVects on heart rate, gastric motility, and bladder tone

(Beattie, 1932; Beattie and Kerr, 1936; Beattie and Sheehan, 1934;

Beattie et al., 1932). These early findings led to the seminal studies and

conclusions that the anterior region of the hypothalamus is more

concerned with parasympathetic mechanisms and that the posterior

region is more concerned with the sympathetic mechanisms (Hess,

1947, 1954; Ranson and Magoun, 1939; Swanson, 1987).

Both Cannon and Hess viewed the PNS as the division (Cannon,

1932; Hess, 1948) that supports ‘‘the restitution of cellular functions

through anabolic processes, reduction in activity, and increase in

blood supply and gastrointestinal functions, combined with the ex-

cretion of waste products’’ and that ‘‘the sympathetic division creates

favorable conditions for the maximal performance of the somatic

nervous system through cardiovascular adjustments, rises in blood

sugar, delay in fatigue, etc., particularly under emergency conditions

(Gellhorn, 1967).’’ These discoveries set the stage for formulating the

early theories on psychophysiological states. While waking and sleep

are the most obvious and most widely studied psychophysiological

states, with all their circadian features, they are not the subject of this

text, although the ANS and the hypothalamus clearly play key

modulatory roles in the regulation of the sleep–wake cycle. The

psychophysiological states of the ultradian domain are the focus here.

Cannon first described his theory of the ‘‘fight-or-flight’’ response,

also known as the acute stress response, where vertebrates react to

threats with a general discharge of the SNS that primes the animal

for fighting or fleeing (Cannon, 1929). It soon became apparent,

however, that his theory was overly simplistic and that vertebrates

also employ other means to contend with life threats, and that

the fight-or-flight mechanism is used only as a means of self-

preservation. Nevertheless, the physiological mechanism of the

fight-or-flight response was an early key to understanding psycho-

physiological states. That is, the extreme of the condition utilized the

SNS as a means to maximize physiological ‘‘activity’’ and action.

INTERNATIONAL REVIEW OF NEUROBIOLOGY 3



Later came the notions called the ergotropic (arousal) and tropho-

tropic (lethargy and sleep) systems and the psychophysiological states

that they support via the SNS and PNS, respectively (Hess, 1949).

The ergotropic system is ‘‘characterized by sympathetic discharges

associated with an increased activity of the motor apparatus (skeletal

and respiratory muscles)’’ and the trophotropic system ‘‘consisting of

parasympathetic eVects is associated with a lessened activity and

responsiveness of the somatic nervous system’’ (Gellhorn, 1967).

While arousal and sleep are two polar extremes, the ergotropic and

trophotropic systems obviously also support, regulate, modulate,

and integrate a wide variety of intermediate functions and states.

Gellhorn’s aim in his classic text on the underlying physiological

mechanisms of the ergotropic and trophotropic systems was to ‘‘in-

vestigate their mutual relations and evaluate the significance of

deviations from these patterns in special physiological and also

pathological conditions, and to show the importance of these systems

for the study of behavior’’ (Gellhorn, 1967). The discovery of the

ergotropic and trophotropic systems is fundamental to an under-

standing of the physiology of what we call ‘‘activity’’ and ‘‘rest’’ (or

sleep). The next critical discovery for understanding psychophysio-

logical states comes from the work of Kleitman where he proposed

his ‘‘Basic Rest-Activity Cycle’’ (BRAC) hypothesis (Kleitman, 1961,

1963, 1967b,c, 1982). The BRAC hypothesis is a dynamical view of

psychophysiological states during both waking and sleep. Kleitman,

Aserinsky, and Dement discovered what they called the rapid eye

movement (REM) and nonrapid eye movement (NREM) sleep cycle

(Aserinsky and Kleitman, 1953, 1955a,b; Dement and Kleitman,

1957a,b), where physiological changes exhibit as periods of activity

and rest-like conditions that alternate during sleep with what was

later termed the ‘‘ultradian’’ periodicity (Halberg, 1964). Kleitman

proposed that the BRAC had a correlate during the waking state

and continued throughout the 24-h (circadian) cycle. Kleitman,

Aserinsky, and Dement, three pioneers of modern sleep research,

discovered how the activities of the ANS, eye movement, dream-

ing, and electroencephalographic (EEG) patterns were tightly

coupled during sleep. They note that ‘‘slow, rolling, or pendular eye
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movements’’ had previously been reported by others decades earlier

in sleeping children and adults. But they found ‘‘a diVerent type of eye
movement-rapid, jerky, and binocularly symmetrical’’ (Aserinsky and

Kleitman, 1953). In their seminal report in Science, they state:

eye movements, EEG pattern, and autonomic nervous system activity are

significantly related and do not occur randomly suggests that these physi-

ological phenomena, and probably dreaming, are very likely all manifes-

tations of a particular level of cortical activity which is encountered

normally during sleep. An eye movement period first appears about 3 hr

after going to sleep, recurs 2 hr later, and then emerges at somewhat closer

intervals a third or fourth time shortly prior to awakening. This method

furnished the means of determining the incidence and duration of periods

of dreaming (Aserinsky and Kleitman, 1953).

This result gave birth to a flurry of studies in the following decades

and was the first key finding that set the stage for a dynamical view

of psychophysiological states. Hence, came the postulate of the

BRAC by Kleitman for a continuous cycling of activity modes

alternating with resting modes throughout both waking and sleep

with a periodicity in the hourly ultradian domain.

Kleitman’s BRAC hypothesis was an attempt to help organize

the rhythmic patterns in sleep data, and later in waking data, that

otherwise did not fit into the working model of the nervous system at

that time. He provided a new framework for those patterns that fit

into the evolutionary development of multilevel neurobehavioral

systems and the BRAC hypothesis provided a new understanding

for organization of the neuraxis. The general phenomenon of the

BRAC hypothesis was believed to exhibit at all levels of the verte-

brate kingdom. In the late nineteenth century, John Hughlings

Jackson in his essay ‘‘Evolution and dissolution of the nervous

system’’ wrote about the evolutionary development of neurobeha-

vioral systems and how such systems are continued throughout

evolution ( Jackson, 1884). The BRAC hypothesis was one more

fundamental advance in understanding the neuraxis which then

includes a temporal dimension. Clearly, it was the first chronobio-

logical model that attempted to capture the workings of all the major

bodily systems during both waking and sleep, and the hypothesis

INTERNATIONAL REVIEW OF NEUROBIOLOGY 5



also included the psychological component of dreaming, which

suggested a more inclusive theory for psychophysiological states.

However, the missing link in Kleitman’s BRAC hypothesis was

the observation of the lateralized ultradian rhythms of the autonomic

and central nervous system (CNS), and their tightly coupled relation-

ship. One early key finding, that was apparently lost in the literature,

was the early work on the nasal cycle (see Section II.A) that described

‘‘an alternation in vasomotor tone throughout the periphery on the

two sides of the body’’ (Kayser, 1895). While Kleitman’s BRAC

hypothesis presented a novel view of chronobiological events, his

original hypothesis also did not include the phenomenon of alternating

cerebral hemispheric activity (see Section II.B), and it also lacked a

component to help give it a structural framework which now helps

provide a greater significance and understanding for the BRAC

hypothesis, and in addition helps, in part, to explain the wobble, or

nonstationary nature of ultradian phenomenon. This wobble charac-

teristic in the ultradian data sets also led to significant confusion over

time. This text is an exploration of the data from many fields of

physiology and psychology, including key studies in multivariate phys-

iology that now lead to a new view on psychophysiological states that is

based on an expanded view of the BRAC and the various levels of

function of the neuraxis.

II. Toward an Integration of the Temporal and Structural Organization
of Higher Vertebrates: The Lateralized Ultradian Rhythms in the

Nervous System

Lateralization of function is a marker of increasing complexity in

the evolution of biological systems. Bilateral symmetry is a distin-

guishing characteristic of invertebrates; only two groups of inverte-

brates, the gastropod molluscs and the decapod crustaceans, have

bilateral asymmetry as a common feature (Chapple, 1977). The

obvious benefit of bilateral limbs is improved movement capabilities

and the benefit of bilateral sensory organs provides enhanced

awareness of the environment. Any internal duplication of organs
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enhances survivability in the event of injury and has the potential to

distribute workloads. Prior to the appearance of bilateral symmetry

in evolutionary development, the primary structural organization in

invertebrates was translational symmetry in which there is a seg-

mental organization along the longitudinal axis; each successive

segment is a primitive replica or serial homologue of the one before

it (Chapple, 1977).

Bilateral asymmetry appeared after the evolutionary stage at

which there was simultaneous activation of the contralateral limbs.

Uncoupling of this rigid pattern of activation makes possible more

complex functions (Chapple, 1977). The mechanisms and structures

that allow for an independent activation of the two sides of the body

thus lead to the possibility of a specialization of function, and thus

adding to biological complexity.

The next major step in the evolution of bilateral asymmetries

may be the development of the rhythmic lateralization of neural

activity in paired internal structures; the two sides of the CNS and

ANS may become partially independent of each other and comple-

ment each other’s functions. This partial autonomy can thus lead to

a specialization of each side, adding to the adaptative possibilities of

the organism. Paired internal organ systems may also exhibit partial

autonomy. One consequence of this autonomy could be the

specialized support of diVerent energy producing or conserving

activities associated with metabolic states known as the ergotrophic

and trophotropic states, or active and resting states, respectively.

While circadian rhythms subserve adaptation to the light–dark

cycle, the ultradian rhythms of lateralized neural activities help to

organize the functions of biological systems to meet primary bodily

needs. These functions are associated with activities such as work

(hunting), rest (healing), eating, and the many other behaviors that

are identified by Kleitman as defining the BRAC (Kleitman, 1961,

1963, 1967a,b,c,d, 1982). Kleitman does not include lateralized

neural rhythms in his definition of the BRAC, and it is the purpose

here to demonstrate their relevance. Although it is not clear whether

the ultradian or circadian rhythms emerged earlier in evolution, it

may be that the ultradian phenomenon of the BRAC is more vital to
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the integrity of the organism. In the sleep–wake cycle of the newborn

human, for example, the ultradian rhythm is apparently more prim-

itive then the circadian rhythm (Hellbrugge, 1974). In fact, there are

ultradian rhythms in human fetal motor activity that are the earliest

signs of the BRAC (Granat et al., 1979; Sterman, 1967). This may be

another example of how ontogeny recapitulates phylogeny.

The relationshipof theBRACto the lateralized rhythmsof theCNS

and ANS is the primary focus of this book. The relationship proposed

here for these phenomena provides both a new perspective and orga-

nizing principle for structural features and temporal activities in higher

vertebrates and thus allows for a new perspective on understanding

physiological andpsychophysiological states.Whilemetabolic activities

in the body can be viewed as a sea of rhythmic changes, ultradian

rhythms of lateralized neural activity may be viewed as a fundamental

stage in the evolution of organizational development. These rhythms

also provide clues for a better understanding of stress, adaptation,

homeostasis, psychopathology, and psychophysiological states.

A. LATERALIZED RHYTHMS OF THE ANS

The most obvious rhythmic shift of a lateralized autonomic func-

tion is that of the nasal cycle (Eccles, 2000; Heetderks, 1927; Kayser,

1889, 1895; Ohki et al., 2005; Stoksted, 1953). Although the phe-

nonmenon of the nasal cycle is not widely known, it has been

extensively studied and is defined as an alternating congestion and

decongestion of opposite nostrils where there is a vasoconstriction in

one nasal turbinate paralleled by vasodilation in the other. The nasal

mucosa are densely innervated with autonomic fibers and the domi-

nance of sympathetic activity on one side produces vasoconstriction

in the turbinates, while the contralateral nostril exhibits a simulta-

neous dominance of parasympathetic activity that causes swelling.

Kayser first documented the nasal cycle in 1889 and described it as

reflecting the ‘‘alternation of vasomotor tone throughout the periph-

ery on the two sides of the body’’ (Kayser, 1889, 1895).This observation

is only now gaining in significance. Reviews of the nasal cycle were
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published in 1968 (Keuning, 1968), 1986 (Haight and Cole, 1986), and

2000 (Eccles, 2000). Beickert looked at other structures in relationship to

the nasal cycle and published a study on ‘‘Half-Sided Rhythms of

Vegetative Innervation’’ (Beickert, 1951). He observed how lateralized

diVerences in secretions of the nose and eye varied in phase with the

nasal cycle and how autonomic-related pupillary changes on the two

sides could vary with the lateralized changes in the nose under stellate

ganglion block.

Keuning reviewed numerous studies of the nasal cycle during

waking and concluded that the average cycle length is about 3–4 h

and ranges anywhere from 2 to 8 h (Keuning, 1968). One study of

50 humans found a mean duration of 2.9 h, ranging from 1 to 6 h

(Hasegawa and Kern, 1978). These studies were all done under

laboratory conditions during the day. A more recent study with 20

healthy subjects, ages 24–77 years, measured the nasal cycle contin-

uously under normal daily activity using a portable nonintrusive

monitor for 12 h during the day and using one criterion for cyclicity

found ‘‘the mean nasal cycle duration was 110 min, although varia-

tionwas considerable, even in a single subject’’ (Ohki et al., 2005). The

nasal cycle has also been observed to exist throughout the 24-h period

(Cole and Haight, 1986). Laboratory conditions, which impose rest-

ing states, may skew the cycle toward longer than normal periods.

The frequency of sampling and what criteria define a cycle has

confounded the discussion of nasal cycles. There are wide variations

in the reported length. One subject exhibited a transition in domi-

nance every 20 min for four consecutive cycles during a 90-min

recording period (Werntz et al., 1983). This was observed when a

continuous recording was made of nasal dominance. The same

subject showed a much longer cycle on a subsequent day under the

same testing conditions. The question of the existence of the nasal

cycle in children has also been somewhat controversial. However, in

a recent study of 16 children, ages 2–11 years (mean, 6.25 years),

acoustic rhinometry was used with triplicate measures every 30 min

for 3 h. ‘‘All evaluated children presented nasal cycles, with five

children presenting a classic pattern (31.25%), three children pre-

senting a concert pattern (18.75%), and eight children presenting an
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irregular pattern (50%)’’ (Gallego et al., 2006). They conclude ‘‘that

children present nasal cycles, as well as adults. Nevertheless, the most

prevalent pattern in children was the irregular pattern, whereas in

adults the most frequently detected is the classic pattern.’’ However,

note that these researchers only measured 10 time points over 3 h,

and the average cycle length is about 2.5 h according to most studies

in adults. Therefore, it is unlikely that the observed patterns are all

going to showa smooth sinusoidal cycle.The nasal cycle has also been

demonstrated in rats and rabbits (Bojsen-Moller and Fahrenkrug,

1971), anesthetized pigs (Ashley and Lea, 1978), and cats (Bamford

and Eccles, 1982), and no doubt occurs in all mammals with bilateral

turbinates.

Another example of a normal half-sided reaction in autonomic

function exists between the nose and the lung. There is a unilateral

nasal-pulmonary reflex mechanism which is clearly elicited when

there is a forced inhalation through one nostril producing a signifi-

cant increase in inflation of the homolateral lung compared to the

contralateral lung (Drettner, 1970; Samzelius-Lejdstrom, 1939;

Sercer, 1930; Stoksted, 1960). Samzelius-Lejdstrom studied 182

individuals and showed that the movements of one thoracal half

were much more inflated compared to the contralateral lung in 94%

of subjects. She also observed that ‘‘variations in width of one-half

of the nasal cavity caused variations in the amplitude of the move-

ments of the homolateral thoracal half’’ (Samzelius-Lejdstrom,

1939). Whether she was aware of the nasal cycle or not, she ob-

served how diVerences in nasal congestion could aVect the lung. She
also reported that in cases of tuberculosis where there is primarily a

lateralized deficit, there is a simultaneous pathological phenomenon

of the homolateral nasal and thoracal halves (Samzelius-Lejdstrom,

1939). Others have studied rabbits under experimental conditions

and showed that if coal dust was inhaled through one nasal opening,

it was deposited in much larger quantities in the homolateral lung

(Wotzilka and Schramek, 1930). These studies all indicate that

lateralized rhythms of lung inflation are likely to parallel the nasal

cycle since a neural reflex exists between the nose and lung. This

does not discount the central mediation of a rhythm of lateralized
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predominance in lung inflation. A dominant nostril on one side has

greater sympathetic tone, as would the homolateral lung. However,

while sympathetic activity produces vasoconstriction in the nose, it

produces vasodilation in the vessels of the lung, thereby producing a

unilateral relationship of predominance in activities between the

nose and the lung.

Another remarkable example of lateralized autonomic tone has

been reported called the ‘‘harlequin color change in the newborn’’

(Neligan and Strang, 1952). While this study looked primarily at

premature infants, or infants born with infections, a few similar

observations in normal babies were also reported. The harlequin

color change occurs only on one-half of the body and lasts anywhere

from 30 sec to 20 min. The baby can be in almost any position as

long as it is mostly turned on one side. The upper half of the body

becomes pale and there is always a clear-cut line of demarcation

running exactly along the midline of the body. The attack could be

abruptly curtailed by removing the baby from its side, but in some

cases the pale and flushed sides could be reversed by turning

the baby onto its opposite side. Neligan and Strang surmised ‘‘the

precise distribution of the color changes suggests a temporary im-

balance in the CNS (possibly in the hypothalamus),’’ and that this

phenomenon might be produced by gravity in infants that had labile

nervous systems. Although they were apparently unaware of the

nasal cycle as a normal example of lateralized autonomic function,

another researcher observed that lateral recumbency could induce a

switch in autonomic tone as exhibited by a change in nasal domi-

nance (Heetderks, 1927). He assumed that this was a gravitational

eVect and concluded ‘‘that the distribution of the nasal vascular

contents must be largely controlled by gravitation.’’ In 1934, one

researcher described the lateralized patterns of perspiration in

humans and termed this phenomenon the ‘‘hemihidrotic reflex’’

(Kuno, 1934), stating that ‘‘lying on one side caused a remarkable

increase in sweating universally over the upper half of the body,’’

suggesting that gravity also played a role. However, others have

investigated posture and lateralized patterns of perspiration and

have demonstrated that the lateral recumbent eVect can be
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mimicked while the subject is in a vertical position by applying

pressure to an axillary point near the fifth intercostal space (Ferres,

1958; Kawase, 1952; Takagi and Kobayasi, 1955; Takagi and

Sakurai, 1950). Haight and Cole (1986) studied and reviewed

reports on the eVects of posture and pressure on the nasal cycle

which showed that pressure on the axillary point, and several other

areas of lesser aVect, can induce the increased sympathetic tonus on

the contralateral side of the body and alter the phase of the nasal

cycle. This work is also discussed in Section V.B as an aspect of

translational neuroscience.

Others have also studied how sympathetic tonus can diVer greatly
on the two sides of the body by looking for possible diVerences in
sympathetic tone in resting subjects by assaying norepineprhine

(NE), epinephrine (E), and dopamine (D) in the antecubital venous

circulation in both arms using simultaneous sampling every 7.5 min

(Kennedy et al., 1986). Figures 1 and 2 with NE and Fig. 3 with D

show how levels in plasma catecholamines can alternately rise and

fall in the two arms under strict resting conditions. Figure 4 shows

how NE, E, and D all covary with a similar but not identical pattern

of variation on the two sides. Figures 5 and 6 showhow the nasal cycle

is paralleled by lateralized variations in NE levels even when there is

not a complete transition in the nasal cycle. Both Figs. 5 and 6 show a

left nostril-dominant mode for the nasal cycle throughout the record-

ing period. However, there is fluctuation during that mode and the

NE profile closely parallels the nasal profile. This study demonstrates

that lateralized shifts in sympathetic tonus are associated with later-

alized shifts in the concentrations of catecholamines in peripheral

circulation.

Other researchers have studied extracellular hippocampal NE

and serotonin in freely moving rats using microdialysis with a

30-min sampling rate over 24 h and found ‘‘spontaneous’’ or ‘‘sub-

stantial fluctuations’’ which correlate with the activity state of the

animal (Kalen et al., 1989). These fluctuations were not studied in

both hippocampi, or as rhythms per se, but eight peaks are shown

within the 24-h period. And others have studied ultradian rhythms

in plasma NE in depressed patients and normal subjects at 30-min
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intervals for 24 h during complete bed rest and have found periods

near 3 h (Koenigsberg et al., 2004), and with 10-min sampling in

healthy young men at 50–100 min (Schofl et al., 1997). Ninety-nine

minute rhythms of NE have also been observed in the hypothalamus

in freely moving rats (Dietl et al., 1993). Another study in humans

with 15-min sampling over 6 h tested a range of cognitive measures

andNE and foundmeaningful correlations in the ‘‘90 min’’ frequency

range (Bossom et al., 1983). Also, the same high-frequency ultradian

rhythm was demonstrated earlier in humans (Levin et al., 1979) and

monkeys (Levin et al., 1978).

Phenylethanolamine-N-methyltransferase (PNMT)
Catecholamine enzyme assay for Norepinephrine 
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FIG. 1. Top section: Variations in plasma NE levels (pg/ml) were measured at 7.5 min intervals in

both right (unbroken line) and left (hatched line) arms. Raw data for subject 1 are represented

from 11 a.m. to 5:30 p.m. NE was measured by radioenzymatic assay with phenylethanolamine-N-

methyltransferase and ([3H]SAM). Bottom section: The left:right ratio of the values of the two arms in

the top section are presented as a rolling average using the formula (1:2:1). Values in the curve above

1.00 represent greater levels of NE in the left arm and values below 1.00 are greater levels in the right

arm. Timescale is the same as above. Note that the values plotted in the ratio have been transformed by

the smoothing function and therefore as in the first point an obvious inconsistency seems apparent.

Reprinted from Kennedy, Ziegler, and ShannahoV-Khalsa; copyright (1986), with permission from

Elsevier.
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When Benton and Yates compared the left and right adrenal

blood flows in conscious dogs at rest by simultaneously sampling

from the lumboadrenal veins, they found that ‘‘there were no cases in

which the mean flows were not significantly diVerent’’ (Benton and

Yates, 1990). They found that the right adrenal gland averaged 1.8 g

in weight and the left gland averaged 1.3 g. However, they state that

‘‘paradoxically, the flows seemed unrelated to themass of the glands’’

and at some points in the recording period there were transitions in

which gland had higher rates of blood flow. They also observed an

approximate 90-min periodicity in adrenal blood flows and cortisol

secretion rates. These left/right variations in adrenal blood flow are

further evidence of a lateralized rhythm in the ANS. Similar findings

of lateralized diVerences in blood flow have also been reported for

the two kidneys (Springorum and Centenera, 1938).

Phenylethanolamine-N-methyltransferase (PNMT)
Catecholamine enzyme assay for Norepinephrine
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FIG. 2. Top section: Variations in plasma NE levels (pg/ml) were measured at 7.5 min intervals in

both right (unbroken line) and left (hatched line) arms. Raw data are represented for subject 2 from

8:22 p.m. to 12 midnight. NE was measured by radioenzymatic assay with phenylethanolamine-N-

methyltransferase and ([3H]SAM). The 10:08 p.m. NE value for the left arm is 2874. Bottom section:

The left:right ratio of the values of the two arms from above are represented as a rolling average.

Values in the curve above 1.00 represent greater levels of NE in the left arm and values below 1.00 are

greater levels in the right arm. Timescale is the same as the top section. Reprinted from Kennedy,

Ziegler, and ShannahoV-Khalsa; copyright (1986), with permission from Elsevier.
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B. LATERALIZED RHYTHMS OF THE CNS

Generally, it is believed that the ANS controls only the vegetative-

visceral and homeostatic systems. However, recently it has been

shown that the lateralized rhythms of the ANS are also tightly

coupled to and have a major regulatory influence on the activity of

the CNS. Werntz et al. (1980, 1983) showed that the nasal cycle is

tightly coupled to a newly identified ultradian rhythm of alternating

cerebral hemispheric activity in humans. This ultradian rhythm of

CNS activity has been reviewed (ShannahoV-Khalsa, 1993). Werntz

et al. used the EEG to continuously record from homologous sites

on the two sides of the head and the signals were then rectified,

integrated, and subtracted. The right-left EEG diVerence in each of

Phenylethanolamine-N-methyltransferase (PNMT)
Catecholamine enzyme assay for Dopamine
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FIG. 3. Top section: Variations in plasma DA levels (pg/ml) were measured at 7.5 min intervals in

both the right (unbroken line) and left (hatched line) arms. Raw data for subject 4 is represented from

10:37 a.m. to 1:37 p.m. DAwas measured by radioenzymatic assay with catechol-O-methyltransferase

and ([3H]SAM). Bottom section: The left:right ratio of the values of the two arms from above are

presented as a rolling average. Values in the curve above 1.00 represent greater levels of DA in the left

arm and values below 1.00 are greater levels in the right arm. Reprinted from Kennedy, Ziegler, and

ShannahoV-Khalsa; copyright (1986), with permission from Elsevier.

INTERNATIONAL REVIEW OF NEUROBIOLOGY 15



the four major frequency bands correlates well with the nasal cycle in

19 of 19 subjects (see 3 subjects in Fig. 17). Relatively greater EEG

amplitudes (power) were contralateral to the dominant nostril. Unless

there was a major shift in the nasal cycle, no significant shift was

observed in the EEG. Most fiber systems of the ANS travel uncrossed

between the hypothalamus and periphery (Saper et al., 1976) and

are uncrossed from the hypothalamus to the cortex (Saper, 1985).

Therefore, it seems likely that the hemisphere contralateral to the

dominant nostril would have relatively greater blood flow as a result

of the respectivedominance in the cerebral parasympathetic influences

in circulation and that the hemisphere ipsilateral to the dominant

nostril would have greater sympathetic tonus. One study has been

conducted that confirms this view (Klein et al., 1986).

Catechol-O-methyltransferase (COMT)
enzyme assay for Norepinephrine, Epinephrine, Dopamine
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FIG. 4. Top section: The plasma variations of the left:right ratio of the two arms of subject 5

are generated by dividing the average value from the triplicate assay for norepinephrine (NE) at each

time point in each arm.NEwas determined by radioenzymatic assay using catechol-O-methyltranferase

and ([3H]SAM). Timescale is 9:30 a.m. to 2:15 p.m., with plasma samples taken every 7.5 min. The

rolling average of the left:right ratio is presented. Middle section: Plasma concentrations and the

rolling averages of the ratios for both arms were determined as above using the same blood sample

during the same assay for epinephrine (E). Bottom section: Plasma concentrations and the rolling

average of the ratios for both arms were determined as in the top section using the same blood sample

during the same assay for dopamine (D). Missing value at 1:30 p.m. is 2.81. Reprinted from Kennedy,

Ziegler, and ShannahoV-Khalsa; copyright (1986), with permission from Elsevier.
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In 1979, Klein and Armitage (1979) first reported the waking

ultradian rhythms of alternating cognitive performance eYciency by

studying verbal and spatial skills. They tested eight subjects with a

verbal and spatial task every 15 min for 8 h. They noted ultradian

variations with major peaks of activity at 37, 96, and 240 min (Klein

and Armitage, 1979). The best performance on the verbal task was

180� out of phase with the best performance on the spatial task. The

same cognitive tests were used to assess performance eYciency

during diVerent phases of the nasal cycle (Klein et al., 1986). They

observed a significant relationship between the pattern of nasal
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FIG. 5. Top section: The nasal cycle determination of subject 3 is plotted as the raw data of the left

minus right (L � R) value versus time. The (L � R) value was assessed at each time point for blood

sampling, every 7.5 min. The subject fluctuates in left nostril dominance during the recording period.

The nasal cycle was shifted 7 min to the left. Middle section: The raw data of the plasma variations of

the left:right ratio of the two arms of subject 3 are generated by dividing the average value from the

triplicate assay for NE at each time point in each arm. Norepinephrine (NE) was determined by

radioenzymatic assay using the catechol-O-methyltransferase and ([3H]SAM). Timescale is 11:07 a.m.

to 2:07 p.m. NE values greater than 1.0 represent greater plasma levels in the left arm, values less than

1.0 represent greater plasma levels in the right arm. Bottom section: The same data as the middle

section are represented here as the rolling average of the ratios, using the formula (1:2:1). Reprinted

from Kennedy, Ziegler, and ShannahoV-Khalsa; copyright (1986), with permission from Elsevier.
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airflow during normal breathing and spatial versus verbal perfor-

mance where right nostril dominance correlated with enhanced ver-

bal performance, or left brain activity, and left nostril dominance

correlated with enhanced spatial performance.

1. Ultradian Rhythm Studies of Alternating Cerebral Hemispheric Activity

Exhibited by EEG during Sleep

The first report of lateralized hemispheric voltage asymmetries

and asynchronous EEG frequencies during sleep was in a 1969 study

of a pilot whale (Serafetinides et al., 1972; Shurley et al., 1969).
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FIG. 6. Top section: The nasal cycle determination of subject 6 is plotted as the raw data of the left

minus right (L � R) value versus time. The (L � R) value was assessed at each time point for blood

sampling, every 7.5 min. The subject fluctuates in left nostril dominance during the entire recording

period. The timescale is from 10:15 a.m. to 2:00 p.m. The nasal cycle has been shifted 15 min to the

right. Bottom section: The left:right ratio of the two arms is generated by dividing the average of the

triplicate value of one arm by the other. The rolling average is presented here using the formula (1:2:1).

Points greater than 1.0 represent greater levels of norepinephrine (NE) in the left arm, and values

below 1.0 represent greater levels of NE in the right arm. NE was determined by radioenzymatic

assay with catechol-O-methyltransferase and ([3H]SAM). Reprinted from Kennedy, Ziegler, and

ShannahoV-Khalsa; copyright (1986), with permission from Elsevier.
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The authors report that during the waking–rest state ‘‘frequency

(asynchrony) and voltage (asymmetry) discrepancies between the

two sides were the rule rather than the exception’’ and that they

exhibit with an ‘‘alternating character, that is, the electrical activity of

the left and right hemispheres tended to alternate in the sense that

when one showed low-voltage, alpha-like, or fast activity, the other

tended to show activity of higher voltage and lower frequency’’

(Serafetinides et al., 1972). These diVerences were also exhibited

during sleep but to a lesser degree. No mention is made of the actual

periodicity, but during two separate recordings of 6–8 h, one session

showed 60% frequency asynchrony with 40% voltage asymmetry

and the second session showed 45% frequency asynchrony and 55%

voltage asymmetry. They concluded that ‘‘during relative relaxation

the two hemispheres beat at independent electrical rates, as if

each one of them functions to a certain extent independently of the

other, in moments of arousal or, to a lesser extent, sleep, a certain

pacemaker takes over’’ (Serafetinides et al., 1972).

One of the early seminal EEG studies during sleep shows the

ultradians of lateralized alternating cerebral hemispheric power

(Goldstein et al., 1970, 1972). This group found changes in ampli-

tude relationships between hemispheres for most shifts from NREM

to REM sleep in humans as well as cats and rabbits. In seven human

subjects there was relatively lower EEG amplitude in the left hemi-

sphere during NREM sleep with higher amplitude in the left during

REM sleep (Goldstein et al., 1972). The same directional shifts were

found in three of five rabbits and three of four cats. With the rabbits

and cats that were the exception, the reverse relationship was found.

They concluded that ‘‘the diVerence in hemispheric amplitude

relationships during NREM and REM sleep may eventually prove

to be a neurophysiological concomitant of the change in brain

function during sleep’’ (Goldstein et al., 1972). This was the first

major study providing evidence for a rhythm of alternating cerebral

hemispheric activity in humans during sleep.

Webster (1977) later replicated the 1972 Goldstein et al. findings

in six adult cats. Three cats were right-pawed and three left-pawed

showing no obvious relationship between the direction of the shift
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and paw preference. These same shifts were seen in two 3-week-old

kittens and in two adult cats with sectioned corpora callosa showing

patterns that were indistinguishable from that of the intact cats.

Rabbits were studied more closely and in 10 of 11 rabbits they

found that the left amplitude was greater during the waking state

and that during the peak periods of NREM sleep the absolute

amplitude on the right was greater than on the left (Nelson et al.,

1977). While REM versus NREM was not the primary subject of

this study, comparisons of waking versus sleep as spontaneously

induced or drug induced showed ‘‘the polarity of the deviations

during sedation is the opposite of that which holds during waking.’’

They concluded ‘‘that diVerential lateral asymmetries of cortical

activity accompany various states of consciousness, that is, normal

wakefulness, REM, and NREM sleep’’ (Nelson et al., 1977).

The Russians studied nine bottlenose dolphins for periods up to

72 h (Mukhametov et al., 1977) and classified the EEG in three ways:

(1) desynchronization, (2) intermediate synchronization (including

sleep spindles, theta, and delta waves), and (3) maximal synchroni-

zation (2/3 of record large delta waves). In one 72-h session of sleep

and wakefulness, they observed 56.8% bilateral desynchronization,

0.8% bilateral synchronization, and 42.4% unilateral synchroniza-

tion with the left exhibiting 27.7% and the right showing 14.7%.

They concluded that the unilaterally synchronized hemisphere was

in ‘‘slow sleep’’ (NREM) because this wave form is so typical of slow-

wave activity in all mammals. Although it is not stated, it is assumed

that while one hemisphere was ‘‘unilaterally synchronized’’ the

other was ‘‘unilaterally desynchronized,’’ and they assume this

reflects either waking or REM sleep. They stated that the ‘‘function-

al significance of the alternating interhemispheric asymmetry is still

unclear,’’ but ‘‘that diVerent levels of activation in the two hemi-

spheres result from functional independence of the two halves of

some activating or deactivating system in the brain stem’’

(Mukhametov et al., 1977).

EEG activity has also been measured during sleep in northern fur

seals, both on the land and in thewater (Mukhametov et al., 1985). The

hemispheric asynchrony was observed both in and out of the water.
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When the same animal was compared in and out of the water, the

relative amount of EEG asynchrony was greater during sleep in

the water. The most important finding is the interhemispheric asyn-

chrony of the EEG slow waves in the right or left hemispheres with

simultaneous desynchronization in the contralateral side. Slow wave

sleep accounted for 23.3% of the total record (on land) and 14.1% of

this record accounted for the asynchronous hemispheric activity.

The principal diVerence between the dolphins and the seals was

with delta-sleep. In dolphins, the delta-sleep pattern arises in either

hemisphere only alternatingly in the course of delta-sleep develop-

ment. In fur seals, delta-sleep patterns can develop both bilaterally

and unilaterally in either hemisphere. They concluded that ‘‘the

functional significance of the state characterized by unilateral slow

wave EEG in the fur seal is unclear’’ (Mukhametov et al., 1985).

In another Russian study, EEG activity and eyelid opening and

closing was measured during sleep and wakefulness in a young male

white whale over a 4-day period. They stated that:

We showed that the white whale was the fifth species of Cetaceans, which

exhibits unihemispheric slow wave sleep. We found that the eye contralat-

eral to the sleeping hemisphere in this whale was usually closed (right eye,

52% of the total sleep time in the contralateral hemisphere; left eye, 40%)

or in an intermediate state (31 and 46%, respectively) while the ipsilateral

eye was typically open (89 and 80%). Episodes of bilateral eye closure in

this whale occupied less than 2% of the observation time and were usually

recorded during waking (49% of the bilateral eye closure time) or low

amplitude sleep (48%) and rarely in high amplitude sleep (3%). In spite of

the evident overall relationship between the sleeping hemisphere and eye

state, EEG and eye position in this whale could be independent over short

time periods (less than 1 min) (Lyamin et al., 2002).

They concluded that ‘‘Our data support the idea that unihemi-

spheric sleep allows Cetaceans to monitor the environment.’’ And

that unihemispheric sleep is an active state, not a result of asymmetri-

cal sensory activation in the visual system and that it ‘‘assists in

performing several functions during sleep, including sensory monitor-

ing of the environment (first of all visual; Cetaceans, Pinnipeds, and

birds), maintaining of movement (swimming in marine mammals
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and probably flight in some birds), and voluntary control of respira-

tory functions in Cetaceans’’ (Lyamin et al., 2002). The topic of

unihemispheric sleep is reviewed in depth from the perspective of

behavior, neurophysiology, and evolution (Rattenborg et al., 2000).

In pursuit of the findings of Goldstein et al. (1972), Banquet

reports on alternating asymmetries in five right-handed males dur-

ing sleep. He found ‘‘an alternance in the power dominance of one

hemisphere on the other, mostly evident during stage 3–4 sleep for

the normalized power of the delta frequency. This kind of asymme-

try means usually a hemispheric alternance in the dominance of the

normalized delta power and does not change the basic asymmetry

but is superimposed on it’’ (Banquet, 1983a). Regarding REM sleep,

he finds what he calls ‘‘transitional asymmetries’’ that occur during

part or all of REM sleep. The ‘‘subjects with fundamental right-

hemispheric dominance shift to left dominance during REM sleep,

except for beta frequency which may remain right dominant. Sub-

jects with left dominance keep slow frequencies left-dominant whilst

beta becomes right-dominant asymmetry’’ (Banquet, 1983a). This

type of asymmetry is the rule during REM sleep but the inverse

pattern can be the exception with left hemisphere beta dominance

and right hemisphere slow wave dominance.

Banquet further analyses the same five subjects from a diVerent
perspective using inter- and intrahemispheric coherence measures

(Banquet, 1983b). He concludes that a steady diVuse decrease of

coherence appeared during the progression from waking to NREM

sleep, and that REM sleep was associated with low interhemispheric

coherence and high intrahemispheric coherence. He concludes that

‘‘these findings suggest the interpretation of deep sleep in man as a

state of transient partial disconnection between the hemispheres’’

(Banquet, 1983b).

In another approach to the study of interhemispheric relations

during REM and NREM sleep, one group limited their analysis to a

single parameter, the correlation coeYcient between left and right

activity in the various frequency bands (Barcaro et al., 1986). ‘‘The

major feature found in these patterns was their synchronization with

the REM–NREM cycle.’’ In 9 of 11 normal subjects they found, by
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both a visual comparison with the hypnogram and a statistical

analysis, the existence of cyclic variations in the delta and/or

sigma correlation coeYcients which lasted for the whole night and

were synchronized with the REM–NREM sleep cycle.

In yet another attempt to explore the REM–NREM cycle and

hemispheric asymmetries, one group compared the absolute diVer-
ences in interhemispheric EEG frequency bands from 23 subjects

for stage 2, REM, and slow wave (stages 3 þ 4 combined) sleep

(Armitage et al., 1989). They found that theta and delta activity during

slow wave sleep was more asymmetrical than in either stage 2 or

REM regardless of the hemisphere of origin. They state that ‘‘there is

evidence of some asymmetry in REM sleep, but it is relatively and

consistently less than slow wave sleep’’ (Armitage et al., 1989). They

interpret their results as a contrast of hemispheric symmetry versus

asymmetry, where REM sleep represents the ‘‘relatively’’ balanced

state and slow wave sleep represents the asymmetric state.

In two studies using auditory probe-evoked potentials during

REM and NREM sleep, researchers computed the absolute diVer-
ences in the amplitude of right- and left-evoked responses and found

that asymmetries were larger in stage 4 sleep than in REM or stage 2

(Armitage et al., 1990). Again how they diVerentiate between alter-

nating cerebral dominance and alternations between symmetry and

asymmetries is unclear.

Positron-emission tomography (PET) has been used to study the

sleep of 36 normal human males to assess regional cerebral meta-

bolic rates in nighttime sleep (Buchsbaum et al., 1989). In respect to

left-right asymmetries they found ‘‘a greater left than right metabolic

rate in REM but a greater right than left metabolic rate in NREM

and awake for the cingulum and medial frontal regions.’’

In an eVort to test for state-specific hemispheric asymmetries, the

sleep records from homologous frontocentral, centroparietal, and

parietooccipital derivations were obtained from 14 young, healthy,

right-handed males (Roth et al., 1999). In the bipolar centroparietal

montage, for the theta band (4–8 Hz), a right-hemispheric predom-

inance prevailed in NREM sleep and a left-hemispheric predomi-

nance in REM sleep, which became more prominent over the night.
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However, within the frequency range of sleep spindles (11.25–

14.125 Hz), power in NREM sleep dominated in the left hemi-

sphere in all derivations. They comment ‘‘The question is whether

these results should be regarded as evidence for state related func-

tional diVerences of the hemispheres during sleep.’’ In reference to

an earlier review on the ultradian rhythm of alternating cerebral

hemispheric activity (ShannahoV-Khalsa, 1993), the authors com-

ment ‘‘the data do not yield a clear picture. It may be useful in this

context to recall the warning (Gazzaniga, 1995) against overpopu-

larizing the ‘left mind vs. right mind’ concept. We favor an interpre-

tation that does not attribute separate functions to the two

hemispheres’’ (Roth et al., 1999). Their study also finds power gra-

dients along the anteroposterior axis in the high delta/theta freq-

uency range that has a particular prominent diVerence between

non-REM sleep and REM sleep with posterior predominance in

non-REM sleep and an anterior predominance in REM sleep. This

power gradient may reflect a shift from the activities of the frontal

lobes in NREM sleep, which are more the lobes of our executive

functions, toward the posterior regions of our brain, during NREM

or deep sleep, where less conscious awareness is likely involved. In a

related study, this group studied the eVect of sleep deprivation on eight
healthy, young, right-handed male subjects. After 40 h of sleep depri-

vation, which aVected power spectra in all derivations, they observed

hemispheric asymmetries in the delta range, where sleep deprivation

enhanced the anterior predominance of delta activity in the left

hemisphere but not in the right hemisphere. They conclude ‘‘This

eVect may reflect a functional asymmetry between the dominant

and non-dominant hemisphere’’ (Achermann et al., 2001). It may

be that the left hemisphere (the hemisphere dominating during

the active phase of the BRAC) after sleep deprivation requires the

greatest amount of rest or deep sleep that would be correlated with

delta activity.

In another study on sleep deprivation by this group, the rat was

recorded in both hemispheres from frontal and parietal derivations

over a 24-h baseline period followed by a 6-h sleep deprivation

period and an 18-h recovery period (Vyazovskiy et al., 2002):
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During the baseline 12-h light period, the main sleep period of the rat,

low-frequency (<7.0 Hz) power in the NREM sleep EEG declined pro-

gressively. Left-hemispheric predominance of low-frequency power at the

parietal derivations was observed at the beginning of the light period when

sleep pressure is high due to preceding spontaneous waking. The left

hemispheric dominance changed to a right-hemispheric dominance in

the course of the 12-h rest-phase when sleep pressure dissipated. During

recovery from sleep deprivation, both low-frequency power and parietal

left-hemispheric predominance were enhanced. The increase in low fre-

quency power in NREM sleep observed after sleep deprivation at the

frontal site was larger than at the parietal site. However, frontally no

interhemispheric diVerences were present. In REM sleep, power in the

theta band (5.25–8.0 Hz) exhibited a right-hemispheric predominance. In

contrast to NREM sleep, the hemispheric asymmetry showed no trend

during baseline and was not aVected by sleep deprivation. Use-dependent

local changes may underlie the regional diVerences in the low-frequency

NREM sleep EEG within and between hemispheres. The diVerent inter-
hemispheric asymmetries in NREM and REM sleep suggest that the two

sleep states may subserve diVerent functions in the brain (Vyazovskiy

et al., 2002).

They note that their study is the first to find evidence for an oppo-

site EEG asymmetry in high-intensity NREM sleep and REM sleep

in the rat. It may also be that the rat does not parallel the human

and other higher species in their state-specific relationships of

hemispheric dominance to sleep stages.

In an attempt to replicate the left minus right (L�R) hemisphere

EEG power shifts coupled to REM and NREM sleep observed by

Goldstein et al., in 1972, and to also characterize the L � R EEG

spectra for total EEG power, delta power, theta power, alpha power,

and beta frequency band power, we took archived data with mini-

mal movement artifact and analyzed the data from 10 young,

normal, healthy adult males (ShannahoV-Khalsa et al., 2001). The

EEG data for left-hemisphere central 3 (C3) and right-hemisphere

central 4 (C4) montage were converted to power, and the means

were normalized, smoothed, and subtracted. Sleep hypnograms

were also compared with L � R EEGs, and spectra were computed

for C3, C4, and L � R EEG power for the total EEG power

and for the respective frequency bands. Figure 7 shows the L � R
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FIG. 7. The time series for subjects 1–10 are presented for (L � R) total EEG power for the entire

recording period after lights out to awakening. The plots are not detrended and are of the RMS of each

C3 and C4 treated for artifacts, moving average at 500, normalized means, and subtractions. The

y-axis scaling is adjusted for each to maximize the visual appearance of the fluctuations. The y-axis

value is the diVerence of power between left and right hemispheres, and 100 units is the equivalent of

0.61 mV. The average variation from the largest negative peak to the largest positive peak for the

10 subjects ranges across approximately 800 units in total or about 5 mV. Subject 1 starts at the left top

and goes down through subject 5, and subject 6 starts at the right top. The x-axis lengths (tic marks in

hours) for subjects 1 � 10 are similar and are 7.08, 6.99, 6.75, 7.09, 7.20, 6.50, 6.86, 6.79, 7.71, and

7.96 h, respectively. Reprinted from ShannahoV-Khalsa, Gillin, Yates, Schlosser, and Zawadzki;

copyright (2001), with permission from Elsevier.
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hemisphere power for all 10 male subjects during the course of the

entire night during sleep for total energy.

Figure 8 shows the sleep hypnogram for subject 1 in Fig. 7, and

also the L�R power and C3 power for delta, theta, alpha, and beta

frequency bands. It is apparent that the L � R and C3 power have

sinusoidal-like activity in all frequency bands; although delta and

theta power have greater power earlier in the night as expected,

while alpha and beta power are more constant throughout.

The results of spectral analysis using ‘‘fast’’ orthogonal search

(FOS) (Korenberg, 1988, 1989; Korenberg and Paarmann, 1989a,b)

show that significant peaks were observed for all C3, C4, and L � R

frequency bands at the 280–300, 75–125, 55–70, and 25–50 min bins

with power dominating in the 75–125 min bin. Figure 9 shows the

spectral plots of the time series for C3, C4, and L � R for total EEG

combined as both the mean percent total mean square error (TMSE)

for all 15 parameters for all 10 subjects, and also for the sum of

the % MSE.

Figure 10 shows the spectral plots for all 10 subjects for total

energy for C3, C4, and L�R power. While spectral plots of C3 and

C4 look similar, they are not identical for total power.

Figure 11 shows the spectral plots for all 10 subjects for C3 and

L � R power for the four respective frequency bands. While the

general patterns are the same for the diVerent frequency bands in the

respectiveC3 plots or L�Rplots, there are also noticeable diVerences.
The visually scored polysomnographic macro-architecture mea-

sures for all 10 subjects are presented in Table I showing typical

sleep characteristics for a young, normal, healthy male population

ranging in age from 20 to 29 years (mean ¼ 25.3, SD ¼ 2.58).

REM and NREM couplings to L � R EEGs for total EEG,

delta, theta, alpha, and beta bands were investigated. A sleep hyp-

nogram of REM and NREM sleep stages for the 10 subjects was

first paired separately with their respective L � R EEG power time

series on a single page for a visual comparison of the hypnogram

with the respective L � R for delta, theta, alpha, and beta band

plots. The ‘‘total EEG’’ value was calculated finally as the sum of

all four separate bands. Calculations for comparisons of left- or
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FIG. 8. Left column: The sleep hypnogram for subject 1 is at the top. The time series data for

subject 1 for the (L � R) for the four diVerent frequency bands, delta, theta, alpha, and beta,

respectively, are presented below. These data are not detrended and are from the FFT power per

4 sec intervals for the entire night (7.08 h). The respective C3 and C4 were treated for artifacts, moving

averages at 500, left and right means normalized and subtracted. The scaling is adjusted for each to

maximize the visual appearance of the fluctuations, and the x-axis has markers at 1 h intervals.
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The y-axis values are in mV/Hz. Right column: The sleep hypnogram, followed by the left-hemisphere

C3 counterpart to the left column L � R’s presented for delta, theta, alpha, and beta bands,

respectively. The y-axis values are in mV/Hz. Reprinted from ShannahoV-Khalsa, Gillin, Yates,

Schlosser, and Zawadzki; copyright (2001), with permission from Elsevier.

FIG. 9. Top: This spectral density plot shows the FOS time series analysis power distribution as a

mean percentage of the TMSE calculation after a detrending of the data for all parameters, indepen-

dent of subject and parameter. This plot combines 10 subjects and 15 parameters/subject for the 10

sleep nights. Therefore, 150 power spectrums are consolidated to produce the overall ‘‘mean’’ profile.

Bottom: This spectral density plot shows the FOS time series analysis power distribution or sum of all

individual %TMSEs calculated after a detrending of the data, independent of subject and parameter.

This plot is additive for %TMSE and is the result of combining 10 subjects and 15 parameters/subject

for all 10 sleep nights. Therefore, 150 power spectrums are ‘‘summed’’ to produce one profile.

Reprinted from ShannahoV-Khalsa, Gillin, Yates, Schlosser, and Zawadzki; copyright (2001), with

permission from Elsevier.
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FIG. 10. Spectral density plots of 10 young normal male (YNM) subjects for all 10 nights using

FOS time series analysis for the detrended data of the 3-sec RMS power intervals of the total EEG,

after artifact removal and moving averages at 500 for the: (top), left-hemisphere C3-total energy;
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right-hemisphere dominance were made simply by determining

whether the time series was either left or right dominant during

each REM period or NREM stage 4 period. Dominance was visu-

ally determined as being greater when 50% of the time series was

either left- or right-hemisphere dominant during REM or stage 4

sleep. The determination had to be either a left or a right sign, since

the L�Rprofiles were judged only as above or below themidline for

L � R dominance. A trend toward a left or a right shift was not

counted. Therefore, these calculations were conservative. Chi-

squares (two-tailed) were used to determine significance of distribu-

tions to either left or right for the comparisons of the four separate

bands and the sum of the four bands for total power.

Phase relations of the four diVerent frequency parameters are

readily apparent in Fig. 8 and help answer some important ques-

tions. The first question is how much coupling exists between the

four L � R frequency bands, and second, how much exists for the

four bands of C3 or C4. While this was not an immediate focus of

this study, Fig. 8 shows considerable phase coupling for the four

bands for either the L � R’s or C3’s. We also found this same

‘‘apparent’’ gross coupling with the other nine subjects. However,

a cross-spectrum analysis for phase coupling for the various inter-

and intrahemispheric relationships with the diVerent frequency

bands would be helpful to further explore other important factors

of hemispheric relations as demonstrated by others that have proven

helpful in diVerentiating normal and pathological patients

(Armitage et al., 1999, 2000).

Table II shows the distribution for all 10 subjects combined and

the significance of the occurrence of NREM stage 4 and REM

coupling to either a left or a right event for each of the four

frequency bands, and the combined distribution for all four bands

representing total power, for the L � R power dominance. For

L � R-delta ( p < 0.001), L � R-alpha ( p < 0.001), and the sum of

(middle), right-hemisphere C4-total energy; and (bottom), L � R hemisphere total energy plots after

C3 and C4 mean normalizations. The x-axis is (0 � 300) min, and the y-axis represents (0 � 60)%

TMSE accounted for by any of the observed periods. Reprinted from ShannahoV-Khalsa, Gillin,

Yates, Schlosser, and Zawadzki; copyright (2001), with permission from Elsevier.
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FIG. 11. The left column has four figures, each with separate frequency bands, starting down the

page with the delta band FOS spectra for all 10 YNMs for the left hemisphere (C3). FFTs were first

calculated to give power at 4 sec intervals, followed by artifact removal, a moving average of 500,

and detrending. The second, third, and fourth figures are the theta, alpha, and beta bands, respectively.

The right column presents the L � R counterparts for the four separate frequency bands, respectively.

Reprinted from ShannahoV-Khalsa, Gillin, Yates, Schlosser, and Zawadzki; copyright (2001), with

permission from Elsevier.
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all four separate bands as a measure of total L�REEG ( p< 0.001),

there is a highly significant distribution of greater left-hemisphere

EEG power dominance during REM sleep and greater right-

hemisphere EEG power dominance during NREM stage 4 sleep.

There was a similar but nonsignificant trend for L � R-theta

( p ¼ 0.168). L � R-beta showed equivocal distributions.

TABLE I

VISUALLY SCORED POLYSOMNOGRAPHIC MEASURES FOR 10 YOUNG NORMAL HEALTHY MALES
a

Minimum Maximum Mean SD

Sleep latency (min) 5 51 13.2 14.41

Time in bed (min) 381.5 468 424.15 25.86

Total sleep time (min) 328.5 412 383.5 24.91

Sleep eYciency (%) 76.7 95.39 90.30 5.60

Wake time after sleep onset (min) 4 49.5 19.35 14.87

Stage 1 (%) 2.52 10.01 5.14 2.65

Stage 2 (%) 46.66 68.80 56.15 6.40

Stage 3 (%) 6.10 13.96 9.55 2.15

Stage 4 (%) 0.304 24.15 9.16 8.84

REM latency (min) 59 169 90.5 36.76

REM sleep duration (%) 9.84 31.07 20.01 6.513

Duration of first REM period (min) 7.5 40.5 19.05 9.16

aReprinted from ShannahoV-Khalsa, Gillin, Yates, Schlosser, and Zawadzki; copyright (2001),

with permission from Elsevier.

TABLE II

COMPARISONS OF REM AND NREM SLEEP STAGE 4 WITH LEFT- OR RIGHT-HEMISPHERE DOMINANCE
a

REM-right REM-left NREM (stage 4)-right NREM (stage 4)-left

L � R-Delta* 9 27 17 7

L � R-Theta 13 23 13 11

L � R-Alpha* 5 31 17 7

L � R-Beta 18 18 9 15

All four bands* 45 99 56 40

aThe numbers in the columns represent the number of events of REM and NREM sleep for the

10 subjects for either a left- or a right-dominant episode, that is, in row 1, the 9 þ 27 ¼ 36 gives the

total number of REM events for all subjects and how L � R-delta is distributed (9 REM episodes

were right dominant and 27 REM episodes were left dominant) for all 10 subjects. An asterisk (*)

indicates that chi-square significance (two-tailed) was p < 0.001 for the distribution of greater left-

hemisphere EEG power dominance during REM sleep and greater right-hemisphere EEG power

dominance during NREM (stage 4) sleep. L � R-Theta showed a similar but nonsignificant trend of

p ¼ 0.168, and the L � R-beta band was equivocal at p ¼ 0.658. Reprinted from ShannahoV-Khalsa,

Gillin, Yates, Schlosser, and Zawadzki; copyright (2001), with permission from Elsevier.
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In an earlier multivariate waking study (see Section II.C), we

observed five prominent bin ranges in the data: 40–65, 70–100,

115–145, 170–215, and 220–340 min bins (ShannahoV-Khalsa

et al., 1996, 1997). And in a related multivariate sleep study, we

observed seven prominent ranges: 40–65, 70–100, 105–140, 145–

160, 165–210, 215–275, and 280–300 min bins (ShannahoV-Khalsa

and Yates, 2000). These bins were first determined by consolidating

all spectral plots for all parameters for each study, respectively, as

presented in Fig. 9. In the sleep study analysis presented here, using

the profiles generated for Fig. 11, we determined that seven primary

bin ranges were present—25–50, 55–70, 75–125, 150–180, 185–

220, 235–275, and 280–300 min—and these bins were similar to

our earlier waking and sleep studies and they are also those consis-

tently reported by others for ultradian variables (ShannahoV-Khalsa

et al., 1996, 1997).

Table III gives the prevalence of a significant peak for the 25 min

wide bin of 25–50 min, the 15 min wide bin of 55–70 min, the

50 min wide bin of 75–125 min, the 30 min wide bin of 150–

180 min, the 35 min wide bin of 185–220 min, the 35 min wide

bin of 235–270 min, and the 20 min wide bin of 280–300 min for

the 15 parameters of C3-total, C4-total, L � R-total, L � R-delta,

L � R-theta, L � R-alpha, L � R-beta, C3-delta, C3-theta, C3-

alpha, C3-beta, C4-delta, C4-theta, C4-alpha, and C4-beta. Chi-

square analysis was used to determine if the frequency of occurrence

of diVerent peaks was significant for each parameter for the 7

diVerent bins for the 10 subjects. Table III lists the number of

times that these periods were found for each parameter when a

minimum of 5.0% of the TMSE is found for at least one nominated

period in that peak range. The 5.0% level is a value that is statisti-

cally far above the background noise level and is considered here to

be ‘‘physiologically significant.’’ The TMSE of 5.0% is based, for

example, on any one of the possible 3 peak values that can be

identified at the three 10-min intervals between 280 and 300 min,

5 peak values of 235, 240, 250, 260, 270, between 235 and 270 min,

or 8 values between 185 and 220, 7 values between 150 and

180 min, 11 values between 75 and 125 min, 4 values between 55
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TABLE III

PEAK PREVALENCE FOR THE MAJOR PERIOD RANGES FOR 10 SUBJECTS
a

C3-Total C4-Total L � R-Total L � R-D L � R-T L � R-A L � R-B C3-D C3-T C3-A C3-B C4-D C4-T C4-A C4-B

25–50 min 4* 7* 8* 6* 4* 4* 5* 4* 7* 5* 4* 4* 5* 3# 5*

55–70 min 4* 6* 8* 7* 8* 6* 7* 4* 3* 7* 9* 5* 3* 6* 9*

75–125 min 10* 10* 10* 9* 9* 9* 9* 10* 10* 10* 10* 10* 10* 10* 10*

150–180 min 2 2 1 4* 4* 4* 4* 1 3# 4* 4* 1 5* 2 3#

185–220 min 4* 4* 1 0 2 1 2 5* 2 1 1 2 1 1 3

235–270 min 2 2 3* 0 1 3* 0 1 1 1 1 2 4* 3* 2

280–300 min 1 2* 3* 6* 6* 6* 8* 3* 3* 4* 2* 4* 2* 3* 4*

aTotal energy for C3, C4, L � R, and C3, C4, and L � R for delta, theta, alpha, and beta bands. 5.0% is the cut oV for %TMSE used to determine

occurrence of a peak in a period range; the number tells how many subjects have at least one peak at >5.0% TMSE. Asterisk (*) indicates significance of peak

prevalence at p < 0.01 (two-tailed chi-squares), or #p < 0.05 (two-tailed chi-squares). Reprinted from ShannahoV-Khalsa, Gillin, Yates, Schlosser, and

Zawadzki; copyright (2001), with permission from Elsevier.
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and 70 min, and 6 values between 25 and 50 min, all at 5-min

intervals. It is not based on the %TMSE sum of neighboring

peaks. The choice of a cutoV value of 5.0% is very conservative,

since frequently there is significant activity at several neighboring

values that are ‘‘shoulders’’ of the major peak in the same bin.

All 15 parameters (except C4-A in the 25–50 min range, which

showed p < 0.05) showed significant peaks by chi-square with

p < 0.01 in the 25–50, 55–70, 75–125 min ranges and all (except

C3-total energy) showed a significant peak with p < 0.01 in the

280–300 min range. The 150–180 min range showed significance at

p< 0.01 for seven parameters: L�R-delta, L�R-theta, L�R-alpha,

L�R-beta,C3-alpha,C3-beta, andC4-theta; and at p< 0.05 only for

C3-theta and C4-beta. The 185–220 min range showed signifi-

cance for p < 0.01 for only three parameters: C3-total, C4-total,

and C3-delta. The 235–270 min range showed significance ( p <
0.01) for only four parameters: C4-alpha, C4-theta, L � R-alpha,

and L � R-total. These results, in part, help diVerentiate the subtle
spectral diVerences between the four frequency bands of the C3’s and
C4’s in contrast to those of the L�R’s, where the L�R’s for the four

separate bands all show values of p< 0.01 in the 150–180 min range.

Note: C3-total, C4-total, and L�R-total do not have significant peaks

in that range.

In sum, L � R EEG rhythms were observed for all bands.

Greater right-hemisphere EEG power dominance was found during

NREM stage 4 sleep and greater left during REM for total EEG,

delta, and alpha bands (chi-squares, p < 0.001). Theta was similar

but not significant ( p ¼ 0.163), and beta was equivocal. We con-

cluded that earlier ultradian studies show that lateral EEG and

L � R EEG power have a common pacemaker, or a mutually en-

trained pacemaker with the autonomic, cardiovascular, neuroendo-

crine, and fuel regulatory hormone systems (ShannahoV-Khalsa

and Yates, 2000; ShannahoV-Khalsa et al., 1996, 1997). In addition,

we conclude that ‘‘these results for L�REEGcoupling to sleep stages

and multi-variate relations present a new perspective for Kleitman’s

BRAC and for diagnosing variants of pathopsychophysiological

states’’ (ShannahoV-Khalsa et al., 2001).
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In addition, one early study found fascinating changes in nasal

dominance with stages of REM and NREM sleep (Alexiev and

Roth, 1978). Minor changes in airflow diVerences may have been

obscured since visual methods rather than computer-assisted analy-

sis were used to detect changes. In healthy subjects they found that:

During the first 3 hours of sleep slight diVerences in amplitude were

observed in some cases: that is, respiration through the right nostril was

relatively weaker than through the left, which remained at a level recorded

at the beginning. This change was not permanent and changes in position

of the body and movements of the head, as well as REM sleep events, led

to an equalization of the amplitudes on the two sides. These periods began

through NREM stage 2 and continued from several minutes up to 40 min-

utes. In the 4th or 5th hours of nocturnal sleep, at the end of the 3rd sleep

cycle, several minutes after the onset of REM sleep, an abrupt change in

the pattern of respiration took place: respiration through the left nostril

was completely blocked, while that through the right nostril displayed a

hyperventilatory type with an amplitude about 3 times greater than that

recorded during wakefulness, which continued to the end of REM sleep,

respiration through the left nostril was not restored to the original level,

and respiration through the two nostrils became more equal after the

subjects awakened. With two cases of hypersomnia the right nostril was

blocked and hyperventilatory type of respiration took place in the left

nostril during REM sleep, and in the remaining part of the night the

patients breathed only through the left nostril (Alexiev and Roth, 1978).

They also analyzed two cases of narcolepsy-cataplexy and the same

changes in the pattern of respiration were observed as in hypersom-

nia, except that during the second night in one of the subjects a sleep

onset REM period was recorded during which the passage of air

through the right nostril was blocked and this state remained until

awakening in the morning. They apparently were not aware of

the phenomenon of the nasal cycle, but concluded that ‘‘the nasal

venous plexi could be a phenomenon similar to the congestion

of corpus cavernosum penis leading to penile erection, which is a

regular sign of REM sleep.’’

One study (ShannahoV-Khalsa and Yates, 2000) was conducted

to compare the dynamics of multiple systems during sleep with those

of earlier results during waking stationary rest that are presented in
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Section II.C (ShannahoV-Khalsa et al., 1996, 1997). Three consecu-

tive nights of data were collected from three healthy adults for 10

variables: left and right central EEGs, the nasal cycle (NC), beat-to-

beat measures of cardiac output (CO), stroke volume (SV), heart

rate (HR), systolic blood pressure (SBP), diastolic blood pressure

(DBP), mean arterial pressure (MAP), and hemoglobin-oxygen sat-

uration (SAO2). Time series analysis detected periods at 280–300,

215–275, 165–210, 145–160, 105–140, 70–100, and 40–65 min

bins with the greatest spectral power in longer periods. There was

significance across subjects with all parameters at 280–300, 105–140

(except left EEG power, L � R EEG power, and HR), 70–100, and

40–65 min. Significant periods were reported earlier during waking

for the NC, pituitary hormones [adrenocorticotropin hormone

(ACTH) and luteinizing hormone (LH)], catecholamines (norepi-

nephrine and epinephrine), insulin (INS), and cardiovascular

function in five bins at 220–340, 170–215, 115–145, 70–100, and

40–65 min, with 115–145, 70–100, and 40–65 min common across

all variables (ShannahoV-Khalsa et al., 1996, 1997). These results

suggest that lateral EEG power during sleep has a common pace-

maker (the hypothalamus), or a mutually entrained pacemaker, with

the cardiovascular and ANS, and that the waking ultradians of the

neuroendocrine and fuel regulatory hormones are also coupled to

lateralized rhythms of EEG activity. We concluded that ‘‘these

results present a new perspective for the Basic Rest-Activity Cycle

and the physiology of the ANS-central nervous system during both

waking and sleep’’ (ShannahoV-Khalsa and Yates, 2000).

We used FOS time series analysis to characterize the spectral

properties of the following parameters: the 3-sec root-mean-square

(RMS) measures for left minus right (L � R) hemisphere EEG

power; 3-sec RMS measures for left (L-EEG) and right (R-EEG)

hemisphere EEG power; 4-Hz sampling of the NC using a moving

average of 20; and beat-to-beat cardiac impedance measures of SV,

HR, CO, beat-to-beat Finapres blood pressure measures for SBP,

DBP, and MAP, and beat-to-beat oxygen saturation measures

(SAO2) with a moving average of 20.
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In the earlier waking state study, we observed five prominent

ranges for ‘‘bins’’ for consideration for FOS time series analysis: 40–

65, 70–100, 115–145, 170–215, and 220–340 min (ShannahoV-
Khalsa et al., 1996, 1997). In this sleep study, we visually inspected

a profile of the FOS data for both the sums of power for each period

(Fig. 12) and the means of total power for each period (Fig. 13),

when all of the parameters for each of the three subjects over the

three nights (nine records) were collapsed to produce a single power

spectrum as was performed earlier and presented in Fig. 9. We then

arbitrarily determined that seven ranges were present. These

‘‘bands’’ were 40–65, 70–100, 105–140, 145–160, 165–210, 215–

275, and 280–300 min. Our other sleep study also used seven

primary bin ranges: 25–50, 55–70, 75–125, 150–180, 185–220,

235–275, and 280–300 min (ShannahoV-Khalsa et al., 2001).

These ranges are again similar to our waking study and are also

consistent with that reported by others for many of these variables

[reviewed in ShannahoV-Khalsa et al. (1996)].

The composite spectral plots of the FOS analysis for all subjects

for all three nights are shown in Fig. 14 for the NC, L � R EEG,
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Subjects 1−3, 3 nights each
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FIG. 12. This spectral density plot shows the FOS time history analysis power distribution, or sum

%TMSE after detrending of the data and independent of subject, night, and parameter. This spectral

plot is additive for %TMSE at each time period and combines 3 subjects and 11 parameters per subject

for all 3 nights each, except subject 2, night 2 for SAO2. Therefore, 99 power spectrums are summed

to produce one profile. Reprinted from ShannahoV-Khalsa and Yates; copyright (2000), with

permission from Taylor & Francis.
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L-EEG, R-EEG, HR, SV, CO, SBP, MAP, and SAO2 (DBP was

omitted due to space limits). Figure 14 shows the similarity of the

power spectral plots for these 10 parameters in this ultradian range.

Table IV gives the prevalence of a significant peak for the 25 min

wide bin of 40–65 min, the 30 min bin of 70–100 min, the 35 min

bin of 105–140 min, the 15 min bin of 145–160 min, the 45 min bin

of 165–210 min, the 55 min bin of 215–270, and the 20 min bin of

280–300 min for all 11 parameters (NC, L � R EEG, L-EEG,

R-EEG, HR, SV, CO, SBP, DBP, MAP, and SAO2). Chi-square

analysis (two-tailed) was used to determine if the frequency of

occurrence of diVerent peaks was significant across subjects for

each parameter. All 11 parameters show a significant peak with

p < 0.01 in the 280–300 min range, and only R-EEG ( p < 0.01)

and the NC ( p < 0.05) show marginal significance in the 215–

270 min range. No parameters were significant in 165–210 min

range and only HR, L-EEG, R-EEG, and SAO2 were marginally

significant ( p < 0.05) in the 145–160 min range. However, all but

L-EEG, L � R EEG, and HR were significant ( p < 0.01) in the
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FIG. 13. This spectral density plot shows the FOS time history analysis power distribution as a

mean %TMSE after detrending of the data for all parameters at any given time period, independent of

subject, night, and parameter. This spectral plot combines 3 subjects and 11 parameters per subject

each for 3 nights, except subject 2 for night 2 for SAO2. Therefore, 99 power spectrums are

consolidated to produce the ‘‘mean’’ profile. Reprinted from ShannahoV-Khalsa and Yates; copyright

(2000), with permission from Taylor & Francis.
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FIG. 14. Spectral density plots of three subjects for all three nights using FOS time history analysis

of the nasal cycle (NC), left- minus right-hemisphere EEG power (L� R EEG power), left-hemisphere

EEG power (L-EEG power), right-hemisphere EEG power (R-EEG power), systolic blood pressure
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105–140 min range, and all 11 parameters were significant at p <
0.01 in the 70–100 and the 40–65 min ranges.

Profiles of the individual parameters were smoothed in Figs. 15

and 16 using a moving average to more clearly demonstrate the

low-frequency ‘‘hourly’’ component relationships among these mea-

sures. The smoothed time series for seven selected parameters in

three subjects are shown in Figs. 15 and 16 for the NC, L� R EEG,

R-EEG, HR, SV,MAP, and SAO2. The tight inverse relationship of

the NC and L� R EEG observed here was also visually apparent in

at least six of the nine nights of sleep recording. Of these six nights,

subject 1 exhibited two nights of tight coupling, subject 2 showed

one night, and subject 3 showed visually apparent tight coupling for

all three nights.

(SBP), cardiac output (CO), heart rate (HR), stroke volume (SV), hemoglobin saturated oxygen

(SAO2), and mean arterial pressure (MAP). The x-axis is 0–300 min, the y-axis is in 0–25% total

mean square error (TMSE) accounted for by that period. Plots of SAO2 are missing subject 2’s data

for night 2. Reprinted from ShannahoV-Khalsa and Yates; copyright (2000), with permission from

Taylor & Francis.

TABLE IV

PEAK PREVALENCE FOR THE MAJOR PERIOD RANGES FOR THREE SUBJECTS FOR THREE CONSECUTIVE

NIGHTS SLEEP FOR THE NASAL CYCLE, EEG PARAMETERS, AND CARDIOVASCULAR PARAMETERS
a

NC

L – R

EEG L-EEG R-EEG CO HR SV SBP DBP MAP SAO2

40–65 min 9* 9* 7* 9* 9* 8* 9* 9* 9* 9* 6*

70–100 min 9* 9* 9* 8* 8* 8* 9* 6* 8* 7* 8*

105–140 min 7* 4 3 6* 5* 4 5* 6* 8* 8* 5*

145–160 min 0 2 3z 3z 1 3z 2 2 0 1 3z

165–210 min 2 3 2 3 2 4 2 2 2 2 2

215–270 min 5z 2 3 6* 4 2 4 2 3 2 2

280–300 min 7* 4* 5* 4* 9* 6* 4* 7* 4* 6* 3*

a0.40% is the cut oV for %TMSE used to determine occurrence of a peak in a period range; the

number tells how many subjects have at least one peak at >0.40% TMSE. Asterisk (*) indicates

significance of peak prevalence at p > 0.01 (two-tailed chi-squares), or z p > 0.05 (two-tailed chi-

squares); þ indicates the maximum possible number of peaks is 9 for NC, L – R EEG, L-EEG, R-EEG,

CO, HR, SV, SBP, DBP, MAP and 8 for SAO2 since subject 2’s data are missing for this variable

for night 2. Reprinted from ShannahoV-Khalsa and Yates; copyright (2000), with permission from

Taylor & Francis.
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FIG. 15. The primary time series data for subject 1, night 1 (left side of figure), and subject 3,

night 3, are plotted from top down for the nasal cycle (NC; left minus right nostril dominance), left-

minus right-hemisphere EEG power (L � R EEG power), right-hemisphere EEG power (R-EEG

power), heart rate (HR), stroke volume (SV), mean arterial pressure (MAP), and hemoglobin saturated

oxygen (SAO2). The scaling is adjusted for each to maximize the visual appearance of the fluctuations.
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Phase relations of the diVerent parameters are readily exhibited

here and help answer some important questions. For example, the

records for subject 1, night 1 (Fig. 15) and subject 2, night 3 (Fig. 16)

show within subject ‘‘mirror-images’’ for HR and SV as one might

expect (Baust and Bohnert, 1969; Pivik et al., 1996). Both subjects

also show this for the other two nights (data not shown), this is less

apparent for subject 3 during nights 2 and 3 (Figs. 16 and 15, respec-

tively). But subject 3 also demonstrates this close mirror-like inverse

relationship between HR and SV in night 1 (data not shown). What

accounts for this cardiovascular variation in coupling in subject 3

here is unclear. MAP is also less positively coupled to HR here for

nights 2 (Fig. 16) and 3 (Fig. 15) with subject 3 compared to subjects 1

(night 1) and 2 (night 3), and this is also the case for night 1 for

subject 3 (data not shown) but not for subjects 1 and 2 on any night.

HR is also inversely coupled to R-EEG power, a correlate of REM

sleep (Goldstein et al., 1972), as expected, and is fairly consistent

across the night for all subjects for all nights. Subject 1 (night 1,

Fig. 15) shows a tight coupling between increased R-EEG power

and the left-hemisphere dominant mode of L � R EEG. This is not

the case here for subjects 2 or 3 (nights 2 or 3) where the reverse

is mostly true, but this does appear to be the case with night 1 for

subject 3 (data not shown). The NC shows a tight inverse coupling to

L � R EEG for all nights shown here and is also similarly visually

very convincing in at least six of the nine nights. This coupling is

further supported by the FOS results. SAO2 shows a closer coupling

of higher oxygen levels with the ‘‘relative’’ right nostril-dominant

mode and during the reduced R-EEG power modes.

These time series were not detrended here. The x-axis is for 5.83 h for subject 1 and for 5.29 h for

subject 3. The y-axis values for the left minus right NC measures are in arbitrary electronic units

related to diVerential thermistor activity, data above the midline indicate left nostril airflow dominance;

L � R EEG is scaled as the diVerence of the RMS calculations after a normalization of left and right

means for RMS values over the night; R-EEG is scaled as the RMS calculation from the raw primary

data; the HR values are in beats/min; SV is in ml/beat; MAP is in mm Hg; and SAO2 is in %

hemoglobin-oxygen saturation. Note: subject 3’s NC shows only relative shifts in right nostril domi-

nance during the entire night. Reprinted from ShannahoV-Khalsa and Yates; copyright (2000), with

permission from Taylor & Francis.
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FIG. 16. The primary time series data for subject 3, night 2 (left side of figure), and subject 2, night 3,

are plotted from top down for the nasal cycle (NC, left minus right nostril dominance), left- minus right-

hemisphere EEG power (L � R EEG), right-hemisphere EEG power (R-EEG), heart rate (HR),

stroke volume (SV), mean arterial pressure (MAP), and hemoglobin saturated oxygen (SAO2).
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With 11 parameters per subject in this experiment, there are 55

possible interparameter comparisons that can be made for each

subject, resulting in either an apparent positive, negative, or appar-

ently nonsignificant relationship. However, these three possibilities do

not include the possibility of phase lagging. These seven parameters

were selected here to give examples of how these three systems (CNS,

ANS, and cardiovascular) can compare linear time series. Other time

series showing the phase relationship variance are presented in

Section II.C , and many have been reported (ShannahoV-Khalsa

et al., 1996, 1997).

In sum, all 11 parameters had similar power spectral profiles

across subjects with significance of p < 0.01 (chi-square, two-tailed)

with peak activity in the four major bins of 280–300, 105–140

(except L � R EEG, L-EEG, and HR), 70–100, and 40–65 min.

Four parameters (HR, L-EEG, R-EEG, SAO2) also show marginal

significance at p < 0.05 in the 145–160 min range, and two para-

meters (NC, p < 0.05; R-EEG, p < 0.01) also show marginal

significance in the wider 215–270 min range.

The study with waking subjects included all of these parameters

(except EEGs and SAO2) and 14 others: luteinizing hormone (LH),

adrenocorticotropin hormone (ACTH), insulin (INS), left arm nor-

epinephrine (LNE), left arm epinephrine (LE), right arm norepi-

nephrine (RNE), right arm epinephrine (RE), mean norepinephrine

(MNE), mean epinephrine (ME), and left minus right values for

norepinephrine (L � R NE), and epinephrine (L � R E), respect-

ively; and three additional cardiac impedance measures ventricular

ejection time (VET), ejection velocity index (EVI), and thoracic

fluid index (TFI). The time series history analysis for the following

The scaling is adjusted for each to maximize the visual appearance of the fluctuations. These time series

were not detrended here. The x-axis is for 4.78 h for subject 2 and for 6.04 h for subject 3. The y-axis

values for the left minus right NC measures are in arbitrary electronic units related to diVerential

thermistor activity, data above the midline indicates left nostril airflow dominance; L � R EEG is scaled

as the diVerence of the RMS calculations after a normalization of left and right means for RMS values

over the night; R-EEG is scaled as the RMS calculation from the raw primary data; the HR values

are in beats/min; SV is in ml/beat; MAP is inmmHg; and SAO2 is in% hemoglobin-oxygen saturation.

Reprinted from ShannahoV-Khalsa and Yates; copyright (2000), with permission from Taylor &

Francis.
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22 variables in the study with waking subjects—NC, LH, ACTH,

INS, SBP, DBP, MAP, TPR, LE, LNE, RE, RNE, ME, MNE,

L � RE, L � RNE, CO, TFI, HR, EVI, SV, and VET—clearly

showed for most variables the predominance of significant peaks in

the bins of 115–145, 70–100, and 40–65 min. The exceptions are

the absences of statistical significance for ACTH at 115–145 min,

NC and LH at 40–65 min, the epinephrines and SBP, DBP, MAP at

115–145 min. The blood pressure parameters during the waking

study were not beat-to-beat measures, but one automated cuV
measure every 7.5 min (similar to the sampling for the blood plasma

parameters) and perhaps would have shown rhythms in the 115–

145 min bin, as were exhibited with the beat-to-beat sampled cardi-

ac impedance variables (ShannahoV-Khalsa and Yates, 2000).

While all of these 22 parameters (except TFI and HR) had some

activity at 220–340 min, only the NC and LH showed significant

chi-square values along with their greatest spectral power in the

220–340 min bin. While this is a wider bin than the two neighboring

bins used during the sleep study (215–270 and 280–300 min), con-

siderably less activity was observed in this longer period domain

during the waking state compared to sleep even though both studies

were of nearly equal length using data detrended for circadian

rhythms. ACTH had its greatest power in the 170–215 min bin.

See Section II.C for further discussion on these waking multivariate

studies.

The broad bin of 70–140 min is the bin domain most commonly

reported for the ‘‘hourly’’ ultradian rhythms [reviewed in

ShannahoV-Khalsa et al. (1996, 1997)]. Here this bin was analyzed

as two separate components, the 70–100 min and the 105–140 min

bins (and as 70–100 and 115–145 min bins during the waking

study). These two bins represent the two largest of the five during

the waking study in respect to the sum total of the %TMSE. These

two bins also dominate during this sleep study, but the 280–300 min

bin for sum total %TMSE must be included that also existed but

to a lesser extent during the waking state, as well as the 40–65 min

bin for both the sleep and the waking states, but with lower

%TMSE.
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We suggested that ‘‘this report provides new insight to how the

CNS (marked by EEG) is coupled to the autonomic, cardiovascular,

neuroendocrine, and fuel-regulatory hormone systems. These

results suggest that a single pacemaker or that mutually entrained

pacemakers are regulating the ‘hourly’ ultradian rhythms under strict

resting conditions during either waking or sleep’’ (ShannahoV-Khalsa

and Yates, 2000).

This result with EEG is further evidence to suggest that all of the

ultradian rhythms for the major bodily systems may be related via

the proposed ANS–CNS rhythm and that the hypothalamus itself is

‘‘the pacemaker.’’ Another result also supports this hypothalamic

model of control that shows that INS secretion is positively coupled to

the NREM ‘‘rest’’ phase of the NREM–REM sleep cycle (Kern et al.,

1996). They concluded that the hourly ultradian oscillations of INS are

modulated by CNSmechanisms entraining this pancreatic function to

theNREM–REMsleepcycle.Furthermore, othershavedemonstrated

ultradian rhythms in humans for cytokines ranging from80 to 240 min

when sampling at 20 min intervals for 8 h during waking (Bouayad-

Amine et al., 1993). This result, which is temporally coincident with the

above-cited studies, suggests that the immune system is also coupled to

theothermajor systems,perhapsbycoupling to theANS–CNSrhythm

through both autonomic innervation and hypothalamic-mediated

humoral activity.

The above-cited work on sleep stages and EEG rhythms of

alternating hemispheric activity help emphasize the important dy-

namic nature of left-right patterns of hemisphere dominance and

how they should be more closely studied both during waking and

sleep along with the other major bodily systems, that is, the auto-

nomic, cardiovascular, fuel-regulation, neuroendocrine, and im-

mune systems. One preliminary study demonstrated that REM

sleep is coupled to the right nostril-dominant mode of the NC

(Frye and Doty, 1992) and other studies have demonstrated that

REM is also coupled to relatively greater EEG power in the left

hemisphere, and vice versa for NREM sleep stages (Banquet, 1983a;

Goldstein et al., 1970, 1972; Nelson et al., 1977; ShannahoV-Khalsa

et al., 2001; Webster, 1977). Clearly, it would be of great interest to
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explore large numbers of females and males, multiple age ranges,

multiple EEG frequency bands and cortical sites, and various states

of health and pathology to better understand the coupling of sleep

stage relations to the ANS–CNS rhythm as a means to better under-

standing the organism as a whole and how states of health and

disease may be manifested in these terms of intersystem dynamics.

2. Studies of Lateralized Cognitive Performance after Awakening from REM

and NREM Sleep Stages

There is other evidence in humans which also suggests the

existence of a natural rhythm of alternating dominance between

the two cerebral hemispheres. Researchers have shown in some

experiments that waking from either REM or NREM sleep elicits

significant diVerences in the verbal and spatial performance skill

ratios (Gordon et al., 1982; Lavie and Tzischinsky, 1984; Lavie et al.,

1984). One study showed a significant shift in left-hemisphere cog-

nitive performance after waking from NREM sleep relative to

waking from REM sleep. The authors concluded that ‘‘these results

are consistent with the observed reciprocal oscillations between left

and right functions during the waking period and imply that perfor-

mance of these specialized functions may be controlled by some of

the same mechanisms that govern biorhythms’’ (Gordon et al.,

1982). However, while this result was significant for the group,

some subjects showed the reverse finding. Another group found a

significant shift in cognitive profile in the direction of right-

hemisphere dominance after waking from REM sleep, and left-

hemisphere dominance after waking from NREM sleep and where

a ‘‘comparison of the cognitive shifts in females to that observed in

males revealed a significant interaction of gender and awakening

condition. Females showed a larger increase in right-hemisphere

performance following awakening from REM sleep relative to

NREM sleep, and a smaller increase in left-hemisphere perfor-

mance following awakening from NREM sleep relative to REM

sleep’’ and ‘‘the reverse trend was found for males’’ (Lavie et al.,

1984). These studies always used very short time (1–2 min) for

cognitive testing after awakenings. These results do not hold up
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when awakenings are prolonged and then followed by cognitive

testing. Another study with right-handed males looked at testing

after 35 or 75 min (Lavie and Tzischinsky, 1984). They state that

‘‘In contrast to our previous findings in subjects tested within

1–2 min after the awakening who showed a significant sleep-stage

dependent shift in cognitive asymmetry, the present results did not

show significant diVerences in performance between the two awak-

ening conditions for any of the groups’’ (Lavie and Tzischinsky,

1984). They also state that ‘‘in contrast to our previous findings in

right handers, left-handers did not show any consistent shifts in

cognitive asymmetry after the awakenings.’’ So the variations here

are based in part on the time of cognitive testing after awakening

and handedness. We know that left-handers diVer in their laterali-

zation of cognitive skills compared to right-handers. What these

researchers were not measuring was the laterality of power shifts

prior to and after awakening, or the nasal cycle, a measure of

lateralized ANS–CNS activity.

Interpretation of results from studies of hemisphere dominance

during sleep and EEG studies in general has been diYcult since

many workers assumed that increasing EEG amplitudes (power)

correlate with decreased mental activity. This early assumption

arose from very early work on EEG using a simple arousal model

in which alpha activity (8–12 Hz) was assumed to be inversely

related to mental processing (Adrian and Matthews, 1934a,b).

This conclusion was naive and was later shown to be a misinterpre-

tation of results (Ray and Cole, 1985a,b), where they showed that

alpha amplitudes depend on where mental attention is focused, that

is, toward internal calculations or events (increased alpha) or toward

external events and calculations based on external data (decreased

alpha), not whether the eyes are opened or closed. It was presum-

ably this confusion in the EEG literature that led some researchers

(Goldstein et al., 1972) and others to conclude that greater EEG

amplitudes in the left hemisphere during REM sleep indicate that

the right hemisphere is the site of REM sleep mentation. This

conclusion of greater EEG amplitudes corresponding with dimin-

ished mental activity was also later based on the notion that mental
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activity was only possible during REM sleep and not NREM sleep,

where REM sleep has much lower amplitudes compared to NREM

sleep. Studies of the relationship of the EEG to the nasal cycle in

awake subjects, along with the nasal cycle-cognitive studies, and

studies of the nasal cycle in relation to REM and NREM sleep all

suggest that the left brain is the primary site of REM sleep mentation

and that the right brain is the site of NREM mentation. Part of the

error in conclusion by some researchers (Gordon et al., 1982; Lavie

and Tzischinsky, 1984; Lavie et al., 1984) results from the fact that

awakenings may in fact trigger shifts in hemisphere dominance.

This is in part supported by their studies where longer times did

not lead to consistencies in cognitive performance links to sleep

stages, and that only after immediate testing on awakening was a

link found in the majority of subjects, while some, although fewer,

subjects in fact showed the opposite results, which can be interpreted

that they did not shift hemisphere dominance. Let us also recall a

study on healthy subjects presented above where it was noted that

‘‘several minutes after the onset of REM sleep, an abrupt change in

the pattern of respiration took place: respiration through the left

nostril was completely blocked, while that through the right nostril

displayed a hyperventilatory type with an amplitude about 3 times

greater than that recorded during wakefulness, which continued to

the end of REM sleep’’ (Alexiev and Roth, 1978). While this study

did not use awakenings, it found abrupt changes in the nasal cycle

could occur with abrupt changes in sleep stages. Clearly more studies

are required to explore the possible shifts in the nasal cycle and

cerebral rhythm during spontaneous and forced awakenings and in

falling asleep.What we can definitely conclude here is that right- and

left-hemisphere cognitive performance skill testing is diVerentially
coupled to the awakenings from REM and NREM sleep.

3. Ultradian Rhythm Studies of Alternating Cerebral Hemispheric Activity

Exhibited by EEG During Waking

The first study to demonstrate an ultradian rhythm of alternating

cerebral hemispheric dominance using EEG during waking also

showed that this CNS rhythm is tightly coupled to the ANS rhythm
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of the nasal cycle (Werntz et al., 1980, 1983). Relative airflow

through the nostrils was measured with two identically matched

thermistors that were attached to a small clip that fits over the

septum of the nose. Standard methods using 10–20 electrode place-

ments were used for EEG. The raw EEG signal was rectified and

integrated from 1 to 35 Hz in one hemisphere and compared to the

overall integrated EEG activity of the other hemisphere. Both the

airflow and EEG recordings were subjected to continuous subtrac-

tion and integration in time by an analogue integrator which pro-

duced a continuous output directly proportional to the diVerence in
the amplitude between the left and right recordings. Naive subjects

sat in a comfortable chair in a quiet private room and were

instructed to remain motionless and to think of anything they wished

excluding any specific mental exercises. The length of the recording

period was determined by both the subject’s ability to remain awake,

but immobile, and by the time required to exhibit at least one

transition in the nasal cycle. Figure 17 shows that there is a direct

relationship of cerebral hemispheric EEG activity and the ultradian

rhythm of the nasal cycle (Werntz et al., 1983). Relatively greater

integrated EEG activity in one hemisphere is positively correlated

with predominant airflow in the contralateral nostril. Figure 17

displays the nasal dominance and EEG amplitude/power domi-

nance relationships for three subjects. For subject GF, a right-handed

male, three complete transitions in nostril airflow dominance

occurred within the analysis period and it is clear that the total

EEG pattern is tightly coupled to the cyclical pattern of the nasal

cycle. Also, this figure shows that the alpha, theta, delta, and beta

frequency bands all show the same general pattern and coupling to

the nasal cycle that is consistent with the total EEG pattern. How-

ever, close examination also shows subtle diVerences among the

various frequency bands. In addition, we also observed that the

EEG from the occipital, parietal, and central regions all demon-

strate a similar relationship to the nasal cycle, and this suggests that

the observed correlation with the nasal cycle is unlikely due to only

olfaction, since such activities would tend to be more restricted to

areas around the olfactory cortex. It is also clear that changes in
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cerebral dominance occasionally occur prior to changes in nostril

dominance, which further argues for a centrally mediated (hypo-

thalamus) regulator, and that the cerebral shifts are not only a result

of olfactory activity. Figure 17 also shows two additional subjects,

where subject PC exhibits comparatively a very long nasal cycle

(>200 min) and the tightly coupled relationship to cerebral dominance
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FIG. 17. Airflow tracings: Points above the baseline indicate greater right nostril airflow and points

below indicate greater left nostril airflow. Total EEG is 1–35 Hz. Alpha (8–13 Hz), theta (4–8 Hz),

delta (1–4 Hz), and beta (13–35 Hz) tracings were filtered through an analogue filter before integra-

tion. The baseline is drawn to visually enhance the similarity of the basic correlation of the two

phenomena. The dash to the right of the EEG tracings indicates the true zero line where the right and

left EEG amplitudes are equal. The bar and its numerical equivalent next to the integrated EEG

tracings represent the actual calibrated amplitudes in microvolts. Reprinted fromHuman Neurobiology, 2,

1983, 39–43, Alternating cerebral hemispheric activity and the lateralization of autonomic nervous

function, Werntz D. A., Bickford R. G., Bloom F. E., Shannahoff-Khalsa D. S., Figure 1. With Kind

permission of Springer Science and Business Media.
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remains. With subject JW, the cycle is very short, about 25 min,

and the correlations of tight coupling are again obvious. Subject JW

was also studied on another day and showed much longer cycling.

These results showed that the correlation of EEG dominance and

the nasal cycle is independent of the cycle length. This study also

showed that the CNS–ANS linkage is independent of sex and

handedness.

In total, 43 subjects were recorded for periods ranging from 40 to

215 min (mean 90 min), and once excessive muscle artifact was

observed due to movement, the recordings were terminated. Of

the 43 subjects, 22 exhibited nasal cycles during this relatively

short interval, and 19 were analyzed in detail. Three of these

22 subjects had too much muscle artifact to obtain enough data for

analysis. The remaining 21 subjects did not show shifts in their nasal

cycle. All of the 19 subjects demonstrated the same relationship

between the nasal cycle and EEG dominance, that is, when right

nostril dominance occurs, there is relatively greater EEG amplitudes

in the contralateral hemisphere, and when left nostril dominance

occurs, there is relatively greater EEG amplitudes in the right

hemisphere. No significant changes in EEG dominance occurred

unless accompanied by a transition in nasal dominance and vice

versa. Of the 19 subjects, 12 were right-handed males, 2 left-handed

males, 2 left-handed females, and 3 right-handed females. Statistical

analysis of coupling between the nasal cycle and pattern of cerebral

dominance showed a median measure of correlation for all subjects

of 85%, the mean was 83%, and the range was 67–100%, and the

correlations of all individuals were significant at p < 0.05.

Of the 21 subjects with abbreviated recording sessions due to

excessive muscle artifact or no transitions in nasal dominance, only

15 of these had artifact-free data to analyze. Of the 15, 10 individ-

uals demonstrated a correlation of the dominant nostril with greater

EEG amplitudes in the contralateral hemisphere. The remaining

five exhibited an ipsilateral relationship in dominance. However, in

these 15 subjects, essentially two straight lines were observed as

tracings for both activities, including no transition in either the

nostril or hemispheres. In general, the recordings are based on the
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relative changes in EEG amplitude measurement values and not on

absolute values of hemispheric dominance. Therefore, subjects exhi-

biting an ipsilateral relationship in dominance do not present con-

tradictions to the observed relationship. For example, subject JW

(see Fig. 17) demonstrates a tight coupling of the phasic shift in

patterns of activity for the nasal cycle and cerebral dominance, while

maintaining the absolute values of EEG activity in the left hemi-

sphere during the entire recording period. Note the small horizontal

slash next to the microvolt measure on the right side of the figure for

each EEG profile. This marker shows the actual or real midline for

dominance, as opposed to the constructed or artificial midline in

Fig. 17 for subject JW, indicating that dominance throughout the

recording is showing greater activity in the left hemisphere. Again,

the relative shifts of dominance and tightly coupled relationship here

are the key to understanding this phenomenon.

This study was the first in a series of multivariate CNS–ANS

physiology. In our paper (Werntz et al., 1983), we interpreted these

findings and postulated a range of relationships during waking and

sleep. We stated the following:

These experiments demonstrate a previously undescribed relationship

between cerebral hemispheric activity and the nasal cycle. Since alternat-

ing stages of the ultradian sleep patterns have been closely correlated with

the activities mediated by the ANS such as stomach contractions (Baust

and Rohrwasser, 1969), neuroendocrine secretions, dreaming, locomotor

activity and genital engorgement (Kripke, 1974), it is possible that cerebral

hemispheric activity is also functionally coupled with autonomic nervous

activity other than the nasal cycle. These rhythmic changes in physiology

and dreaming have been the major components for the formulation of the

BRAC (Kleitman, 1963, 1967d). Our work makes the point that an

understanding of peripheral autonomic nervous function might reflect

activity in the separate hemispheres. Since it is known that the majority

of autonomic nerve fibers travel ipsilaterally (Eccles and Lee, 1981; Netter,

1972; Saper et al., 1976) a sympathetic dominance in activity of the nasal

mucosa on one side would correlate with a sympathetic dominance of

activity in the vasculature of the hemisphere on the same side. Since

cerebral circulation is known to be diminished during increased sympa-

thetic activity (Gomez et al., 1976), it is possible that breathing through one

nostril would correlate with increased metabolic or mental activity in the
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contralateral hemisphere. However, increased amplitudes have generally,

but not exclusively (Dolce and Waldeier, 1974; Grabow et al., 1979) been

considered a reflection of mental inactivity (Rebert and Low, 1978).

Therefore, future correlative studies of the nasal cycle in relation to spatial

and verbal performance are required to resolve this question.

The predominant sympathetic activity on the right side of the body

reflects a relative and concurrent predominance of EEG activity in the left

hemisphere. Therefore, the nasal cycle becomes a clear indicator for the

relative sympathetic-parasympathetic influences associated with the later-

alization of activity. It follows that a unilateral dominance of sympathetic

activity as exhibited by decongestion of one nostril and its concurrent

enhancement of the contralateral cerebral hemispheric EEG amplitude

could be viewed as a left-brain:right-body lateralization alternation. This

relationship between the peripheral autonomic and lateralized cerebral

activites would correlate with the BRAC hypothesis (Broughton, 1975;

Jouvet, 1973; Kleitman, 1963, 1967d). Greater relative EEG amplitudes

in the left hemisphere correlated with REM sleep which is considered to

be the ‘‘active’’ phase during the cycle (Goldstein et al., 1972). Right-brain:

left body dominance would therefore be expected to correlate with

NREM sleep, or the ‘‘rest’’ phase of the BRAC since it is known that

NREM sleep correlates with relatively greater EEG amplitudes in the

right hemisphere (Goldstein et al., 1972).

Since the left-brain:right body/right-brain:left body alternation is pre-

sumably regulated directly by competing sympathetic-parasympathetic

influences it is possible that the hypothalamus is the center for integration

and regulation of this phenomenon.Therefore, the hypothalamusmay play

a very important role in the regulation of mental processes and behavior.

Others also attempted to identify an ultradian interhemispheric shift

in EEG dominance (Manseau and Broughton, 1983). Instead of using

a continuous measurement of the EEG as used in the Werntz et al.

study (1983), they took 100-sec samples every 15 min during an 8-h

recording and used cross-spectral analysis. Seven subjects visually

fixated on a dot in front of them during the 100-sec sampling period.

The results indicate the presence of a significant 72- to 120-min

ultradian EEG fluctuation in the frontal cortex mainly in the

4–20 Hz range and the changes were in phase between the two

hemispheres. They conclude ‘‘it remains possible that the phenome-

non exists but that the technique used was insuYciently sensitive to

document it.’’ The dot focusing,whichmay equalize hemispheres, and
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the lack of continuous measurements may diminish the chances of

finding subtle EEGasymmetries.One other study also found ultradian

rhythms of EEG activity during waking in the range of 80–120 min,

however, these EEG measures were studied during extended task

performance and not during a resting state (Armitage, 1986). The

results are stated ‘‘Females showed 80 min cycles in absolute diVer-
ence measures of Beta and Sigma power during task performance.

Males showed ultradian variations in relative ratios of Delta power.’’

Another study showed a broad variety of ultradian periods

among EEG electrode placements and frequency bands that varied

from a 6-h morning session to a 6-h afternoon session (Ortega and

Cabrera, 1990). In this study, 1 min of EEG activity was sampled

every 15 min from six female subjects and subjected to time series

analysis. The authors also instructed the subjects to look at a spot in

front of them. After 1 min of EEG sampling the subjects were tested

on two cognitive tasks to probe possible rhythms of alternating

cognitive eYciency using verbal and spatial tasks. Seven minutes

were used for cognitive testing. The cognitive results exhibited wide

fluctuations throughout both sessions but yielded no significant

peaks when the data of all subjects were combined. However,

concerning the EEG records they remarked ‘‘All parameters eval-

uated showed important ultradian variations. There were broad

inter- and intra-individual diVerences in the period of oscillation

frommorning to afternoon sessions, from one cortical area to anoth-

er and from one band to another. Despite this variability, when the

group was considered as a whole, some peaks reached the signifi-

cance level.’’ The negative group finding for cognitive rhythms may

have been the result of masking due to the wide inter- and intraindi-

vidual variability. However Ortega and Cabrera found significant

EEG peaks in relative power at 60 min, 90 min, 2 h, 3 h, 6 h, and for

interhemispheric correlation at 30 min, 72 min, and 90 min and 3 h

and 6 h. They reported the 3-h period to be the most prominent:

The interhemispheric correlations showed significant peaks that were

more consistent than those for relative power since they appeared in the

morning as well as in the afternoon sessions for three and six hour periods
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supporting the idea of ultradian fluctuations in the level of functional

relationship between both hemispheres although not at the same frequency

as the REM-NREM sleep alternation.

It must be noted here that they assume the REM–NREM period is

fixed at 90 min when actually this is only an approximate average of

the various diVerent periods over the night. This has always been a

confusing point in the analysis of ultradian studies comparing inter-

and intranight variations with inter- and intraday variations. These

findings of interhemispheric correlations are indicative of periods of

similarity between the two hemispheres. This may be another way

of looking at the phenomenon of alternating cerebral hemispheric

dominance, that is, when the hemispheres are dissimilar in their

relative contributions. They do not report left minus right diVer-
ences, and, in addition, their subjects are occupied performing

cognitive tasks for 7 min of the 15-min periods. However, the ob-

served periods of coherence are similar to the observed periods of

alternating dominance observed by Werntz et al. (1983).

4. Ultradian Rhythm Studies of Alternating Hemispheric Activity Exhibited by

Cognitive Performance EYciency

The first report directly supporting the existence in humans of

alternating cerebral hemispheric activity during the waking state

was a seminal study (Klein and Armitage, 1979). They found signif-

icant peaks at 37 min, 96 min, and 4 h. They tested eight subjects

(five females and three males, all right-handed) with a verbal and a

spatial task every 15 min for 8 h. The best performances on one task

occurred during the minimum performances on the other. They

concluded that ‘‘This finding is consistent with the hypothesis that in

humans the BRAC is characterized by oscillations in the relative

activation or eYciency of the two cerebral hemispheres, which are

specialized for the performance of verbal and spatial tasks.’’

In a diurnal study of memory, one researcher found evidence

supporting cerebral rhythms using two separate memory tasks

(Folkard, 1979) and found that the acoustic similarity eVect on

short-term memory was greater at 10:00 a.m. than at 7:00 p.m.

and that the semantic similarity eVect on long-term memory was
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greater at 7:30 p.m. than at 10:30 a.m. He thought ‘‘the time-of-day

eVects in performance reflected a shift in the degree of cerebral

dominance during the day, such that the dominant left hemisphere

becomes rather less so during the evening.’’ He concluded after

looking at only two time points ‘‘It is, however, unclear as to what

adaptive function such a circadian rhythm might serve, although it

has been suggested that an ultradian (approx. 90 min) rhythm exists

with such dominance.’’

We also assessed cognitive performance during diVerent phases
of the nasal cycle (Klein et al., 1986). We observed significant

relationships between the pattern of nasal airflow and spatial and

verbal performance. Right nostril dominance correlated with en-

hanced verbal performance, or left brain activity, and left nostril

dominance correlated with enhanced spatial performance, again

indicating that the hemispheres alternate in phase with the nasal

cycle.

Researchers in France demonstrated that subjects who undergo

a test of immediate memory every 25 min with two modalities

(semantic and graphic) present a fluctuation in performance with a

periodicity of about 100 min (Leconte and Lambert, 1988). The two

modalities were in opposite phase.

Two researchers who contributed to the cognitive testing perfor-

mance studies on awakening from REM and NREM sleep also

tested 12 right-handed male subjects on three separate tests: verbal

fluency (word production test), spatial localization, and symbol digit

modalities (thought to require both verbal and spatial skills) (Gordon

and StoVer, 1989). The word production test produced two peaks in

performance, a major one at 68 min and a minor one at 120 min.

The localization test had one peak at 96 min with two other nonsig-

nificant peaks. The symbol digit test had two significant peaks, one

that coincided with the 120 min period of the word production test

and a second at 48 min which is half the 96 min period of the spatial

test. As in many ultradian studies, they reported ‘‘that individuals

had cycles with peaks at diVerent frequencies, some subjects had

no reliable peaks.’’ They concluded that ‘‘It is not clear, therefore,

what the true phase relationship was, if any, of the two tasks’’
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(Gordon and StoVer, 1989). However, they also stated that their

results are consistent with those of Klein and Armitage (1979) in

which ‘‘90-min’’ shifts in performance were found.

The use of dichotic listening (DL) performance was employed to

assess the existence of alternating cerebral hemispheric activity in six

males and six females (Meier-Koll, 1989b). He found very distinct

and convincing periodicities of 3–4 h in 10 subjects. ‘‘Such periodi-

cities were obvious in both right and left ear DL performance and

oscillated in counter phase. This suggests that competitive proces-

sing of dichotic verbal stimuli mediated by the cerebral hemispheres

could be modulated by an endogenous oscillatory system.’’ This

same researcher studied a severely mentally handicapped woman

by recording the stereotyped hand waving activity in both hands

separately using consecutive time-sample intervals of 5 min and

he studied her over 10 consecutive days and nights (Meier-Koll,

1989a). ‘‘Right and left-handed stereotyped activities were found

to be modulated periodically with intervals of about two hours.

During the morning and the early afternoon periodicities of both

right and left-hand activities occurred predominantly in bilateral

synchrony. By contrast, rhythmic variations of both activities devel-

oped a counter-phase course during the late afternoon and even-

ing.’’ He concludes that the lateralized hand waving reflects motor

arousal levels of the contralateral hemisphere and suggests that

independent oscillators are responsible for the alternating pattern.

In an earlier paper he reports the results of several days of observa-

tion of six severely mentally handicapped children that demon-

strated a 2.5-h rhythm in stereotyped behaviors (Meier-Koll and

Pohl, 1979). They found that hand (waving and finger movements)

and oral (repetitive licking and vocalizations) stereotypes were syn-

chronous and head and whole-body (including autoregressive head

banging) stereotypes were 180� out of phase with the hand move-

ments. They viewed these behaviors as primitive expressions of

Kleitman’s BRAC.

Others studied two populations, a group of right-handed males

between 18 and 27 years old who were habitual hashish smokers and

a control group of 24 right-handed males of similar age who had
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never used drugs (Leon-Carrion and Vela-Bueno, 1991). The sub-

jects were administered right- and left-hemisphere-related tests every

15 min for 8 h. For the nonsmokers, the right-hemisphere test

yielded the greatest spectral power between 85 and 100 min with a

maximum peak at 90 min. For the left hemisphere, the maximum

spectral power was between 95 to 120 min, with the peak at 110 min.

For the drug users, the right-hemisphere-related task showed a

maximum range between 90 and 120 min, with the peak at

90 min. On the left-hemisphere-related task, the distribution was

the same as the control group, except that the distribution was not

as steep and peaked at 105 min. For the control group the hemi-

sphere relations are 193.62� out of phase for the two tests and for

the hashish users it was 226.75� out of phase. These findings

again support the alternating levels of activation for the two hemi-

spheres and demonstrate how the rhythm can also be disrupted using

intoxicants.

Two researchers studied the endogenous rhythm of processing

speed (encoding and recognition) of stimuli presented to the left and

right brain hemisphere for 30 subjects during a 24-h constant-

routine experiment. However, the memory performance task was

only measured eight times, starting at 06:30 h. ‘‘Parallel sets of

words and pictures were shown to subjects in a random order in

either the left or the right visual field on a computer screen.

The participants pressed one of two buttons in response to the

picture or word, or when answering a question concerning the

meaning of a presented stimulus’’ (Iskra-Golec and Smith, 2006).

‘‘Two significant ultradian components were found in a majority of

the time series. The results showed an asymmetry between both

hemispheres in the frequency of ultradian rhythms in encoding

speed’’ (Iskra-Golec and Smith, 2006).

The spiral aftereVect (SAE) is a visual illusion of a rotating disk

that once stopped appears to continue rotating. When subjects are

tested over hours, there is a rhythmic variation for the length of time

the disk appears to take to stop moving. Its periodicity ranges from

33 to 200 min/cycle with about half of the spectral power in the

100 min range (Lavie et al., 1975). Others studied the SAE using
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regional cerebral blood flow and found that this phenomenon is

correlated primarily with an increase in right cerebral blood flow

(Risberg and Prohovnik, 1983). This suggests that the SAE illusion

periodicity may reflect relative levels of right cerebral activation. In

addition to the SAE as a perceptual illusion, there is also the

phenomenon called the ‘‘beta movement’’ described by Max

Wertheimer in his 1912 ‘‘Experimental Studies on the Seeing of

Motion,’’ whereby two or more still images are combined by the

brain into surmised motion. The classic beta phenomenon experi-

ment involves a viewer watching a screen where two images are

projected in succession. The first image could be a ball on the left

side of the screen and the second could be a ball on the right side

where the images may be shown quickly, in rapid succession, or with

a short delay of several seconds. Once both images have been

projected, a viewer will claim that they saw a ball move from left

to right, thus the illusion. In one study ‘‘14 young adults were tested

on the SAE every five min and on the beta movement (another

perceptual illusion) every 20 min for eight continuous hrs. Time

series analysis revealed significant 100-min rhythms in the percep-

tion of the two illusions, which also appeared to be synchronized

across the experimental periods’’ (Lavie, 1976). In another study of

the beta-movement, 10 young adults that were awakened from

REM sleep and from NREM sleep on two nonconsecutive nights

and were tested to determine their upper and lower beta-movement

thresholds (Lavie and Sutter, 1975). They stated that:

The ranges of the illusion were found to be significantly wider after waking

from REM sleep than after waking from NREM sleep or before sleep. The

diVerential responding to the beta movement supports the experimental

hypothesis that apparent motion may provide sensitive detectors of the

operation during wakefulness of the Basic Rest-Activity Cycle, of which

REM and NREM sleep are opposite phases that carry over into

wakefulness.

Another group found similar spectral peaks for two behavioral

tasks in seven adult males (Bossom et al., 1983). Their study consisted

of 15 min epochs over 6 h. With a visual-motor coordination

and attention task they found a major spectral peak at 86 min
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(range 68–107 min) and with a short-term memory nonverbal recall

task a major peak at 88 min (range 50–107 min). They did not

suggest that the two tasks are lateralized to contralateral hemi-

spheres, but that the results are supportive of the BRAC hypothesis.

Hypothalamic releasing factors and pituitary hormones exhibit

ultradian rhythms in the same frequency range as the REM–NREM

cycle and the cognitive rhythms. Interestingly, it has been shown in

men (but not women) that injections of LH releasing hormone

prevented improvement in a spatial orientation task (right-hemi-

sphere skill), but enhanced performance on a fluency task (left-

hemisphere skill) (Gordon et al., 1986). The resulting increase in

LH and correlated enhancement of left-hemispheric skills is consis-

tent with elevated LH during REM sleep, also a correlate of an

activated left hemisphere [reviewed in ShannahoV-Khalsa (1991a)].

C. ULTRADIAN RHYTHMS OF THE CARDIOVASCULAR,

NEUROENDOCRINE, FUEL-REGULATORY, GASTROINTESTINAL,

AND IMMUNE SYSTEMS

The cardiovascular, neuroendocrine, and fuel-regulatory (INS

and glucose) systems are characterized by multiple periodic or

pseudoperiodic (nonlinear) processes, and a major one is the ‘‘hourly’’

ultradian rhythm (ShannahoV-Khalsa et al., 1996, 1997). The

immune (Bouayad-Amine et al., 1993) and gastrointestinal systems

(Wada, 1922) also exhibit the same ‘‘hourly’’ ultradian rhythms.

These ‘‘90 min to 120 min’’ rhythms were found in gastric contrac-

tility for humans examined under isolated fasting conditions that

help supplement our understanding of the behavioral observations

of ‘‘oral’’ drives (Hiatt and Kripke, 1975). ‘‘A clear ultradian rhythm

was observed, indicating inherent physiologic oscillation in stomach

contractions’’ (Hiatt and Kripke, 1975).

A more recent paper also makes the important point that the

activity of the upper gastrointestinal tract is rhythmic (Zabielski,

2004). Zabielski states, ‘‘It concerns the gastrointestinal and gall-

bladder motility, gastrointestinal blood flow, gastric, intestinal,
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pancreatic and biliary secretions, rate of nutrient absorption, and

many other physiological events. Nowadays, the periodic activity of

the gastrointestinal tract is considered as a basic physiological pat-

tern in conscious animals and humans.’’ Zabielski recognizes one of

the problems that have troubled ultradian chronobiologists for

decades and that have led to confusion in the field. ‘‘Unfortunately,

there are considerable species- and age-related as well as individual

diVerences,’’ and that ‘‘A lot of confusion may appear with data

interpretation if the periodic activity is neglected’’ (Zabielski, 2004).

Others have reviewed the ultradian and circadian rhythms of gastro-

intestinal motor and secretory function on the action of orally

administered drugs (Sanders and Moore, 1992).

While the circadian (�24 h) rhythm is also common to these five

systems, the causal and temporal ultradian relationships within these

systems have been questions of long-standing interest and were the

focus of a multivariate physiological study (ShannahoV-Khalsa et al.,

1996, 1997).

Kleitman first proposed the BRAC hypothesis (Kleitman, 1961)

to account for ultradian rhythms in behavior and physiology, and he

called them ‘‘90 min rhythms’’ and proposed that they were corre-

lates of the REM and NREM sleep cycles (Kleitman, 1967d, 1982).

However, proof of the existence of the BRAC as an integrated

multisystem phenomenon had been complicated by the diVerences
in observed periods within and across systems and species and the

lack of multivariate studies. The question had not yet been resolved

for whether a single oscillator or a multioscillator system controlled

the BRAC (Lavie and Kripke, 1981).

An ‘‘hourly’’ variation has long been described in the neuroen-

docrine system as being ‘‘episodic’’ or ‘‘pulsatile’’, and exhibits as a

burst of hormone release. This hourly ‘‘rhythm’’ has been labeled

both as the ‘‘low-frequency’’ (Veldhuis et al., 1984) and as the ‘‘high-

frequency’’ (Van Cauter, 1990) high-amplitude period in contrast

to the ‘‘high-frequency’’ (Veldhuis et al., 1984) or ‘‘ultrafast’’ (Van

Cauter, 1990) low-amplitude oscillations that range from 5 to

15 min. One study showed spectra for prolactin in men with periods

of 30–32, 51–59, 90–98, and 234 min and cross-spectral analysis
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demonstrated significantly correlated prolactin and LH cycles with

periodicities of 33–37, 47–52, and 84–106 min (Veldhuis and

Johnson, 1988).

Although a great deal of progress has been made in the study of

the neuroendocrine rhythms, the comparison of results have been

complicated because experiments diVer in species, sex, age, health

status, site of sampling, sampling rates, methods of assay and time

history analysis, and experimental conditions. These varied proto-

cols have led to diVerent results for the same hormone. This is the

same problem that has been recognized for the gastrointestinal

system (Zabielski, 2004). Van Cauter’s review of human endocrine

function avoided a detailed discussion of pulsatile secretion, but she

states that it ‘‘generally recurs at intervals in the range of hours’’

(Van Cauter, 1990). Studies of the autonomic and cardiovascular

systems have similar complications. However, the number of hourly

rhythm studies in the neuroendocrine system far exceeds those for

the autonomic and cardiovascular systems.

The cardiovascular system is also modulated by hourly ultradian

rhythms. Heart rate has been reported to have an ultradian period-

icity of approximately 90 min in bed-resting normal human males

(Orr and HoVman, 1974), and 1–2 h in unrestrained dogs in a

closed environment (Livnat et al., 1984). A period of about

160 min was found in one experiment for mean arterial pressure in

unrestrained dogs in a closed environment (Blinowska and Marsh,

1985) and at 90 min in another (Shimada and Marsh, 1979).

The ultradian rhythms of mean arterial pressure are also coupled

to heart rate (Blinowska and Marsh, 1985; Livnat et al., 1984;

Shimada and Marsh, 1979). Some researchers conclude that the

SNS drives the ultradian rhythms of the heart (Broten and Zehr,

1989; Shimada and Marsh, 1979).

Also, a study in humans relating REM sleep to systolic blood

pressure showed that pressure changes correlate with the cyclical

changes of REM EEG patterns, where pressure increases with REM

sleep (Snyder et al., 1963). It therefore appears that laterality of ANS

function and rhythms of cardiac function are related in a manner

consistent with the relationship found in other organs. Since REM
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sleep seems to be the sleeping analogue of left-hemisphere domi-

nance, we might expect to find that right nostril activity is associated

with increased heart rate and blood pressure.

And again, in addition to the neuroendocrine rhythms, ultra-

dians in humans have also been observed in plasma catecholamines

(Levin et al., 1979), with a median period of 107 min and a range of

75–188 min, and in monkeys at 90 min (Levin et al., 1978). These

researchers concluded that ‘‘The observation that plasma norepi-

nephrine has a 90-min ultradian rhythm suggests that it, like several

hormones, is subject to some centrally mediated modulator of a

BRAC.’’ And we know that norepinephrine is a reliable marker of

sympathetic activity, so intuitively, we know there must be a strong

coupling with ultradian rhythms of heart rate and neuroendocrine

activity.

The similarities in ultradian rhythmicity in the autonomic, car-

diovascular, neuroendocrine, and fuel-regulatory systems and their

likely common oscillator, the hypothalamus, prompted us to do a

multisystem study to investigate these relationships in humans under

well-controlled conditions (ShannahoV-Khalsa et al., 1996, 1997).

To my knowledge, only one other similar multivariate chronobio-

logical study has been conducted and they studied visceral and

behavioral processes measuring blood glucose, growth hormone,

cortisol, epinephrine, norepinephrine, mean arterial pressure,

heart rate, and testing for hand-eye coordination and recall

(Bossom et al., 1983). They concluded that ‘‘relations between vis-

ceral and behavioral data were not striking’’ and ‘‘that relatively

poor relations were found between short-term fluctuations in

human performance and human visceral function.’’

Our multivariate study in 10 healthy humans (8 males, 2 females),

ages from 20 to 42 years (mean 31.9 years), included measures of the

NC at 4 Hz, 6 cardiac impedance measures averaged over every 12

successive beats [cardiac output (CO), thoracic fluid index (TFI),

heart rate (HR), ejection velocity index (EVI), stroke volume (SV),

and ventricular ejection time (VET)], blood pressures [systolic blood

pressure (SBP), diastolic blood pressure (DBP), mean arterial pres-

sure (MAP)] using an automated ambulatory cuV every 7.5 min,
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along with six factors from peripheral blood: two pituitary hormones

(LH and ACTH), INS, and three catecholamines [norepinephrine

(NE), epinephrine (E), dopamine (D)] sampled simultaneously from

both arms under strict resting conditions every 7.5 min. All subjects

were within normal weight ranges, were nonsmokers, and had only

light meals on the morning of the study and abstained from caVeine
for 12 h prior to the study. All subjects had experience in donating

blood. The subjects relaxed in an adjustable recliner chair with their

legs elevated and supported about 6 in. below head level. Both arms

remained immobile. No distractions (radio, reading, unnecessary

conversation) were allowed. Indwelling intravenous catheters were

used in each arm in near identical veins, and all sampling was done

simultaneously from both arms. Recordings lasted 5–6 h, and a

typical 5-h record of the NC had 72,000 measurements and these

measures were converted to means at every 7.5 min using 1800

measurements. The averaging mode for the impedance cardiody-

namic monitor was used which gave approximately 1500–1800

measurements per 5-h record for CO, TFI, HR, EVI, SV, and

VET and means were calculated for each 7.5 min interval for later

comparison with the NC and the blood samples and blood pressure

readings that were from single measurements at 7.5 min intervals.

The FOS method (Korenberg, 1988, 1989; Korenberg and

Paarmann, 1989a,b) was applied to the time series data. FOS can

model time series data as a series of sine features, which unlike the

standard Fourier series, is not necessarily harmonic (commensurate

frequencies). FOS selects features in the decreasing order of their

ability to account for fractions of total variance and the number of

features selected is based on a selection criterion consisting of a

preset number, or a cutoV error reduction level. The FOS algorithm

represents a time history as a linear combination of sine waves and

searches a time history by using a list of a priori, candidate periods.

In this study we nominated 77 candidate periods ranging from 6 to

720 min. A mean square error reduction (MSER) is calculated for

each candidate period and the period that produces the largest error

reduction is removed from the time history. The process of selecting

and removing periods is repeated until a chosen number of periods

INTERNATIONAL REVIEW OF NEUROBIOLOGY 67



(10 chosen) is identified or further percent error reduction (MSER/

total error � 100) is less than a preselected percentage (2% chosen)

of the initial total error. Only periods of 40 min or greater were

included in the analysis. This choice allowed for a minimum of five

time points to define a single period, a conservative value, given the

Nyquist theorem which requires at least two time points to define a

cycle in the absence of noise. Periods longer than the experimental

epochs (300–360 min) are extrapolated by FOS. Periods 10% great-

er than the recording period were detrended by adding a sine wave

with equal period and amplitude but at 180� diVerence in phase.

This detrending eliminated any circadian components from the

record, and thus maximized the ultradian features.

The data set for each subject includes measures for the following

21 variables: NC, LH, ACTH, SBP, DBP, MAP, total peripheral

resistance (TPR), left epinephrine (LE), left norepinephrine (LNE),

right epinephrine (RE), right norepinephrine (RNE), mean of left

and right epinephrine values (ME), mean of left and right norepi-

nephrine values (MNE), left/right epinephrines (LRE), left/right

norepinephrines (LRNE), CO, TFI, HR, EVI, SV, and VET. The

dopamine values were frequently indistinguishable from back-

ground values and are not reported here. The left and right values of

the catecholamineswere analyzed independently since our past studies

show thatmajor rhythmic diVerences can exist on the two sides during
rest in normal humans (Kennedy et al., 1986). The left/right ratio

for NE was also observed to parallel the NC (Kennedy et al., 1986).

Thus, these left/right NE and E ratios are another measure of later-

alized autonomic activity. The means of the left and right catechola-

mines are also included since they give other important information

for describing the general autonomic state.

Using the same method used for the sleep studies (see Figs. 9, 12,

and 13) (ShannahoV-Khalsa and Yates, 2000; ShannahoV-Khalsa

et al., 2001), the dominant periods were determined by lumping the

spectral power from all 21 variables as %TMSE for all 10 subjects

(Fig. 18), and the mean power for the individual peaks was also

plotted (Fig. 19). Visual identification suggests five prominent

ranges for consideration: 40–65, 70–100, 115–145, 170–215, and
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220–340 min. These are the same ranges consistently reported by

others for many of these variables.

1. Interindividual FOS Analysis

The composite spectral plots of the FOS analysis for all 10 sub-

jects are shown in Fig. 20 for the NC, LH, ACTH, TPR, CO, TFI,

HR, EVI, SV, and VET (subject MR’s cardiac impedance para-

meters are not included due to a computer failure during the

experiment). The FOS spectral plots for all subjects are shown in

Fig. 21 for the catecholamine parameters LE, LNE, RE, RNE, ME,

MNE, LRE, and LRNE. The plasma catecholamine levels fluctuate

more rapidly than LH and ACTH. The catecholamine assays also
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FIG. 18. This spectral density plot shows the FOS time history analysis power distribution, or

%TMSE, independent of subject and parameter. This spectral plot is additive for %TMSE at each

time period and combines 10 subjects and 21 parameters per subject, except subject 3 with only

14 parameters (impedance measures were lost). Therefore, 203 power spectrums are summed to

produce one profile. The horizontal hatch marks represent one-sided standard deviation bars at

each time point. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996),

with permission from American Physiological Society.
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have more intra- and interassay variance compared to the assays for

LH and ACTH. Figure 22 groups the spectral plots for SBP, DBP,

MAP, and TPR.

Table V gives the prevalence of a significant peak for the 30-min

period range from 115–145 min, the 30-min period range of 70–

100 min, and the 25-min period range of 40–65 min for the para-

meters in Fig. 19 (NC, LH, ACTH, TPR, CO, TFI, HR, EVI, SV,

and VET). The broad 120-min period range of 220–340 min had

significance for the NC at 10% TMSE in 6 of 10 subjects, p � 0.01.

LH also had significance for the range of 220–340 min at 10%

TMSE in 5 of 10 subjects, p � 0.05. The 45-min period range

from 170 to 215 min only had significance for ACTH at 10%
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FIG. 19. This spectral density plot shows the FOS time history analysis power distribution as a

mean %TMSE for all parameters at any given time period, independent of subject and parameter.

This spectral plot combines 10 subjects and 21 parameters per subject, except subject 3 with only

14 parameters (impedance measures are lost). Therefore, 203 power spectrums are consolidated to

produce one profile. The horizontal hatch marks represent one-sided standard deviation bars at each

time point. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with

permission from American Physiological Society.
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FIG. 20. Spectral density plots of 10 subjects from FOS time history analysis of the nasal cycle

(NC), luteinizing hormone (LH), adrenocorticotropin hormone (ACTH), total peripheral resistance

(TPR), thoracic fluid index (TFI), cardiac output (CO), stroke volume (SV), heart rate (HR), ejection

velocity index (EVI), and ventricular ejection time (VET). The x-axis is 0–360 min with data of

0–40 min not included. The y-axis is in 0–60% TMSE. Plots of CO, TPR, SV, HR, VET, EVI, and

TFI are from nine subjects, subject MR’s impedance data were lost. Reprinted from ShannahoV-
Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with permission from American Physiological

Society.
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FIG. 21. Spectral density plots of 10 subjects from FOS time history analysis of the left arm

epinephrine (LE), right arm epinephrine (RE), mean of left þ right arm epinephrine (ME), left/right

arm epinephrine (LRE), left arm norepinephrine (LNE), right arm norepinephrine (RNE), mean

of left þ right arm norepinephrine (MNE), left/right arm norepinephrine (LRNE). The x-axis is

0–360 min with data of 0–40 min not included. The y-axis is in 0–60% TMSE. Reprinted from

ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with permission from American

Physiological Society.
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FIG. 22. Spectral density plots of 10 subjects from FOS time history analysis of systolic blood

pressure (SBP), diastolic blood pressure (DBP), mean arterial pressure (MAP), and total peripheral

resistance (TPR). The x-axis is 0–360 min with data of 0–40 min not included. The y-axis is in 0–60%

TMSE. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with

permission from American Physiological Society.
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TMSE in 4 of 10 subjects, p � 0.05. Table VI gives the peak

prevalence for the eight catecholamine parameters (LE, LNE, RE,

RNE, ME, MNE, LRE, and LRNE). The 220–340 min and 170–

215 min period ranges did not show significance for any catechol-

amine parameter. Table VII gives the peak prevalence for the four

blood pressure-related parameters (SBP, DBP, MAP, and TPR).

Chi-square analyses were used to determine if the frequency of

occurrence of diVerent peaks was significant across subjects for

each parameter. The 220–340 min and 170–215 min period ranges

did not show statistical significance for blood pressures. However,

our sleep study capturing beat-to-beat blood pressure measures

detected periods at 280–300, 215–275, 165–210, 145–160, 105–

140, 70–100, and 40–65 min bins with the greatest spectral power in

longer periods (ShannahoV-Khalsa and Yates, 2000). The absence

during the waking study of significant power in the lower frequency

bands (220–340 and 170–215 min) for blood pressures may be due

to the single sampling rate of one measure per 7.5-min interval

instead of the beat-to-beat sampling rate. Ultradian blood pressure

TABLE V

PREVALENCE OF THE MAJOR PERIODS FOR 10 SUBJECTS FOR THE NASAL CYCLE, PITUITARY HORMONES,

AND CARDIAC IMPEDANCE PARAMETERS
a,þ

NC LH ACTH TPR CO TFI HR EVI SV VET

115–145 min period

7% 4* 5* 2 4* 5* 3# 3# 4* 4* 3#

10% 4* 4* 1 4* 5* 3# 3# 4* 4* 2

Mean 10.6 12.4 2.8 12.6 18.1 14.2 11.1 17.0 14.9 4.6

70–100 min period

7% 6* 7* 4* 6* 8* 5* 6* 5* 5* 7*

10% 5* 3# 3# 3# 7* 4* 6* 3# 5* 7*

Mean 11.9 14.9 6.9 9.2 12.3 14.0 15.7 8.8 14.0 17.0

40–65 min period

7% 4* 4* 7* 6* 5* 8* 7* 6* 6* 7*

10% 2 2 6* 3# 3# 6* 4* 6* 4* 3#

Mean 6.6 6.2 12.1 7.9 8.2 12.9 15.6 15.1 13.9 9.9

a7% and 10% are cutoV levels for %TMSE; the number tells how many subjects have peaks at

that level, and the ‘‘Mean’’ ¼ the mean for TMSE (maximums) calculated for all 10 (or 9) subjects.

Asterisk (*) indicates p � 0.01, #p � 0.05; þthe maximum possible is 10 for the NC, LH, and ACTH,

and 9 for others, since subject MR’s impedance is missing. Reprinted from ShannahoV-Khalsa,

Kennedy, Yates, and Ziegler; copyright (1996), with permission from American Physiological Society.
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TABLE VI

PREVALENCE OF THE MAJOR PERIODS FOR 10 SUBJECTS FOR THE CATECHOLAMINE PARAMETERS
a,þ

LE LNE RE RNE ME MNE LRE LRNE

115–145 min period

7% 2 5* 2 6* 2 5* 2 1

10% 1 5* 2 6* 1 5* 2 0

Mean 2.8 14.8 7.3 20.4 6.8 16.4 3.9 1.7

70–100 min period

7% 6* 10* 6* 4* 7* 7* 8* 5*

10% 6* 7* 4* 3# 6* 4* 6* 5*

Mean 14.8 15.4 8.8 10.1 11.7 12.9 10.1 8.7

40–65 min period

7% 5* 3# 9* 7* 6* 5* 7* 8*

10% 5* 3# 7* 3# 5* 4* 4* 5*

Mean 10.0 9.0 13.3 10.3 11.0 9.7 11.1 10.7

a7% and 10% are cutoV levels for %TMSE for each parameter. Mean, mean value for TMSE

(maximums) across subjects. Asterisk (*) indicates p� 0.01, #p� 0.05; þthe maximum number possible

is 10 (10 subjects). Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996),

with permission from American Physiological Society.

TABLE VII

PREVALENCE OF THE MAJOR PERIODS FOR 10 SUBJECTS FOR THE BLOOD PRESSURE PARAMETERS
a,þ

SBP DBP MAP TPR

115–145 min Period

7% 1 1 1 4*

10% 1 1 0 4*

Mean 2.0 1.7 1.4 12.6

70–100 min Period

7% 5* 6* 4* 6*

10% 4* 5* 3# 3#

Mean 11.7 8.7 8.1 9.2

40–65 min Period

7% 8* 6* 7* 6*

10% 4* 4* 3# 3#

Mean 10.5 10.5 9.7 7.9

a7% and 10% are cutoV levels for %TMSE for each parameter. Mean, mean value for TMSE

(maximums) across subjects. Asterisk (*) indicates p� 0.01, #p� 0.05; þthe maximum number possible

is 10 (10 subjects). TPR is missing from subject MR. Reprinted from ShannahoV-Khalsa, Kennedy,

Yates, and Ziegler; copyright (1996), with permission from American Physiological Society.
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rhythms during resting (or sleep) states are subject to a wide variance

when measured on a beat-to-beat basis, since they are strongly influ-

enced by Mayer wave frequency activity rhythms (0.008–0.1 Hz)

(Mayer, 1876; Penaz, 1978; Polosa, 1984; Preiss and Polosa, 1974;

ShannahoV-Khalsa et al., 2004) that impose short-term bursts in

power that can obscure some lower frequencies.

Tables V–VII list the number of subjects who exhibit a significant

(7% or 10%) %TMSE in the period ranges 115–145, 70–100, and

40–65. The 7% level is a value that is statistically above the back-

ground noise level (p � 0.05). The 10% cut oV is more a level of

‘‘physiological significance.’’ The TMSE of 7% or 10% is based on

measures at 5-min intervals, for example, on any one of the possible

15 peak values that can be identified between 220, 225, 230, 235,

240, 250, 260, . . . , 340 (or 10 values between 170 and 215, 7 values

between 115 and 145 min, 7 values between 70 and 100 min, and

6 values between 40 and 65 min). It is not based on the sum of

neighboring peaks. Therefore, the cutoV value of 7% or 10% is

conservative, since frequently there is significant activity at several

neighboring values that are ‘‘shoulders’’ of the major peak. But here

only the maximum value was chosen instead of an additive value

from neighbors within the same range.

Figure 20 shows a striking similarity between the power spectral

plots of the NC and LH. While all 21 parameters, except TFI and

HR, show some activity in the 220–340 min range, only the NC and

LH are statistically significant at the 10% level for TMSE. The NC,

LH, TPR, CO, TFI, HR, EVI, SV, LNE, RNE, and MNE all show

significance in the 115–145 min range at 10% TMSE. This excludes

significance for ACTH, VET, LE, RE, ME, LRE, LRNE, SBP,

DBP, and MAP, although all but LRNE and MAP have some

activity. All 21 parameters show statistical significance at the 10%

level for TMSE in the 70–100 min range. And all parameters,

except the NC and LH, show statistical significance in the 40–

65 min range.

The mean values of %TMSE or relative power for each param-

eter for the five selected period ranges are listed in Tables V–VII.

Independent of parameter and subject, the mean for all observed
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%TMSE measures in the 220–340, 170–215, 115–145, 70–100, and

40–65 min ranges are 8.88% (SE¼ 1.31), 4.69% (SE¼ 0.85), 9.27%

(SE¼1.10), 11.66%(SE¼0.72), and10.63%(SE¼0.51), respectively.

The lower frequency periods tend to showgreatermaximumvalues for

power,or%TMSE,foranysingleparameter.Thispattern isalsoclearly

evident in Fig. 18. The decreasing power with increasing frequency

(sometimescalled1/f spectralbackground) isubiquitous inphysicaland

biological systems.

2. Interindividual Linear Regression Analyses

Although a period(s) may predominate within and/or across

subjects for diVerent parameters, it is not clear if there is a single

oscillator or if mutually entrained oscillators are involved in the

regulation of these periods. One approach to gaining further insight

here is to perform a linear regression of the values of one parameter

against another. A high regression value suggests that the two para-

meters are phase coupled, but low regression values do not rule out

the possibility of coupling when lagging or phase shifting occurs

between parameters with similar periods. Additionally, linear

regressions violate the requirements that each datum be indepen-

dent of the next. Therefore, linear regressions have limitations.

A matrix of 20 parameters � 20 parameters was created for each

subject that included the NC, LH, ACTH, CO, HR, EVI, SV, VET,

SBP, DBP, MAP, TPR, LE, LNE, RE, RNE, ME, MNE, LRE, and

LRNE. The dopamine parameters (left and right arm dopamine,

mean dopamine, and left/right dopamine) and TFI were excluded

from the initial 25 parameters. Each parameter was regressed

against the other 19. All regressions were performed on the raw

data and not on any of the detrended data that was analyzed by

FOS. One subject (MR) had only 14 parameters due to lost imped-

ance data. A regression value of R ¼ 0.3 was considered significant

based on the statistics which gives a p � 0.05 for R ¼ 0.3, for n ¼ 41

(the number of data points per record; two subjects, 1 and 2, with 42

and 48 points each, respectively).

Table VIII gives the mean percent correlation for all 10 subjects

for each parameter regressed against the other 19 parameters when

INTERNATIONAL REVIEW OF NEUROBIOLOGY 77



there is a significant R value along with the percent variability across

subjects for each parameter. The left and right arm catecholamines

were considered as separate parameters, however, they were not

regressed against their means or left/right ratios. TPR was not

regressed against CO or MAP. Subject KW had a severe left nostril

occlusion and his NC value (0%) was not included in the group

mean. Subject CC’s (female, age 20) LH did not correlate with any

other parameter but her 0% value was calculated in the mean

percent. She reported having an irregular menstrual cycle.

The other female (FR) had a 31.57% correlation of LH with the

TABLE VIII

LINEAR REGRESSION ANALYSES OF PARAMETER BY PARAMETERS

Correlation with

19 parameters (%)

(Means for 10 subjects)

Variability in

subjects (%)

NC* 44.25% 0–61.53

LH 38.05 0–73.68

ACTH 43.22 5.56–69.23

CO 45.06 16.66–77.77

HR 48.52 21.05–68.42

EVI 48.53 26.31–84.21

SV 49.70 21.05–84.21

VET 47.36 5.26–84.21

SBP 33.88 5.55–66.66

DBP 38.61 11.11–66.66

MAP 40.68 2.50–81.81

TPR 43.12 17.64–70.58

LE 36.95 0–88.23

LNE 36.86 11.76–70.78

RE 32.83 088.23

RNE 40.96 17.64–76.47

ME 29.70 088.23

MNE 37.11 11.76–64.70

LRE 18.05 5.88–41.17

LRNE 23.90 082.35

Mean across 20 Parameters ¼ 38.87% 18.05–49.70% (range)

*44.25% is the mean for all subjects for the linear regressions of the NC against the other

19 parameters when R � 0.30. LE and RE, and LNE and RNE were not regressed against their

means or ratios (or vice versa), but rights and lefts were regressed against each other, and means were

regressed against ratios. The mean percentage for the NC did not include subject KW who had a

deviated septum. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996),

with permission from American Physiological Society.
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other parameters. The mean of means across all 20 parameters was

38.87%, and the range was 18.05–49.70%. The parameter with the

highest percent correlation with other parameters was SV (49.70%).

The decreasing order of percent correlation for all 20 parameters is

SV> EVI>HR>VET> CO> NC> ACTH> TPR> RNE>
MAP > DBP > LH > MNE > LE > LNE > SBP > RE > ME >
LRNE> LRE.

3. Profiles of Individual Parameters Within Subjects

The primary time series (raw data) for the NC, LH, ACTH, SV,

HR, and MNE are shown for subjects, 6 males (Figs. 23–28) and

2 females (Figs. 29–30), respectively. Phase relations of the diVerent
parameters are readily observed here and help answer important

questions. For example, does ACTH secrete during the left or right

nostril-dominant phase of the NC? Does ACTH have a positive

or negative correlation with LH, SV, HR, and MNE, etc.? With

21 parameters per subject, there are 231 possible interparameter

comparisons that can be made for each subject, resulting in either a

positive, negative, or nonsignificant relationship. The subject KW in

Fig. 28 had a severe left nostril occlusion and only shows one spike of

activity in the left nostril-dominant mode that appears to last for about

20 min and it appears that his nasal cycle andLHprofile are negatively

coupled. These parameters were selected to give a less inclusive array

but still be representative of the diVerent systems.

Examples of the primary time series are presented in Figs. 23–30

for eight subjects for selected parameters and several correlations of

parameters are discussed here among the groupings. In Figs. 24–30,

ACTH is higher during the relative right nostril-dominant mode.

Subject 1 ( JWB) is the exception where ACTH increases during the

left nostril-dominant mode, R ¼ 0.49, p ¼ 0.002. Subject 2 (DSK)

has a negative correlation for NC to ACTH, R¼ –0.53, p< 0.0001,

subject 3 (MR) R ¼ –0.89, p < 0.0001, and for subject 8 (FR)

R ¼ –0.19, p > 0.05. Table IX shows the average R value (indepen-

dent of sign) and significance for the interactions of the NC, LH,

ACTH, MNE, SV, and HR for the four subjects JWB, DSK, MR,

and FR. Figure 23 shows that the NC and LH for subject JWB is
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FIG. 23. Subject JWB’s primary data are plotted for the nasal cycle (NC), luteinizing hormone

(LH), adrenocorticotropin hormone (ACTH), stroke volume (SV), heart rate (HR), and mean norepi-

nephrine (MNE). The x-axis for all plots is 0–6 h; for the NC plot the y-axis is left minus right nostril

values (arbitrary values) with all values greater than 0, therefore all shifts occur while in the left nostril-

dominant mode; ACTH, LH, and MNE are in pg/ml; SV is in ml/beat; and HR is in beats/min.

Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with permission

from American Physiological Society.
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FIG. 24. Subject DSK’s primary data are plotted for the nasal cycle (NC), luteinizing hormone

(LH), adrenocorticotropin hormone (ACTH), stroke volume (SV), heart rate (HR), and mean norepi-

nephrine (MNE). The x-axis for all plots is 0–6 h; for the NC plot, the y-axis is left minus right nostril

values (arbitrary values), values greater than 0 show left nostril dominance and values less than

0 show right nostril dominance; ACTH, LH, and MNE are in pg/ml; SV is in ml/beat; and HR is

in beats/min. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with

permission from American Physiological Society.
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FIG. 25. Subject MR’s primary data are plotted for the nasal cycle (NC), luteinizing hormone

(LH), adrenocorticotropin hormone (ACTH), mean epinephrine (ME), and mean norepinephrine

(MNE). The x-axis for all plots is 0–5 h; for the NC plot, the y-axis is left minus right nostril values
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positively correlated, that is, appears to have LH surges during the

left nostril mode (R ¼ 0.36, p ¼ 0.023) while subjects DSK, MR,

and FR have negative correlations, with LH surges during the right

nostril-dominant mode: R ¼ –0.72, p < 0.0001; R ¼ –.547, p <
0.0001; and R¼ –0.48, p¼ 0.007, respectively. Therefore, subject 1

( JWB) shows inverse correlations for pituitary hormones with the

NC. The NC is negatively correlated with MNE in the same four

subjects, but only significantly in DSK (R ¼ –0.600, p < 0.0001),

and marginally with JWB (R ¼ –0.296, p ¼ 0.06). Subject JWB

shows a reverse correlation of the NC with SVand HR compared to

subjects DSK and FR. LH has a positive correlation with SV for

JWB, DSK, and FR (MR has no SV). LH and ACTH have posit-

ive correlations in all four subjects here. These interactions are

again selected out of the 15 possible diVerent combinations in this

subgroup of six parameters.

The time series history analysis for the NC, LH, ACTH, SBP,

DBP, MAP, TPR, LE, LNE, RE, RNE, ME, MNE, LRE, LRNE,

CO, TFI, HR, EVI, SV, and VET, using the FOS method

(Korenberg, 1988, 1989; Korenberg and Paarmann, 1989a,b),

clearly demonstrates for most parameters the predominance of

major peaks in the ranges of 115–145, 70–100, and 40–65 min.

The exceptions are seen in the absence of statistical significance for

ACTH at 115–145 min; NC and LH at 40–65 min; the epine-

phrines at 115–145 min; and SBP, DBP, and MAP at 115–

145 min. While all parameters (except TFI and HR) have some

activity at 220–340 min, only the NC and LH show significant

chi-square values along with their greatest spectral power in the

220–340 min range.

The broad range of 70–140 min is the range of periodicity most

commonly reported for the ‘‘hourly’’ ultradian rhythms (Bossom

et al., 1983; Broten and Zehr, 1989; Kennedy et al., 1986; Kleitman,

(arbitrary values), values greater than 0 show left nostril dominance, and values less than 0 show

right nostril dominance; ACTH, LH, and MNE are in pg/ml. Reprinted from ShannahoV-

Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with permission from American Physiological

Society.
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1982; Lavie and Kripke, 1981; Levin et al., 1978, 1979; Livnat et al.,

1984; Orr and HoVman, 1974; Shimada and Marsh, 1979; Van

Cauter, 1990; Veldhuis and Johnson, 1988; Veldhuis et al., 1984).

Here this ‘‘hourly’’ range was expanded and analyzed as three

components, the 40–65, the 70–100, and the 115–145 min ranges.

These three ranges represent the three largest of the five in respect

to %TMSE.

At least one other report (Veldhuis and Johnson, 1988) finds a

significant ultradian period at 242 min for a pituitary hormone

(prolactin), similar to our peak of 220–340 min, and with smoothing

of spectral data the 242 min peak becomes 234 min. In addition,

their major peak occurs approximately every 95 min (Veldhuis and

Johnson, 1988). Additionally, in that study, although a coupling of

prolactin and LH occurs, cross-spectral analysis of the two fails to

exhibit a period coupling at larger than 106 min. In the data pre-

sented here, LH and NC have the majority of their power at 220–

340 min, with smaller peaks in the three highest frequency ranges.

We state ‘‘These data provide new insight to the relationship of

the autonomic, cardiovascular, and neuroendocrine systems. Our

results suggest that a single oscillator or that mutually entrained

oscillators are regulating the ‘hourly’ ultradian rhythms, at least

under the conditions of this study (strict rest in a reclined position)’’

(ShannahoV-Khalsa et al., 1996). Also:

The linear regression data, although of questionable statistical value,

indicates a high degree of coupling within subjects and across variables

(39%). This high level of correlation would not be expected by chance

alone. The earlier studies of the NC [multi-study reviews (Keuning,

1968; Hasegawa and Kern, 1978)] report major periods at 3–4 hr and

2.9 hr, respectively. The periods of 3–4 hr and 2.9 hr are closer to the

220–340 min period range observed here compared to most other neuro-

endocrine, autonomic, and cardiovascular studies. However, these NC

studies (Hasegawa and Kern, 1978; Keuning, 1968) are not based on

spectral analysis of the time series data, but are averages visually identified

from peak-to-peak measures (ShannahoV-Khalsa et al., 1996).

Prior to these multivariate studies (ShannahoV-Khalsa et al., 1996,

1997), the regulatory mechanisms of INS ultradian secretory
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rhythms remained to be fully elucidated. Both high (5–15 min) and

low (50–150 min) oscillatory frequency ranges have been observed.

The high-frequency range was observed in fasting humans (Hansen

et al., 1982; Lang et al., 1981; Sonnenberg et al., 1992), rats (Chou

et al., 1991), monkeys (Goodner et al., 1977), dogs ( Jaspan et al.,
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FIG. 26. Subject JB’s primary data are plotted for the nasal cycle (NC), adrenocorticotropin

hormone (ACTH), luteinizing hormone (LH), heart rate (HR), stroke volume (SV), and mean

norepinephrine (MNE). The x-axis for all plots is 0–5 h; for the NC plot, the y-axis is left minus right

nostril values (arbitrary values), values greater than 0 show left nostril dominance, and values less than

0 show right nostril dominance; ACTH, LH, and MNE are in pg/ml; SV is in ml/beat; and HR is in

beats/min.
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1986), and is presumed to be controlled by the intrapancreatic

ganglia that may function as a pacemaker or integration center for

the generation of periodic islet secretion (Sonnenberg et al., 1992).

The high-frequency rhythms have been shown to persist in an in vitro

pancreas preparation (Stagner and Samols, 1985) and in pancreas

transplant recipients (Sonnenberg et al., 1992). However, the
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FIG. 27. Subject PM’s primary data are plotted for the nasal cycle (NC), adrenocorticotropin

hormone (ACTH), luteinizing hormone (LH), heart rate (HR), stroke volume (SV), and mean norepi-

nephrine (MNE). The x-axis for all plots is 0–5 h; for theNCplot, the y-axis is left minus right nostril values

(arbitrary values), values greater than 0 show left nostril dominance, and values less than 0 show right

nostril dominance; ACTH, LH, and MNE are in pg/ml; SV is in ml/beat; and HR is in beats/min.
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intrapancreatic ganglia also receive extrapancreatic innervation

from adrenergic, cholinergic, and peptidergic nerves (Larsson,

1980; Stagner and Samols, 1985). The low-frequency ultradian

rhythms have been reported during 24-h sampling protocols in
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FIG. 28. Subject KW’s primary data are plotted for the nasal cycle (NC), adrenocorticotropin

hormone (ACTH), luteinizing hormone (LH), heart rate (HR), stroke volume (SV), and mean

norepinephrine (MNE). The x-axis for all plots is 0–5 h; for the NC plot, the y-axis is left minus right

nostril values (arbitrary values), values greater than 0 show left nostril dominance and values less than

0 show right nostril dominance; ACTH, LH, and MNE are in pg/ml; SV is in ml/beat; and HR is in

beats/min.
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normal humans with three meals (Polonsky et al., 1988), during

continuous enteral nutrition (Simon et al., 1987) and during intrave-

nous glucose (Shapiro et al., 1988), but also in transplanted humans
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FIG. 29. Subject FR’s primary data are plotted for the nasal cycle (NC), adrenocorticotropin

hormone (ACTH), luteinizing hormone (LH), stroke volume (SV), heart rate (HR), and mean

norepinephrine (MNE). The x-axis for all plots is 0–5 h; for the NC plot, the y-axis is left minus right

nostril values (arbitrary values) and the left nostril is dominant throughout the recording with a much

greater left nostril-dominant mode in the last 2 h, values greater than 0 show left nostril dominance and

values less than 0 show right nostril dominance; ACTH, LH, and MNE are in pg/ml; SV is in ml/beat;

and HR is in beats/min. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright

(1996), with permission from American Physiological Society.
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FIG. 30. Subject CC’s primary data are plotted for the nasal cycle (NC), adrenocorticotropin

hormone (ACTH), luteinizing hormone (LH), heart rate (HR), stroke volume (SV), and mean
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right nostril values (arbitrary values) with almost all values greater than 0, therefore all shifts occur
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beats/min.
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(Sonnenberg et al., 1992). One group (Sonnenberg et al., 1992)

suggests that the extrapancreatic autonomic influences only modu-

late INS amplitudes by exerting a dampening eVect. And one re-

searcher suggests in his review of the fuel-regulatory hormones

that INS is under ‘‘autonomous oscillatory secretion’’ via the pan-

creas while the other fuel-regulatory hormones are organized by the

CNS (Weigle, 1987). However, Kleitman had earlier proposed a

general integrated view of how systems are coordinated, including

the possible regulation of INS and other fuel-regulatory hormones

and that all low-frequency (hourly) ultradian endocrine, physiologi-

cal, and behavioral rhythms could be accounted for by the BRAC,

and that these rhythms were also correlated to the REM NREM

sleep cycle (Kleitman, 1961, 1982). The Sonnenberg autonomic

‘‘dampening eVect’’ theory (Sonnenberg et al., 1992) and the Weigle

‘‘autonomous’’ control theory (Weigle, 1987) versus the BRAC theory

of INS were investigated by comparing the time series analysis rela-

tionships of INS with the autonomic, cardiovascular, and neuroendo-

crine rhythms (ShannahoV-Khalsa et al., 1997).

Figure 31 profiles the FOS plots of INS sampled at 7.5 min

intervals and collected simultaneously with the reported data

above for 9 of the 21 variables that include here MNE, SV, NC,

HR, LH, VET, ME, TPR, and ACTH. INS was significant at the

TABLE IX

AVERAGE LINEAR REGRESSION RELATIONS FOR FOUR SUBJECTS FOR THE NC, LH, ACTH,

MNE, SV, AND HRa,#

NC LH ACTH MNE SV HR

NC 0.528 0.521 0.252* 0.518 0.428

LH 0.497 0.343 0.389 0.301*

ACTH 0.277 0.388 0.383

MNE 0.449 0.390

SV 0.833

aSubjects JWB, DSK, MR, and FR (see Figs. 21–24 for the time series of the raw data for each

subject for these six parameters). #Linear regressions are performed on the raw data (not detrended

data). *A one-tailed t-test was used to test whether the average from the individual subject’s R values

(independent of sign) was significant. All R values were significant except NC-MNE and LH-HR with

p � 0.05. Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with

permission from American Physiological Society.

90 DAVID SHANNAHOFF-KHALSA



INS, MNE, SV, NC, HR, LH, VET, ME, TPR and ACTH

INS 10 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

SV 9 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

HR 9 subjects60

48

36

24

12

0

%
T

M
S

E

0 60 360

60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

TPR 9 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

MNE 10 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

NC 10 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

LH 10 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

ME 10 subjects60

48

36

24

12

0

Periods

%
T

M
S

E

0 60 120 180 240 300 360

ACTH 10 subjects

Periods
60 120 180 240 300 360

Periods
120 180 240 300

VET 9 subjects

60

48

36

24

12

0

%
T

M
S

E

0

FIG. 31. Spectral density plots of 10 subjects from FOS time history analysis of insulin, the nasal

cycle (NC), luteinizing hormone (LH), adrenocorticotropin hormone (ACTH), total peripheral resis-

tance (TPR), stroke volume (SV), heart rate (HR), ventricular ejection time (VET), mean
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10% level for the 115–145, the 70–100, and the 40–65 min range,

with the respective mean values for TMSE for all 10 subjects at 16.0,

11.8, and 10.2. Figure 31 shows the striking similarity between the

power spectral plots of INS and the other nine parameters.

4. Profiles of Individual Parameters

The observed time series for INS for all 10 subjects is shown in

Fig. 32. Figure 33 shows the observed time series for INS, SV,

ACTH, MAP, MNE, and NC for male subject JB. Phase relations

of the diVerent parameters are readily apparent here and help answer

important questions. For example, INS increases with increases of

SV, ACTH,MAP, MNE, and during the left nostril-dominant phase

of the NC.When INS is included there are 22 parameters per subject

in this experiment, and there are 252 possible interparameter com-

parisons that can be made for each subject, resulting in either a

positive, negative, or nonsignificant relationship. These parameters

were selected to give an example of how INS and the other three

systems can compare as linear time series for one subject.

This work shows that INS has a similar power spectral profile when

compared to the other 21 parameters previously measured (NC, LH,

ACTH, SBP, DBP, MAP, TPR, LE, LNE, RE, RNE, ME, MNE,

LRE, LRNE, CO, TFI, HR, EVI, SV, VET) with a predominance of

major peaks in the ranges of 115–145, 70–100, and 40–65 min. These

data provide new insight to how one fuel-regulatory hormone (INS)

is coupled to the autonomic, cardiovascular, and neuroendocrine

systems and suggests that a single pacemaker or mutually entrained

pacemakers are regulating the ‘‘hourly’’ ultradian rhythms that

include INS under a strict resting condition.

Since the NC is tightly coupled to the ultradian rhythm of

alternating cerebral hemispheric activity (Werntz et al., 1983), this

ANS–CNS linkage implies that INS, a fuel-regulatory hormone, like

norepinephrine (MNE), and mean epinephrine (ME). The x-axis is 0–360 min with data of 0–40 min

not included, and the y-axis is in 0–60% TMSE accounted for by that period. Plots of TPR, SV, HR,

and VET are from nine subjects, subject MR’s data were lost. Reprinted from ShannahoV-Khalsa,

Kennedy, Yates, and Ziegler; copyright (1997), with permission from American Physiological Society.
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Insulin time series for 10 subjects
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FIG. 32. The primary time series data for insulin is plotted for each subject individually. The time

series for JWB, MG, KW, JD, PM, CC, and JB were all detrended to eliminate circadian components.

The x-axis is from 0–6 h, and the y-axis is in micro units of insulin and varies for each subject.

Reprinted from ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1997), with permission

from American Physiological Society.
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the cardiovascular and neuroendocrine rhythms, may also be cou-

pled to the ANS–CNS rhythm of alternating cerebral hemispheric

activity. We reported that:

This result with INS is further evidence to suggest that all ultradian

rhythms may be related via the proposed ANS-CNS rhythm and that

the hypothalamus itself is ‘‘the pacemaker.’’ The confusion between

INS MAP

MNESV

ACTH NC

0 1 2 3 4 50 1 2 3 4 5

0 1 2 3 4 50 1 2 3 4 5

0 1 2 3 4 5 0 1 2 3 4 5

FIG. 33. Subject JB’s primary data are plotted for insulin (INS), stroke volume (SV), adreno-

corticotropin hormone (ACTH), mean arterial pressure (MAP), mean norepinephrine (MNE), and

the nasal cycle (NC) as representatives of the diVerent systems. The x-axis for all plots is 0–5 h; for

the NC plot, the y-axis is left minus right nostril values (arbitrary values) with most values showing

negative values and relative shifts during right nostril dominance. The actual values for INS, SV,

ACTH, MAP, and MNE are not provided but are shown only as relative values. Reprinted from

ShannahoV-Khalsa, Kennedy, Yates, and Ziegler; copyright (1996), with permission from American

Physiological Society.
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the ‘‘single’’ vs. ‘‘multiple’’ ultradian pacemaker theories arises from the

(erroneous, we believe) assumption that there is no coordinated relation-

ship among the various systems, and therefore, individual pacemakers

would be needed for each rhythm. This view is equivalent to saying that

the fuel regulatory hormones, the neuroendocrine system, the cardio-

vascular system, and behavioral phenomena are not coupled to autonomic

phenomena or under hypothalamic control (ShannahoV-Khalsa et al.,

1997).

Another result also supports this hypothalamic model of control

(Kern et al., 1996). The Kern et al. study shows that INS secretion is

positively coupled to the NREM phase of the NREM–REM sleep

cycle. They conclude that the hourly ultradian oscillations of INS

are modulated by CNS mechanisms entraining this pancreatic

function to the NREM–REM sleep cycle (Kern et al., 1996).

We concluded that:

This coupling may have evolved to help maintain a coordination among

systems and to allow for transitions between two distinct polar physiologi-

cal states, that of rest and activity, that occur during both wakefullness and

sleep. Our results also suggest that the two phases (left or right dominance)

of the waking cerebral rhythm are best served by two polar physiological

states. This waking rhythm is analogous to the REM/NREM rhythm

during sleep that is presumed to be the nighttime correlate of alternating

cerebral hemispheric dominance (ShannahoV-Khalsa et al., 1997).

In addition, we stated that ‘‘the ultradian rhythms of pituitary

hormone and catecholamine secretion, cardiovascular function,

and fuel regulation are also tightly coupled to the nasal cycle. This

work as a whole demonstrates a lack of autonomy for diVerent
systems and suggests that the hypothalamus and the ANS play the

primary regulatory and integrative role for mind-body states.’’

Furthermore, it is important to point out that others demonstrated

ultradian rhythms in humans for cytokines (interleukine-1beta and

interferon-gamma) ranging from 80–240 min, with the most frequent

period found of 160 min, when sampling at 20-min intervals for 8 h

(Bouayad-Amine et al., 1993). Their result which is temporally coinci-

dent with ours suggests that the immune system is also coupled to the

other major bodily systems. Another study relevant to immune
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function showed a simultaneous coupling of EEG activity and hista-

mine release where:

ultradian rhythms in the delta and theta frequency bands are negatively

correlated to the release rate of histamine; periods of high neuronal

activity, which might reflect synchronization of firing, coincide temporally

with low release rate of histamine, while periods of low neuronal activity

coincide with high histamine release rate. The alpha and beta frequency

bands did not correlate with histamine release. The ultradian rhythm of

EEG power and histamine release might be of importance for regulatory

mechanisms, such as the secretion of hormones (Prast et al., 1997).

We suggested that:

the left nostril dominant state is coupled to the rest phase of the BRAC,

NREM sleep, and to increased immune function. Together these results

expand upon the BRAC phenomenon and provide a structural basis for

Kleitman’s temporal hypothesis. The lateralized rhythm of CNS–ANS

function apparently involves most of the major physiological systems, with

the hypothalamus playing the central role as pacemaker. This pacemaker

integrates subsystems participating in the rest-activity cycle. If these sub-

systems diverge from a ‘‘dynamical equilibrium’’ with each other, a new

and fascinating basis for disease states may arise (ShannahoV-Khalsa et al.,

1997).

D. HYPOTHALAMIC REGULATION AND INTEGRATION OF THE

ANS–CNS RHYTHM AND THE BRAC

ShannahoV-Khalsa first reported a model for the hypothalamic

control and integration of various ultradian rhythms (ShannahoV-
Khalsa, 1991b). The same model was again later described in a

multivariate physiological ultradian study of the autonomic, neuro-

endocrine, cardiovascular, and fuel-regulatory systems (ShannahoV-
Khalsa et al., 1996). That same model is again reported here.

In Swanson’s comprehensive overview and review of the hypo-

thalamus he states:

It has been accepted for many years on the basis of physiological and

behavioral evidence that the essential role of the hypothalamus is to

integrate endocrine, autonomic, and behavioral responses that are
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essential for survival of the individual (homeostasis) and the species as a

whole (reproduction). It may very well be that gram for gram the hypo-

thalamus is the most important piece of tissue in any organism (Swanson,

1987).

Swanson also states ‘‘the outstanding question has always been,

what is the organization and neurotransmitter specificity of hypo-

thalamic circuitry underlying this integration and mediating these

responses?’’ A simplistic view is discussed here for how the hypo-

thalamus may integrate and regulate this ANS–CNS rhythm which

may account for many endocrine, autonomic, cardiovascular, and

behavioral rhythms.

Others (Van Cauter and Honinckx, 1985) have discussed the

issues of ‘‘single’’ or ‘‘multiple ultradian pacemakers’’ having hypo-

thalamic origins, or a ‘‘central ultradian clock’’ possibly outside the

hypothalamus, or the ‘‘extra-hypothalamic modulation’’ hypothesis

with a hypothalamic ultradian pacemaker(s) influenced by ultradian

rhythms outside the hypothalamus, or in general, a ‘‘uni- versus

multioscillatory phenomena’’ for the various ultradian rhythms

(Lavie and Kripke, 1981). There are two major questions: first, are

all ultradian rhythms related? And if so, are they regulated and

integrated by the same central pacemaker? Our results suggest

that these ultradians are related and are probably primarily regu-

lated by the same central pacemaker (Kennedy et al., 1986;

ShannahoV-Khalsa and Yates, 2000; ShannahoV-Khalsa et al.,

1996, 1997, 2001; Werntz et al., 1983).

The model presented here explains how all ultradian rhythms

may be related via the proposed ANS–CNS rhythm and second,

that the hypothalamus itself is ‘‘the pacemaker.’’ The confusion, in

part, with the ‘‘single’’ versus ‘‘multiple’’ ultradian pacemaker the-

ories comes first by assuming there is no coordinated relationship

between the various rhythms, and therefore individual pacemakers

would be needed for each rhythm. This is equivalent to saying that

neuroendocrine, cardiovascular, and behavioral phenomena are not

coupled to autonomic phenomena or under hypothalamic control.

Part of this confusion may also come from viewing the individual

hypothalamic nuclei as independent of each other. This confusion of
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multi- versus single-pacemaker theories may in part stem from

regulation of circadian rhythms by the suprachiasmatic nucleus

(Watanabe and Hiroshige, 1981). It is likely, however, that this

nucleus also helps couple circadian activities with the ultradian.

In the model proposed here, the hypothalamus is envisioned as a

single organ in which the various nuclei, like organs, are functional

parts of ‘‘a’’ body. Everything works together and has some relation-

ship even with distant parts. The hypothalamus works much like a

clock or pacemaker in a classical sense in which diVerent regions, at
diVerent times, are more active. In this model that views the hypo-

thalamus as a circle (see Fig. 34), the two sides and their respective

fiber systems are directly related to the ipsilateral sides of the body

and the ipsilateral cortex.

This neuroanatomical relationship is supported by the fact that

the vast majority of autonomic fibers run ipsilaterally without the

crossing-over seen in most other fiber systems running in and out of

the brain (Saper et al., 1976). The hypothalamus is, therefore, first

bisected with respect to the two sides and the homologous nuclei are

then divided between the two halves of the circle. Second, a division

is made between the rostral and caudal halves. The rostral parts

are predominantly concerned with parasympathetic mechanisms

while the caudal parts are predominantly concerned with sympa-

thetic mechanisms. This rostral-parasympathetic versus caudal-

sympathetic axis is based on the early seminal work on the hypo-

thalamus (Hess, 1947, 1954; Ranson and Magoun, 1939). We now

envision our circle as a clock with four quadrants. The midline

posterior point is 12 o’clock, the line bisecting the posterior and

anterior regions runs from 3 o’clock on the right side to 9 o’clock on

the left, and so on.

This hypothalamic clock has only one hand that runs as a rigid

diameter of the circle rotating about its midpoint. This hand spe-

cifies both the ‘‘time’’ of the ANS–CNS rhythm and the nuclei that

are most active. The nuclei closest to the hand determine what

would be an increase in or a ‘‘metabolic gradient of activity’’ in

the expression of their respective functions. This organizing princi-

ple makes the model useful for considering the possible relations of
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A Model for Hypothalamic Regulation and Integration
of the Nasal Cycle and Other Ultradian Phenomena—

A Metabolic Gradient of Activity Producing a Single
Oscillator Clocklike Model

Posterior hypothalamic
region

Anterior hypothalamic
region

Right nostril
open

(S+P+)

Left nostril
open

(P+S+)

Right nostril
closed
(P+S+)

Left nostril
closed
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FIG. 34. This is a model for the hypothalamic regulation of the hourly ultradian rhythms. The

circle represents the hypothalamus as one organ composed of the individual nuclei without diVer-

entiating beyond four hypothetical quadrants. A midline bisection (not drawn in) of posterior to

anterior regions or 12 to 6 o’clock divides the hypothalamus into right and left mirror images,

separating homologous nuclei. A perpendicular bisection separating the anterior and posterior regions

on both right and left sides (not drawn in) indicates a division between parasympathetic and sympa-

thetic regions, respectively. The hatched line from 1:30 to 7:30 indicates a hypothetical clock time for

the proposed metabolic gradient of activity within the hypothalamus with its expression in the

periphery where the left nostril is open and the right nostril is congested. The unbroken line represents

another hypothetical time in this clock where the ‘‘hand’’ indicates the phase of the metabolic gradient

of activity, here with dominance in the right posterior quadrant producing sympathetic dominance

on the right side of the body, and right nostril open, and dominance in the left anterior quad-

rant producing parasympathetic dominance and congestion in the left nostril. Reprinted from

ShannahoV-Khalsa; copyright (1991), with permission from Taylor & Francis.
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various functions and their respective nuclei. In a physical sense, the

‘‘time’’ is also told by the phase of the nasal cycle. If the hand

extends from 12 to 6, then equal activity is expected along this

midline region where equal right and left sympathetic and parasym-

pathetic function is expected on the two sides of the body, thus

producing equal vasoconstriction-vasodilation in both nostrils and

equal airflow in both nostrils. This represents a transition point in

nasal dominance. A transition point also occurs when the hand is at

3 and 9 o’clock, where the left body will have half sympathetic and

half parasympathetic influence, as would be the case for the right side

of the body.When the hand is at 1:30 and 7:30, the first quadrant (left

side of body) shows dominant sympathetic function (open left nostril)

and the third quadrant (right side of body) shows dominant parasym-

pathetic function (congested nostril). The complete reverse event

occurs again at 4:30 and 10:30.

The proposed dynamics of the hand are as follows: the clock

starts with the hand straight up (12 and 6) and then turns either

clockwise to 3 and 9 o’clock or counterclockwise to 9 and 3. After it

goes from 12 and 6 to 3 and 9, it resets back to 12 and 6 then reverses

to 9 and 3, and again back to 12 and 6. This operation gives equal

time to the functions of each quadrant and accounts in principle for a

clocklike ANS–CNS rhythm. This clock could be the regulator and

integrator for physiological and psychological phenomena. It does not

presume a separation between the two, a distinction that is usually

perceived for mental and physical systems.

Is there additional evidence to support this hypothesis? Here,

only a few of the many pieces of supportive evidence are included.

First, several studies show a direct neural connection between one

side of the hypothalamus and an ipsilateral organ. Studies show a

direct ipsilateral neural link to the ovaries (Gerendai, 1980;

Gerendai and Halasz, 1997; Nance et al., 1984), testes (Mizunuma

et al., 1983), and adrenal glands (Halasz and Szentagothai, 1959).

Another study shows an asymmetrical lutenizing hormone releasing

hormone (LHRH) distribution in the rat hypothalamus, with Wistar

rats exhibiting higher LHRH content in the right hypothalamus

and albino rats exhibiting higher LHRH content on the left
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(Bakalkin et al., 1984). These researchers state that LHRH content

changes from side to side over a 24-h period and that unilateral

castration or cold stress lead to a shift in LHRH distribution in the

hypothalamus. When total hypothalamic dopamine and norepi-

nephrine are measured in the rat over time, ultradian rhythms

appear (Eriksson et al., 1980) and resemble those found in the

periphery (Kennedy et al., 1986; ShannahoV-Khalsa et al., 1996).

Knobil states ‘‘the hypothalamus of mammals contains an oscillator

or pulse generator that in the unmodulated state has a period of

approximately 1 h in monkeys and humans. The activation of this

system initiates a cascade of neuroendocrine events that are re-

quired for normal gonadal function in both sexes. Deviation from

the physiological frequency of the pulse generator leads to profound

disturbances of the reproductive process’’ (Knobil, 1987). Some-

times pulse-related neuronal activity was found only on one side of

the hypothalamus (Knobil, personal communication).

Another relevant finding is that the hypothalamic paraventricu-

lar nucleus seems to play a modulating role in the production of

REM sleep and in the generation of its rhythm (Piepenbrock et al.,

1985). Electrical stimulation of specific regions within the hypothal-

amus in cats can induce bilateral and unilateral nasal constriction,

retraction of the nictitating membranes, and a rise in arterial blood

pressure (Eccles and Lee, 1981). These responses occur on stimula-

tion of regions previously described as the defense area. Many other

studies support the concept of defense areas being located in the

posterior region of the hypothalamus and parasympathetic func-

tions being located in the anterior regions. For example, lesions

placed in the anterior hypothalamic region led to a decrease in

immune responses, suggesting that this region is related to resting

or parasympathetic functions (Roszman and Brooks, 1985;

Roszman et al., 1985).

The model presented here provides only a very simplified view,

but may accurately describe a mechanism for how autonomic,

neuroendocrine, cardiovascular, immune, and behavioral activities

may be regulated in concert. Knobil (1987) emphasizes the impor-

tance of not deviating from the normal pulse generator frequency,
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lest profound disturbances in reproductive processes occur. It may

be that health is determined by the proposed metabolic gradient of

activity in the various hypothalamic nuclei and that the consequent

integration of these nuclei is a direct correlate of health where some

rhythmic regularity is required. It may be that stress directly aVects
this hypothalamic clock and determines the balance of activity in

the four quadrants. DiVerent forms of stress would likely impact the

clocks timing diVerently. Fight-or-flight stress, catastrophic depres-

sion, and anxiety are all likely to aVect diVerent quadrants:

The wobble nature of these hourly ultradian rhythms may reflect in part a

loosely integrated, or degenerative condition in specific hypothalamic

nuclei, and/or a ‘‘flexibility’’ in the hypothalamic neural network that

regulates and integrates this clock-like relationship of the individual nuclei.

‘‘Flexibility’’ may have evolved to help account for the adaptive require-

ments of variable conditions, especially external to the system. However,

this ‘‘wobble,’’ aperiodic, or nonlinear dynamical quality is inherent in all

biological systems and is likely to have evolved to enable changes that are

both internal (including developmental) and external (ShannahoV-Khalsa

et al., 1996).

Some subjects in our study show exception to the general phase

coupling relationship between certain parameters (see Figs. 23–30),

suggesting that ‘‘wobble’’ and ‘‘flexibility’’ may be a way of allowing

for diVerent physiological intersystem relationships. Studying the

multivariate physiology of subjects at diVerent ages, environmental

conditions, and states of health and disease may help us to better

understand the observed nonlinear features of ultradian rhythms

and their relationship to health.

E. LATERALITY AND THE BRAC

The evolutionary emergence of the lateralized rhythms of neural

activity reflects an advancement in the integration of the structural

and temporal aspects of an organism’s metabolic activities, no doubt

to help enhance survival in an ever-changing environment. While

lateralized neural rhythms are not incorporated in Kleitman’s
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BRAC hypothesis, the BRAC reflects one of the most elementary

needs of any organism—expending energy and resting. The ultra-

dian rhythms have been viewed as an ‘‘economic principle not to

spend energy continuously at a relative high level (as demanded at

times) but to alternate between expenditure and restoration of

energy’’ (AschoV and Gerkema, 1985). Any remaining controversy

over the existence of the general phenomenon defined by the BRAC

hypothesis, and sometimes for ultradian rhythms per se is based on

two issues. First is the variability and wobble quality in the frequency

with these rhythms, and second is whether there is a single or

multiple oscillators driving them. Furthermore, the functional sig-

nificance of ultradian rhythms has been much debated. For exam-

ple, two prominent researchers state that ‘‘In considering the

functional significance of ultradian rhythms, one should first keep

in mind that a rhythmic organization (of whatever frequency) is one

of the means to keep temporal order within the organism. Where

many processes have to be maintained which to some degree are

mutually exclusive, but nevertheless cooperate, a temporal compart-

mentalization by rhythmic alternation is an obvious solution’’

(AschoV and Gerkema, 1985). They also state that ‘‘it is impossible

to postulate one common mechanism for all ultradian rhythms’’

(AschoV and Gerkema, 1985). However, when the phenomenon of

the lateralized neural rhythms of the CNS and ANS and their

coupling with the cardiovascular, neuroendocrine, and fuel-

regulatory systems are included, a broader perspective can be con-

ceived for the functional significance of these numerous ultradian

rhythms and a structure–function model becomes more apparent.

And a single oscillator model for hypothalamic regulation and

integration of these various rhythms becomes a logical candidate

given the data to date. This model that includes the hypothalamus

as the central integrating, coordinating, and regulating agent is thus

an extension to the BRAC hypothesis with a new spatial–temporal

framework and thus adds to our understanding for how systems at

large are organized. It has been proposed that this phenomenon has

also evolved as ‘‘a neural matrix for coupling mind and metabolism’’

(ShannahoV-Khalsa, 1991b). I argue that these lateralized rhythms
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manifest as a pendulum of ANS–CNS activity to help maintain

homeostasis, ‘‘not as a single homeostatic state, but as a continuous

alternation between two polar conditions for both mind and metab-

olism’’ (ShannahoV-Khalsa, 1991b). The alternating dominance of

two polar states of mind would be advantageous compared to a

static and rigid state of cerebral activity. Rhythms of alternating

cerebral hemispheric eYciency can be used to accommodate diVer-
ent and specific tasks. This alternation can be coupled to metabolic

states such as the ergotrophic and trophotropic states that may more

readily support their respective activities. This alternation may thus

be one of nature’s ways of maximizing economic eYciency and

increasing competence under specific conditions.

What follows is a further history and explanation of various

studies of how the BRAC and lateralized rhythms are coupled.

Although numerous ultradian rhythms have been discovered, it

may be that all physiological and psychological phenomena exhibit

ultradian dynamics. However, few researchers have sought to study

the multivariate relations among the discovered ultradian phenomena.

This lack of eVort has impeded the development of an integrated view

of the interactions among the various systems, a view that can provide

a new understanding of the structural and temporal organization of

biological processes, and thus also a better understanding of psycho-

physiological states.

Tables X–XIII (X, autonomic physiology; XI, cerebral relations;

XII, neuroendocrine relations; and XIII, behavioral relations) list

the proposed relationships among known ultradian rhythms and

lateralized autonomic dominance. This autonomic dominance is

either right sympathetic dominance coupled with left parasympathet-

ic dominance, or the converse, left sympathetic dominance coupled

with right parasympathetic dominance. Question marks in the tables

indicate that correlations are uncertain. In Table XI, various cor-

relations are proposed for the severity of syndromes linked to the

psychopathologies discussed in Section VI.

Kleitman’s BRAC hypothesis of interacting systems had its origins

in the discovery that EEG and eye movement patterns change in

concert during sleep, giving rise to the concept of REM and NREM
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TABLE X

PROPOSED ORGANIZATION OF ULTRADIAN RHYTHMS: AUTONOMIC PHYSIOLOGY
a

R. sympath./L. parasympath. dominance L. sympath./R. parasympath. dominance

Right nostril dominance Left nostril dominance

Right lung dominant Left lung dominant

Right adrenal more active Left adrenal more active

Right-side increased perspiration Left-side increased perspiration

Right-side increased catecholamines Left-side increased catecholamines

Ergotrophic state Trophotropic state

Active phase-BRAC-blood glucose up Resting phase-BRAC-blood glucose lower

Generalized sympathetic tonus Generalized parasympathetic tonus

Locomotor activity increased Locomotor activity reduced

Right pupil more dilated than left Left pupil more dilated than right

Heart rate increased (stroke volume reduced) Heart rate reduced (stroke volume increased)

Blood pressure increased Blood pressure reduced

Respiration rate increased Respiration rate reduced

Oxygen consumption increased Oxygen consumption reduced

Body temperature increased Body temperature reduced

Involuntary eyeblink rate reduced Involuntary eyeblink rate increased

Intraocular pressure reduced Intraocular pressure increased

aThis table lists the relationship of various ultradian phenomena that are part of autonomic

physiology and are proposed to correlate with two polar and separate states of lateralized auto-

nomic balance, described as (1) right sympathetic dominance with simultaneous left parasympathetic

dominance; and (2) left parasympathetic dominance with simultaneous left sympathetic dominance.

Reprinted from ShannahoV-Khalsa; copyright (1991), with permission from Elsevier.

TABLE XI

PROPOSED ORGANIZATION OF ULTRADIAN RHYTHMS: CEREBRAL RELATIONS
a

R. sympath./L. parasympath. dominance L. sympath./R. parasympath. dominance

Left-hemisphere dominance Right-hemisphere dominance

Verbal performance increased Spatial performance increased

Left-hemisphere EEG power greater Right-hemisphere EEG power greater

REM sleep NREM sleep

Cerebral metabolic rate increased Cerebral metabolic rate reduced

Lateralized immune functions? Lateralized immune functions?

Daydreaming reduced? Daydreaming increased?

EEG alpha minimum? EEG alpha maximum?

Spiral aftereVect shorter? Spiral aftereVect longer?

Depression/anxiety minimum? Depression/anxiety maximum?

Euphoric-manic state maximum? Euphoric-manic state minimal?

Hysteria reduced? Hysteria increased?

Catatonia reduced? Catatonia increased?

Schizoid active positive syndrome? Schizoid withdrawn negative syndrome?

aThis table lists ultradian phenomena that exhibit as cerebral activities and how they correlate with

the two polar autonomic states. Reprinted from ShannahoV-Khalsa; copyright (1991), with permission

from Elsevier.
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sleeps stages where there are cyclic variations in EEG patterns, they

are tightly coupled to eye movements, body motility, and dreaming

(Dement and Kleitman, 1957a,b; Kleitman, 1961, 1967d, 1982). The

BRAC formulation was supposed to explain why some psychological

and physiological activities are integrated and account for the obvious

patterns of intermixed locomotor activity and quiescent states during

sleep. Kleitman proposed the BRAC to include a waking correlate of

TABLE XII

PROPOSED ORGANIZATION OF ULTRADIAN RHYTHMS: NEUROENDOCRINE RELATIONS
a

R. sympath./L. parasympath. dominance L. sympath./R. parasympath. dominance

Cortisol increased Cortisol reduced

Growth hormone reduced Growth hormone increased

Luteinizing hormone increased Luteinizing hormone reduced

LHRH enhances verbal fluency (males) LHRH reduces spatial (males)

Prolactin secretion reduced Prolactin secretion increased

Testosterone increased Testosterone reduced

Penile tumescence increased/sleep Penile tumescence reduced/sleep

Parathyroid hormone reduced Parathyroid hormone increased

Calcium (þ2) increased Calcium (þ2) reduced

Endorphins increased Endorphins reduced

Corticotrophin releasing hormone increased? Corticotrophin releasing hormone reduced?

aThis table lists the ultradian phenomena of neuroendocrine activity with their correlations.

Reprinted from ShannahoV-Khalsa; copyright (1991), with permission from Elsevier.

TABLE XIII

PROPOSED ORGANIZATION OF ULTRADIAN RHYTHMS: BEHAVIORAL RELATIONS
a

R. sympath./L. parasympath. dominance L. sympath./R. parasympath. dominance

Oral drive increased Oral drive reduced

Hunger sensations increased Hunger sensations reduced

Stomach contractions increased Stomach contractions reduced

Gastric acid secretion increased Gastric acid secretion reduced

Salavation increased Salavation reduced

Grip strength increased Grip strength reduced

Thorndike intelligence exam improved Thorndike intelligence exam reduced

Urine flow reduced? Urine flow increased?

Urine osmolarity increased? Urine osmolarity reduced?

aThis table lists the behavioral relations and their proposed correlations. Phenomena that are listed

with question marks have proposed relationships as discussed in the text. Reprinted from ShannahoV-

Khalsa; copyright (1991), with permission from Elsevier.
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the sleep pattern with a variation of integrated events during the 24-h

period (Kleitman, 1967d), and that ‘‘the BRAC is probably a funda-

mental variation in the functioning of the central nervous system,

increasing in duration with phylogenetic progression’’ where ‘‘in

each species of mammal studied, the BRAC also lengthens during

ontogenetic development.’’

One of the first seminal studies on ultradian rhythms goes back to

1922 with work on hunger and its relationship to activity, and how

these results give us insight to endogenous rhythms and homeostasis

(Wada, 1922). Wada proposed that food was the first form of property

for primitive man; the value of things supposedly first came to be

measured in terms of food, and primitive migration was primarily

motivated by food. Wada, therefore, surmised that basic homeostatic

mechanisms are coupled to hunger. Investigations of the relationship

of the hunger rhythm with bodily movements, dreaming, motor

activity, salivation, and mental activity ledWada to discover a rhythm

of salivary flow that parallels the gastric hunger contraction rhythm

(Wada, 1922). But surprisingly, Wada also found that men dream

more at the hunger contraction periods than during quiescence.

Motor activity during waking, as judged by a hand-dynamomotor,

showed that at hunger contraction periods the power of grip is greater

than at the quiescent or after-dinner periods. Hunger contractions

also correlated with scores on the Thorndike Intelligence Examina-

tion. These seminal studies on the relationship of activity to hunger

predate Kleitman’s concept of the BRAC. Wada recognized that

‘‘with the onset of hunger the sleeping baby awakes to feed,’’ and in

general, ‘‘when the eVort to satisfy hunger is thwarted, the whole

organism reacts to the situation, or thwarting agent, with such hyper-

tension of all organs and muscles and fibers that the excitement may

lead to various types of defensive behavior.’’ Therefore, Wada saw the

hunger mechanism as one of the most primitive, and as certainly a

central regulating aspect of physiology. This primitive rhythm and

mechanism is another way of viewing the BRAC: hunt and eat, then

rest. An important question is how is this homeostatic rhythm of

hunger coupled with those such as the secretion of pituitary hormones

and other ultradian rhythms.
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One study in 1980 showed that ‘‘in rats, lengths of cycles of

growth hormone (GH) secretion and of cycles of feeding are

3.6–4.0 h’’ and that they are phase coupled (Richter, 1980). Richter

also suggested that ‘‘these two cyclic phenomena may be manifesta-

tions of the same timing mechanism in the brain or they could

function entirely independently.’’ GH is known to be secreted pre-

dominantly during NREM sleep in humans (Parker and Rossman,

1973; Pawel et al., 1972). Even though GH secretion does not exhibit

an apparent rhythm during much of the 24-h cycle, this link with

NREM is an important clue to an association between hypothalamic

and cortical rhythms. Since pituitary rhythms vary with age, sex,

and species, this variance has complicated attempts to establish

relationships among the various rhythmic phenomena.

The first discovery of the pulsatile or episodic nature of pituitary

hormone secretion was in 1966 with the observation that discrete

pulses of cortisol secretion reflect rhythmic secretion of ACTH

(Weitzman et al., 1966). Early work also showed that the pituitary

hormones are secreted with an ultradian rhythm (Kripke, 1982; Van

Cauter and Honinckx, 1985) and that their secretion patterns are

related to REM and NREM sleep. Lutenizing hormone secretion is

positively coupled to REM sleep (Boyar et al., 1972a,b). Testosterone

secretion was found to be phase linked with cortisol secretion (Van

Cauter and Honinckx, 1985) providing evidence for synchroniza-

tion between the pituitary-adrenal and pituitary-gonadal axis.

Testosterone is also known to be secreted in phase with the ultradian

cycles of penile tumescent during sleep (Schiavi et al., 1977) that

coincide with REM sleep cycles (Karacan et al., 1972). Prolactin

secretion was found to increase during NREM periods (Parker et al.,

1974; Weitzman, 1976a,b). However, this finding was later refuted

(Van Cauter and Honinckx, 1985). In adult rats, the 3-h rhythms of

GH and corticosterone secretion are 180� out of phase, with GH

being secreted during NREM sleep (Kimura et al., 1985). These

phase relations between GH and corticosterone secretion are similar

to those found in adult humans (Takahashi et al., 1968). Plasma

parathyroid hormone and calcium levels are also related to sleep

stages (Kripke et al., 1978) so that peaks in parathyroid hormone
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secretion are significantly related to NREM sleep stages 3 and 4 while

elevated calcium levels are significantly related to REM sleep. Cross-

correlation analysis between ‘‘humoral endorphin,’’ an endogenous

opioid, and sleep stages confirmed a relationship with REM sleep

(Sarne et al., 1981).

One study of the secretion of corticotrophin-releasing factor (CRF),

the hypothalamic hormone that initiates and integrates the stress

response, revealed a diurnal rhythm in human males when sampled

with only four samples per day (Watabe et al., 1987). However, contin-

uous monitoring of CRF in the cerebrospinal fluid of adult male

monkeys by contrast produced profiles characteristic of an ultradian

rhythm (Kalin et al., 1987). And in an eVort to measure the temporal

release of CRF directly, one group of researchers established an in vitro

perifusion system using the isolated hypothalamus from the macaque

where perifusate samples were collected at 10-min intervals for 20 h

(Mershon et al., 1992). They found a very regular, pulsatile pattern of

hormone release with a pulse interval of 90þ 11 min. CRF, like other

hypothalamic-pituitary factors, thus appears to have variations in

levels of secretion that also exhibit ultradian rhythms of the ‘‘hourly’’

domain. Even though it is considered a ‘‘stress’’ peptide,CRF secretion

may also covary with locomotor activity under normal unstressed

conditions. Plasma levels of LH, for example, show a direct relation-

ship to rhythmic motor activity or the ultradian rest–activity cycle in

ovariectomized sheep (Rasmussen andMalven, 1981). Rats who have

lost their circadian rhythm due to lesions in the suprachiasmatic nuclei

show an ultradian phase-locked relationship between locomotor activ-

ity and plasma corticosterone (Watanabe and Hiroshige, 1981). Most

authors do not ascribe any particular significance to the ultradian

nature of pituitary hormone secretion, suggesting that the cause of

this rhythmic phenomenon is unknown. However, in light of the

available evidence, it is reasonable to propose that such rhythms help

modulate and reflect the coupling of the CNS with the ANS. This

coupling underlies the BRAC and the accompanying coupling

of psychological phenomena with rhythms of the hypothalamic-

pituitary-adrenal-gonadal axes. Interestingly, it has been shown in

men (but not women) that injections of LHRH prevent improvement
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in a spatial orientation task (right-hemisphere skill), but enhanced

performance on a fluency task (left-hemisphere skill) (Gordon et al.,

1986). The resulting increase in LH and correlated enhancement of

left-hemispheric skills is consistent with elevated LH during REM

sleep, also a correlate of an activated left hemisphere.

In addition to the earlier work (Wada, 1922) on the relationship of

stomach contractions to dreaming and body movement, there are

other studies showing that ‘‘REMperiods are related to a cyclicwaxing

and waning of instinctual drive activity mediated through the limbic

system,’’ particularly in eating behavior (Friedman and Fisher, 1967).

They report a statistically significant waking state oral activity cycle of

80–120 min based on the subject’s use of drink, food, and tobacco.

Another study of human ingestive activity shows a similar activity cycle

of about 90 min (Oswald et al., 1970). Although both studies show

considerable variability in the cycles, the range is similar to that of other

ultradian phenomena. Ultradian rhythms of gastric pH in humans

during night show a range of 1.07–5.5 h, clustering around 2–3 h

(Tarouini et al., 1986). A nocturnal study of gastric secretion in fasting

subjects, showed ‘‘a wide individual variation and a considerable

spontaneous variation of the gastric secretion in the same individual

from hour to hour and also from night to night’’ (Levin et al., 1948,

1950). In another study, gastric motility and pHwere recorded during

night sleep and showed a consistent pattern of motility decreasing and

acidity increasing in deep sleep relative to waking levels (Baust and

Rohrwasser, 1969). Motility was markedly enhanced during REM

sleep, but there was not a constant relation between the occurrence

of peristaltic waves and the outbursts of REMs. Others demonstrated

100-min cycles in gastricmotility during sleep and found onlyminimal

relations to REM periods (which may be due to the lack of adaptation

nights, and/or a nasogastric tube sometimes with or without a balloon)

(Lavie et al., 1978). They conclude, ‘‘since hunger and feeding beha-

viors may be weakly related to stomach contractions, it is still to be

determined if appetitive behaviors have any mechanism in common

with stageREM.’’ Also, periodic interdigestive secretion of the pancre-

as, liver, and stomach were found in canines with a peak interval of

100 min and a range of 80–130 min (Magee and Naruse, 1983).
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Others demonstrated an ultradian rhythm in human respiration

rates when looking for a correlate of the BRAC (Horne and

Whitehead, 1976). Most subjects showed a periodicity of 90 min

(�15). Oscillations in oxygen consumption in resting humans with

periods of 1–2 h, with changes in amplitudes of 7–20% of the mean,

have also been discovered (Bailey et al., 1973). They conclude ‘‘that

the oxygen consumption of men and women resting comfortably in

the postabsorptive state is not constant, but subject to cyclic varia-

tions.’’ Also, ‘‘We have no direct experimental or theoretical expla-

nation for cycles of 1–2 h. They may be examples of ‘hunting

reactions’ about a set point in the control system for body tempera-

ture.’’ Aspects of the BRAC have been studied in rats where an

ultradian rhythm in body temperature was found that is coupled to

the rhythms of locomotor activity (Honma and Honma, 1985).

They state ‘‘Generally, a locomotor burst preceded a rise in abdom-

inal temperature, but occasionally the rise in body temperature

preceded the burst of locomotor activity. This reversed pattern

seems to preclude the possibility that there is a causal relationship

between the two parameters.’’ Therefore, it is likely that these

relations are centrally mediated and are two ways of measuring a

more general phenomenon. In a study of lateralized relations of

handgrip strength and body temperature in 48 male subjects (testing

only at four to five times per day, intervals which are not adequate to

elicit ultradian periods), researchers found a circadian period in oral

temperature in humans that was correlated with the grip strength

of the dominant hand, but not with the nondominant hand

(Reinberg et al., 1988). They conclude ‘‘Thus, circadian rhythms

in oral temperature and dominant handgrip strength may be driven

by the same oscillator while that of the non-dominant hand may be

governed by a diVerent one. . . . A coherent body of indirect evidence

thus emerges supporting the idea that circadian oscillators may well

be located in the human brain cortex and not only (or mainly) in the

archaic brain as has been shown in animal rodent models.’’ This

suggests that the active phase of the BRAC in humans correlates with

left cerebral hemisphere dominance. Other results on sleep and

hemisphericity are presented (see Section II.B.1 and II.B.2).
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Taken together, the available evidence suggests that the ultradian

rhythms of the BRAC, eating-oral-gastric rhythms, pituitary

rhythms, sleep stages, and other cerebral rhythms have a central

common regulator. This conclusion helps to reshape how we think

about the cerebral-hypothalamic-pituitary-adrenal-gonadal axes

and the role that this CNS–ANS rhythm, modulated by the hypo-

thalamus, plays in the regulation of psychophysiological states.

1. Ultradian Rhythms in Arousal, Performance, and Behavior

The discovery of the REM and NREM sleep cycle has inspired

many studies looking for the waking correlates of the sleep rhythm.

While this topic is not reviewed here in any depth due to the large

number of studies over the years, I will only discuss a few represen-

tative papers to provide a chronobiological perspective on arousal,

performance, and behavior. These rhythmic phenomena are likely

to reflect the waking rhythm of alternating cerebral hemispheric

activity.

First it is important to note that the REM–NREM cycle duration

is species-specific and dependent on age, body size, and metabolism.

The REM–NREM sleep cycle is typically and perhaps confusingly

been called ‘‘the 90-min rhythm’’ as if it were without significant

variability. The cycle length of REM and NREM sleep in humans

has been reviewed (Kobayashi et al., 1985). The range in one study is

38–170 min in young adults (mean age 23 years) and in another 31–

171 min (mean age 22 years), and between 27 and 138 min in older

subjects (mean age 58 years). They state that cycles greater than

140 min in young adults are composed of very long NREM stage 4

sleep, which usually occurs as the first NREM event. In addition, it is

important to note that NREM periods are much longer and REM

periods shorter at the beginning of the night. And thenNREMperiods

almost disappear and REM periods increase in length as the night

progresses. This same group also studied ultradian components of

daytime arousal in nine subjects between 11:00 a.m. and 7:30 p.m.

by administering the multiple sleep latency tests every 20 min an

objective index of sleepiness (Tsuji and Kobayashi, 1988). They

also analyzed long-duration wideband EEG by using principal
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components analysis (PCA) constructed from the percentage-power

values of 16 frequency bands (2–18 Hz) to extract the features of

ultradian rhythmicities. They state:

The diurnal rhythm of the arousal EEG was made up of 2 ultradian

components with periods of about 100 min and 3–8 h. The shorter

component is thought to represent the oscillation of vigilance level

between mental ‘‘rest’’ and ‘‘activity’’ states in the BRAC. The longer

component is thought to represent variations in levels of consciousness

between ‘‘wakefulness’’ and ‘‘drowsiness’’ states. Our interpretation of the

data suggests that the shorter component is superimposed upon the longer

one, and that the specific arousal state involved in the shorter ultradian

rhythmicity changes to another state at around the ‘‘breaking point’’ in

mid-afternoon (Tsuji and Kobayashi, 1988).

They also found a significant correlation and visually convincing

relationship between the multiple sleep latency tests and the PCA in

five of nine subjects. In the subjects that did not show a tight

coupling, they note these subjects did not show any cyclical change

in their multiple sleep latency tests.

One group studied ultradians of performance in 25 subjects

(16 males and 9 females) aged 18–27 using the Rosvold-Mirsky

Continuous Performance Test (12 letters are flashed in sequence

and every time A–K appears a lever press response is required)

(Globus et al., 1971). The data from 19 usuable 6-h records indicate

a broadband around 100 min (range 21.7–266.7 min).

In a study of heart rate and the performance of a complex

vigilance task (monitoring of three panel meters with scored

responses), one group planned to observe 11 young male adults for

48 h or until they felt they could no longer continue (Orr et al.,

1974). All subjects completed at least 21 h and two went to 44 h.

The data were subjected to complex demodulation to determine

the characteristics and presence of a period in the range of 90 min.

The primary finding in 75% of the analyses was a marked increase

in the amplitude of the 90-min rhythm in both heart rate and

performance measures.

The social and solitary behavior of four pairs of subadult to adult

male monkeys was observed for 8.5 h (Maxim et al., 1976). The social
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activity occurred at a regular rate for a given pair but diVered among

pairs. The youngest pair had a rhythm of 40–45 min, the twomiddle

pairs showed cycle lengths of 65 and 85–90 min, and the oldest pair

had a cycle of 125 min for interactive versus solitary behavior. The

solitary activities of ingestion, self-grooming, exploration, and loco-

motion all had periodicities of 40–45, 85–95, 125–140, and

155–170 min in length.

One of the pioneers of ultradian rhythms studied alertness by

measuring pupillary motility, size, and light reflexes every 15 min for

10 h in eight young adults and found a 75–120 min rhythm in pupil-

lary motility that was out of phase with the diameter and light reflex

response (Lavie, 1979). He concludes, these rhythms ‘‘reflect underly-

ing rhythms in CNS arousal that also modulate perceptual, cognitive,

and EEG processes, a conclusion which supports Kleitman’s BRAC

model.’’

Ten years later, due to the confusion in the field of ultradian

rhythm research over the exact ‘‘periodicity,’’ he addresses the

variability in ultradian rhythms of arousal and how they can be

easily masked (Lavie, 1989). Lavie states ‘‘The ultradian cycles in

arousal are of relatively low amplitude compared with the large

changes in the state of the brain associated with the sleep–wake

circadian cycles. The ultradian cycles are unstable and frequently

cannot be detected without sophisticated mathematical and statisti-

cal techniques. Furthermore, attempts to explain their origin relied

on a single hypothesis (Kleitman’s BRAC model) which appeared to

be too ambiguous and parsimonious.’’ He further elaborates on the

diYculties of linking the REM–NREM cycle with waking rhythms

of arousal due to masking and the variability of the morning (1.5 h)

and afternoon (2.5–3 h) arousal rhythms.

2. A Neural Matrix for Coupling Mind and Metabolism

Earlier I described how the lateralized rhythms of the ANS and

the regulatory role of the hypothalamus aVect the lateralized CNS

rhythms. This relationship provides compelling evidence that the

ANS via its sympathetic, parasympathetic, and enteric branches acts

as a ‘‘neural matrix for coupling states of mind and metabolism’’
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(ShannahoV-Khalsa, 1991b). States of lateralized cerebral activa-

tion, whether during waking or sleep, are clearly rhythmic and have

a direct relation to other important physiological and psychological

phenomena, and without exception the BRAC. Looking at these

individual ultradian rhythms, without being aware of the

generalized rhythm of the ANS–CNS as the integrating phenome-

non, evokes the tale of the blind men and the elephant. As a single

physical phenomenon, the nasal cycle as a marker of ANS activity,

allows us to assess other ultradian ANS-dependent phenomena,

since the nasal cycle can be easily and noninvasively measured

and apparently provides direct access for the assessment of other

ANS–CNS phenomena. In this way, the nasal cycle becomes a

marker of state.

Besides the humoral eVects of the nervous system on the immune

system, the ANS serves as neural matrix for regulation of the

immune system. It has been shown that the ANS innervates virtually

all lymphoid tissues (Bulloch, 1985). For example, the thymus, a

dual-lobed organ, receives independent innervation from sympa-

thetic and parasympathetic nerves for each lobe. Therefore, in light

of the lateralized rhythms of the ANS, it is possible that the functions of

the two thymic lobes are rhythmic, one being active while the other is

resting and regenerating as is the case with the kidneys (Beickert, 1951)

and the adrenals (Benton and Yates, 1990). An important question is

whether the two thymic lobes are identical in their functions. Do the

functions of one lobe and its immune parameters correlate with one

mode of cerebral intelligence and its respective neuroendocrine state,

etc.? Thymic hormones are known to have an influence on the

hypothalamic-pituitary axis (Hall and Goldstein, 1983). There are

also connections in the other direction. Bilateral electrolytic lesions in

the anterior hypothalamus influence an animal’s immune potential,

causing amarked decrease in the number of nucleated spleen cells and

thymocytes as compared to normal animals or frontal cortex lesioned

animals (Roszman et al., 1985).Also, bilateral lesionsproduced ineither

the anterior or posterior basal hypothalamus of guinea pigs have

diVerential eVects, where anterior lesions result in protection to ana-

phylactic shock, compared to posterior lesions or sham-operated
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controls (Macris et al., 1970). If the two thymic lobes are dissimilar, it

may be that diVerent pituitary hormones help facilitate one lobe of

thymic function over the other.

The evidence reviewed here also suggests that there are lateralized

ultradian rhythms of the lymph nodes and bone marrow activity on

the two sides of the body, and that certain spleen functions may also

correlate with diVerent modes of cerebral intelligence. Therefore,

‘‘the ANS is also a neural matrix for coupling mind and immunity’’

(ShannahoV-Khalsa, 1991b). Various studies indicate that lateralized

cerebral states may correlate with lateralized expression in the im-

mune system. Bereavement, depression, and stress, for example, all

aVect immunity (Stein, 1985). It has also been shown in mice that

lesions of the left frontoparietal cortex lead to depression of T lym-

phocyte functions while lesions of the right cortex augment T cell

functions (Renoux et al., 1983). Others find the same results with Tcell

functions (Neveu et al., 1986), and that mitogenesis of B cells induced

by lipopolysaccarides was modified by cortical lesions in the same way

as T cells. They found that left-lesioned animals showed B cell

proliferation decreased by 60% compared to controls, whereas

right-lesioned animals showed B cell mitogenesis enhanced by

120% as compared to controls. The results for B cells were not

found by Renoux et al., who used pokeweed as a mitogen instead of

lipopolysaccarides.

Studies of depression in humans show greater right cerebral

dysfunction by EEG (Flor-Henry, 1987). This result, in the light of

the animal cortex lesion studies, may help explain how immunity is

suppressed by abnormal right-hemispheric activities in humans.

Studies of hemispheric laterality and immune function have shown

that left-handedness is associated with increased risk of autoimmune

disease (Marx, 1982). Our understanding of psychoneuroimmunol-

ogy may be increased by considering how the ANS acts as the neural

matrix for coupling mind and immunity, especially with regard to

lateralized rhythms. If we constantly shift between two separate

modes of intelligence, modes of consciousness, or psychophysiologi-

cal states, we may find that this rhythm is coupled to rhythms of

T cell activity and other immune factors such as cytokine secretion.
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Rhythms of immune function are an important but overlooked area

both in immunology and chronobiology. However, we do know that

there are ultradian rhythms in cytokines that have near identical

chronobiological features with all the other ultradian phenomena so

far discussed (Bouayad-Amine et al., 1993).

Laterality also plays an important role in the neuroendocrine

system which has many significant functional asymmetries that are

manifested in gonadal control, thyroid control, diVerential prolactin
responses to right- and left-sided mastectomies in mice, diVerential
grooming responses to right- and left-sided vagotomy in mice, and

mortality rates after unilateral brain lesions in mice; for review see

Gerendai (1984, 1986), Gerendai and Halasz (1997). And clearly, all

glands in the body have a dual representation or have two indepen-

dently innervated lobes. This suggests that each side may play a

diVerent role in the BRAC, if not only one where one gland or lobe

rests while the other secretes at greater levels.

Since sudden cardiac death is the leading cause of death in the

industrialized world, it captures the attention of anyone interested in

stress since the pathophysiological mechanisms of the phenomenon

are rather mysterious and poorly understood. Although we know

death is triggered by an abnormal electrical event to the heart that

leads to ventricular tachycardia. This is supported by the fact that

strong emotions play a primary role in sudden cardiac death, where

they first aVect the CNS which then aVects the ANS causing ven-

tricular fibrillation. Recently, one group showed an interesting result

that has direct bearing on stress and lateralized brain stem mechan-

isms related to sudden cardiac death. They comment ‘‘From a

cardiological perspective, the likelihood of arrhythmia is strongly

associated with abnormalities in electrical repolarization (recovery)

of the heart muscle after each contraction. Inhomogeneous and

asymmetric repolarization, reflected in ECG T-wave abnormalities,

is associated with a greatly increased risk of arrhythmia, that is a

proarrhythmic state’’ (Critchley et al., 2005). They studied the

potential brain mechanisms by which stress can induce cardiac

arrhythmia through eVerent autonomic drive using 10 typical car-

diac outpatients. They used H2O
15 PET and ECG during mental
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and physical stress challenges and compared against control condi-

tions. They state:

Proarrhythmic changes in the heart were quantified from two ECG-

derived measures of repolarization inhomogeneity and were related to

changes in magnitude and lateralization of regional brain activity reflected

in regional cerebral blood flow. Across the patient group, we observed a

robust positive relationship between right-lateralized asymmetry in mid-

brain activity and proarrhythmic abnormalities of cardiac repolarization

(apparent in two independent ECG measures) during stress. This associa-

tion between stress-induced lateralization of midbrain activity and en-

hanced arrhythmic vulnerability provides empirical support for a putative

mechanism for stress-induced sudden death, wherein lateralization of

central autonomic drive during stress results in imbalanced activity in

right and left cardiac sympathetic nerves. A right-left asymmetry in

sympathetic drive across the surface of the heart disrupts the electrophysi-

ological homogeneity of ventricular repolarization, predisposing to

arrhythmia (Critchley et al., 2005).

Interestingly, an earlier study employed a yogic breathing technique

that is supposedly useful for helping to prevent and eliminate sudden

cardiac death that would originate through abnormal electrical

events to the heart. We showed a result that suggests the possibility

of resetting the cardiopulmonary brain stem pacemaker that is likely

to be implicated in the abnormal stress-related eVects on the heart

(ShannahoV-Khalsa et al., 2004). This brain stem cardiopulmonary

pacemaker is likely the same brain center that shows a lateral

imbalance that is induced by stress (Critchley et al., 2005).

A number of studies show that the ANS input to the heart is

lateralized, with control of heart rate being more aVected by the right
sympathetic system, and heart rhythm or arrhythomogenesis being

more aVected by the left (Natelson, 1985). Laterality also exists in

parasympathetically induced arrhythmias, with left vagus stimulation

producing anA–Vblock via the atrioventricular node, and right vagus

stimulation producing sinus arrest via the sinoatrial node. It appears

therefore that activation or interference with specific sites in either

the CNS or ANS may selectively aVect heart rate and rhythm

(Natelson, 1985). For further discussion on the diVerential and later-

alized ANS influences and eVects of selective unilateral activation of
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the left and right stellate ganglion and vagus nerves on the heart, see

Section V.

3. A Pendulum of ANS–CNS Activities and Homeostasis:

A New Paradigm for Stress and Disease

Knowledge of a pendulum-like activity of alternating lateral

dominance in autonomic and CNS activity provides a new ap-

proach and perspective for the study of stress and stress mechanisms.

The concept of a pendulum implies movement not within a single

homeostatic state, but a continuous alternation between two polar

states for both mind and metabolism. The lateralized rhythm of

ANS–CNS activity is an integrative temporal and structural para-

digm. This pendulum-like activity is the key to understanding how

many apparently independent physiological and psychological phe-

nomena are in fact coupled together. The pendulum of autonomic

activity sets the frequency at which various activities are entrained

and the autonomic fibers are the regulating circuitry. Stress may

thus be defined by how long or how frequently a particular position

of the pendulum is maintained. Too much left brain activity and

right sympathetic dominance may indeed be what we normally

think of as stress or ‘‘overwork and overactivity.’’ It is easy to

envision both acute swings and prolonged shifts toward one position

of this pendulum, where either can lead to a disequilibrium or

imbalance in system–system interactions.

As discussed earlier, the terms ergotrophic and trophotropic were

coined by Hess to describe ANS functions. Again, ergotrophic reac-

tions are coupled with energy expenditure and an endophylactic–

trophotropic system provides for protection and restitution (Hess,

1954). These concepts have also been discussed at length in discourses

on ANS-somatic integration (Gellhorn, 1967). The key concept here is

the antagonistic relationship of the sympathetic and parasympathetic

systems in maintaining these two polar states.

Left nostril/right brain dominance, or left sympathetic/right para-

sympathectic dominance, is unlikely to underlay the fight-or-flight

response as it appears to represent the resting state of a generalized

increase of parasympathetic tone which is antithetical to the stress

INTERNATIONAL REVIEW OF NEUROBIOLOGY 119



response. It is also likely that peaks of immune function, regenera-

tion, and healing occur during the increased parasympathetic

state that appears to correlate with right brain/left nostril-dominant

states as judged by the coupling of cerebral rhythms, sleep stages, and

the BRAC. It may also be that dramatic increases in CRF release are

coupled to right nostril/left brain dominance during the fight-or-

flight response, as the apparent ultradian rhythms of CRF are likely

to have their peaks during the active phase of the BRAC.

Certain observations in two case studies of multiple personality

disorder (MPD), or as now referred to as dissociative identity disor-

der, are suggestive of this lateralized ANS relationship. In 1955, a

physician reported significant lateralized findings during a neuro-

logical examination of two diVerent patients with similar personality

traits where each patient had two diametrically opposed personality

types (Ischlondsky, 1955):

One was an impulsive, irresponsible, mischevious and vindictive personality,

full of rebellion against authority and of hate towards the people around her,

the patient in this phase was extremely aggressive, using abusive language

and scaring other patients with lurid tales of state hospitals, sex relations, etc.,

in the opposed behavioral pattern to which the first personality would

suddenly switch, the patient appeared dependent, submissive, shy, self-

eVacing, aVectionate, and obedient. In a very timid way she expressed

friendliness, sought aVection, acceptance, and approval from the same

personnel she had reviled and abused. There was no trace left of any

inappropriate word or expression, no manifestation of hostility to her sur-

roundings, and not the slightest reference to sex. In fact, any sex thought or

word would induce in her extreme fears of perdition, feelings of guilt and

anxiety, depression, and shame (Ischlondsky, 1955).

In each of these two opposed mental states there was amnesia to the

other, which is characteristic of this disorder. A strong stimulus was

capable of evoking the antipode of the existing mental condition:

During the aggressive or active phase (emphasis added) of the patient’s behav-

ior examination revealed that the left and right sides of her body

responded diVerently to sensory stimulus: while the right side was hypo-

sensitive the left side displayed hyper-sensitivity. Thus vision and hearing

were unclear and far away on the right side but very clear and close on the

left side. Her response to touch and pain showed a high threshold on the
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right, and a low threshold on the left side. Characteristically, with regard

to the olfactory sense the patient in this mental state manifested a diamet-

rically opposed attitude: she was hyper-sensitive to smell on the right side

and her right nostril was clear, while on the left side her sense of smell was

absent and the nostril congested and closed (emphasis added). With regard to

the other neurological signs such as the size of pupils, reflexes, salivation,

sweating, there was a similar diVerence in the response of the two sides of

the body: the aggressive personality type displayed on the right side, a

small pupil, a hypo-secretion of saliva, absence of sweating on sole and

palm and lack of abdominal reflexes, while on the left side there was a large

pupil, hypersecretion of saliva, very strong sweating on palm and sole and

extremely strong abdominal reflexes. (It is diYcult to account for the

observation of pupil size etc. being inconsistent with nasal congestion and

pain sensitivity.) And just as fast as the psyche switched to the shy, passive, and

permissive personality (emphasis added) all neurological manifestations also

switched to reverse dominance, where the olfactory sense proved now to be

very sharp on the left side while completely absent and with nostril congested

and closed on the right side (emphasis added) (Ischlondsky, 1955).

These extraordinary case studies showing that lateralized ANS phe-

nomena switch instantaneously with the psyche in two patients also

suggest that right nostril dominance or sympathetic dominance on

the right side of the body correlates with the active phase of the

BRAC and the fight-or-flight response pattern.

Other examples of laterality and the neurology of emotion and

psychological profiles have been reviewed (Bear, 1983). Bear states that

the patient with right-hemisphere damage may be severely impaired

by unconcern, unrealistic assessment of emotional priorities, and fail-

ures in emotional communicationwhile left-hemisphere damagemore

often results in aphasia. Others compared left versus right temporal

lobe epileptics showing that right-hemisphere foci produce an impul-

sive aggressive pattern compared with a controlled reflective profile of

those with left-hemisphere foci (McIntyre et al., 1976). This finding is

further supported by studies in humans with one hemisphere anesthe-

tized by barbiturates. Left-hemisphere anesthesia usually produces a

depressive-catastrophic reaction while a euphoric-maniacal reaction

occurs when the right hemisphere is anesthetized (Rossi and Rosadini,

1967). In summary, it seems that left brain function produces an active

or aggressive state if not checked by normal right brain activity and
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vice versa.This pendulumof cerebral activity provides a simple view of

how stressmay arise in the nervous system.Certainly the fight-or-flight

status is an extreme swing to the left brain. An ‘‘active state’’ coincident

withwork-related stressmayalternatewith a passive-depressive state in

which the right brain mode dominates and causes diVerent physical
sequelae.Onepersonality in theMPDpatients represented completely

passive, receptive victims in a state of helplessness. The neurology of

this adaptive mechanism represents an interesting trait from an evolu-

tionary perspective. It may be that this passive state has its correlate in

other species that react by playing dead in certain situations in which

escape or attack seems impossible, and a similar shift in physiology

occurs exhibiting extremes of the resting mode of the BRAC.

These rhythmic pendulum shifts in ANS–CNS activity present a

novel concept for studying disease that now provides us with novel

ways of conceiving how stress as a relational factor may precipitate a

wide range of events and disorders that may include brain stem-

based imbalances leading to sudden cardiac death, potential imbal-

ances in the regulation of the immune system, and potential

abnormalities in the neuroendocrine system. These imbalances, or

states of disequilibrium, may thus eventually lead to, or represent,

a cascade of other eVects on the various systems of the body that

under normal unstressed conditions will otherwise help us to

maintain a state of health and equilibrium.

III. Implications of Lateralized Rhythms for Adaptation and Homeostasis

Adaptation is defined here as the adjustment of the organism to

environmental conditions. The only certainty in nature is change,

and survival of the fittest implies the ability to adapt to change when

necessary. This requires both skill and flexibility. The lateralized

rhythms of the CNS and ANS may be one of the clearest examples

of how higher vertebrates have developed the flexibility to adapt to

change. These rhythms are an economic means of organizing the

temporal and structural elements of biological systems for both
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adaptation and the maintenance of ‘‘homeostasis.’’ In any living

system it is not possible to maximize all ‘‘housekeeping’’ functions

simultaneously, just as the ergotrophic and trophotropic states can-

not coexist. The lateralized specialization of the cerebral cortex

makes it possible to have two diverse repertoires of mental skills to

provide solutions to problems. The cerebral rhythm, in part, creates

the opportunity to cope with changes by alternating between two

views or skill sets for dealing with reality. In addition, when emer-

gency situations exist, survival is increased by maximizing a mental

and metabolic relationship that has evolved to cope best with a

threat. The lateralized switching in the MPD patients is an excellent

example of the neurology of this adaptive mechanism. However, the

switching between these two states in the MPD patients are extreme

examples in shifts of the pendulum. Although the fight-or-flight

mechanism is a well-studied example of adaptive mechanisms,

the example of adaptation by the passive mode in the subjects

with MPD is also important. The apparent right-brain left-sided

sympathetic dominant mode is the polarity of the fight-or-flight

state. This passive state may have its correlate in other species

which ‘‘play dead’’ in certain situations to avoid attack. It may be

that humans become more prone to depression (a right cerebral

disorder, see Section IV.B) when they are forced to accomodate a

passive state for prolonged periods or are forced to cope with

situations where they have no control and the outward fight-or-

flight response is not an option. Any environmental condition

which demands the overuse of one cerebral state may in the long

run have a negative impact both psychologically and physiological-

ly, since imbalanced metabolic shifts may occur. As discussed

above, this time inequality in lateralized activities may be a primary

determinant of disease.

The relationship of lateralized neural rhythms to the BRAC sug-

gests that the right side of the bodywould undergo greater sympathetic

activity during the active phase of the BRAC. In his famous work on

the general adaptation syndrome, Selye (1946) showed that stress is

also marked by adrenal enlargement. Therefore, it is likely that the

right adrenal glandmaybe somewhat larger than the left due to greater
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use. In fact, two researchers studied the right and left adrenal activities

in resting dogs and observed not only ‘‘90-min’’ ultradian rhythms in

adrenal blood flow that diVered on the two sides, but also that the right
adrenal gland averaged 1.8 g in weight and the left adrenal gland

averaged 1.3 g, a statistically significant diVerence (Benton and Yates,

1990). This is either a developmental and perhaps necessary diVerence
in size or the hypothesis that more work (stress) yields a larger gland

could account for this diVerence. In humans the right suprarenal

vein drains into the inferior vena cava while the left side empties

into the renal vein. This anatomical arrangement indicates that right

adrenal activity may have quicker metabolic impact due to its more

direct influence on circulation. Not only is the right adrenal gland

larger, but the right lung is also larger. Developmentally, it may be

more important to have the larger lung on the right side as enhanced

sympathetic activity in the lung induces vasodialation in contrast

to vasoconstriction in most other tissues. This would provide for

greater blood gas exchange during the active phase of the BRAC.

Classically it is reasoned that the left lung is smaller to accomodate for

the position of the heart. These relations reflect nature’s economic

considerations.

Selye described stress-induced diseases or ‘‘diseases of adaptation’’

(ulcers, hypertension, cardiac infarct, psychiatric disturbances, im-

mune diseases) to in part come from an excess of corticoids and

catecholamines (Selye, 1946). He also saw this as an imbalance in the

proportion of the prophlogistic and antiphlogistic hormones secreted

from the adrenals. In Selye’s thesis the prophlogistic corticoids stimu-

late the proliferative ability and reactivity of connective tissue, thus

inhancing their ‘‘inflammatory potential’’ while the antiphlogistic cor-

ticoids apparently depress the ‘‘inflammatory potential.’’ Selye also

recognized that changes in the activity of theANSplayed an important

role in diverse stress-induced diseases. He and others called this a

‘‘vegetative total reorientation’’ which is in essence a modification of

the relative predominance of sympathetic or parasympathetic nervous

impulses. Selye’s ‘‘diseases of adaptation’’may also be accounted for by

an imbalance in the lateralized neural rhythms that organize the

BRAC.Greater right-sided sympathetic tone correlates with the active
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phase of the BRAC and in general a greater sympathetic state of

arousal, or the ergotrophic energy expenditure state.

An interesting study of how lateralized changes in hypothalamic

activity occur under stress adaptation comes from some interesting

work by the Russians (Bakalkin et al., 1984). Their study shows an

asymmetrical LHRH distribution in the rat under normal condi-

tions. Wistar rats exhibit higher LHRH content in the right hypo-

thalamus and albino rats exhibit higher LHRH content on the left.

They state that LHRH content changes from side to side over a 24-h

period and that unilateral castration or cold stress leads to a shift in

the LHRH distribution in the hypothalamus (Bakalkin et al., 1984).

This may be one example of how lateralized changes in metabolism

accomodate changes in the environment.

While Selye’s theory of stress is an attempt to relate the whole

individual to organ systems, he emphasized the adrenal cortex as a

major organizer of nonspecific adaptive responses to environmental

demands (Selye, 1950a,b,c; Selye and Fortier, 1950). Responses to

stress include both the active and passive styles of avoidance and

while both may tax the adrenal system, perhaps to diVerent degrees,
it is clear there are individual diVerences in these two styles in the

behavioral, physiological, and endocrine changes that occur in

response to stressors in the environment (Bohus et al., 1987). Despite

extensive stress research, one group states ‘‘the problem still remains

to link directly the macro- and microworld,’’ and that ‘‘Stress,

hormonal states and adaptation (in its broadest sense) need to be

fitted into one concept’’ (Bohus et al., 1987). The lateralized rhythms

of the CNS and ANS provide a more integrated view of the ‘‘whole

individual.’’ This view is that of a balance between two polar states

of mind and metabolism in a continuous rhythm to meet the

biological needs of the organism. How stress aVects the mind–

body would now include a consideration of how this pendulum of

ANS–CNS activity can be aVected by the environment. And as

stated earlier, it is likely that this pendulum is generated by an

endogenous oscillator system within the hypothalamus that reflects

patterns of neural excitation and inhibition organized during devel-

opment where there is a metabolic gradient of activity operating in
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a clocklike fashion through the four major zones of the hypothala-

mus (right and left anterior regions and right and left posterior

regions). The shifting and relative activities of the diVerent hypotha-
lamic nuclei adjust to meet the shifting needs and patterns of

external activity for the organism. The neural circuitry of the hypo-

thalamus thus appears to compensate for a range of environmental

stressors. It is possible that diVerent regions within the hypothala-

mus are more frequently activated than others in some daily rou-

tines and with specific forms of stress. While this theory does not

deny the innate neural relations that have evolved between the

hypothalamus and other structures, it emphasizes the frequency of

routines where the firing of nerve patterns for certain functions

becomes preferred. Stress may therefore be defined as an event

that attempts to shift established patterns; while in addition, certain

patterns are probably more conducive to a balanced pendulum.

Given this view of neural systems, that support the lateralized

rhythms of mind and body, it may be easier to understand how

laterality plays an important role in states of health and disease.

IV. Implications of Lateralized Rhythms for Psychopathology

During the decades of the 1960s, 1970s, and 1980s, pioneering

studies on the basic fundamentals of laterality in brain function in

normals and states of psychopathology led to fascinating insights.

The first of these studies was the Nobel Prize winning work of Sperry

and colleagues with split–brain patients that gave us unique insight

to the diVerent modes of intelligence and personality dependent

factors in the left and right hemispheres (Gazzaniga et al., 1962;

Sperry, 1964). The first studies in the domain of the psychopathol-

ogies was the work that showed that left temporal lobe epilepsy is

associated with increased risk of schizophrenia-like psychosis while

right temporal lobe epilepsy is associated with aVective psychoses

(Flor-Henry, 1969a,b). Flor-Henry later suggested that the various

forms of psychopathology reflect ‘‘bilateral but asymmetrical
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disturbances in hemispheric function’’ where ‘‘cerebral disorganiza-

tion is least severe in the neurotic forms of depression, increasing in

the psychotic depressions, more with manias, and maximal disorga-

nization in schizophrenia. The overlapping nature of the psychotic

symptoms in these disorders argues against strick independent cate-

gories of disease states, but more for dimensions of disorder’’

(Flor-Henry, 1987). The pioneering work of Flor-Henry and others

led to an understanding of three key principles of interaction that

underlay double-brain systems: (1) intrahemispheric activation,

(2) interhemispheric coupling, and (3) contralateral inhibition.

Flor-Henry concludes that the ‘‘Functional disturbance of one or

more of these fundamental elements of neurophysiological organi-

zation has been demonstrated in all the psychopathological

syndromes investigated’’ and ‘‘It is important to note that an abnor-

mal pattern of lateralized hemispheric state can arise either

because of ipsilateral activation or through a reduction or loss of

normally stabilizing contralateral inhibition’’ (Flor-Henry, 1987).

All three aspects of double-brain interaction would be profoundly

aVected by rhythms of alternating cerebral hemispheric activity.

Undoubtedly, the temporal expression of symptoms with the

cerebral psychopathologies is dominated by this ultradian rhythm.

Bear concludes in his review of lateralization of psychological

profiles and the neurology of emotion that ‘‘the patient with right-

hemisphere damage may be severely impaired by unconcern, unre-

alistic assessment of emotional priorities, and failures in emotional

communication, while left-hemisphere damage more often results in

aphasia’’ (Bear, 1983). One group compared left versus right tem-

poral lobe epileptics showing that right-hemisphere foci produce an

‘‘impulsive’’ aggressive pattern compared with a controlled ‘‘reflec-

tive’’ profile of those with left-hemisphere foci (McIntyre et al., 1976).

As described earlier, this finding is further supported by studies in

humans where one hemisphere is anesthetized by barbiturates. Left-

hemisphere anesthesia usually produces a ‘‘depressive-catastrophic’’

reaction while a ‘‘euphoric-maniacal’’ reaction occurs when the

right hemisphere is anesthetized (Rossi and Rosadini, 1967).
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In general, it seems that left brain function produces an active or

aggressive state if not checked by the contralateral inhibition of

normal right brain activity and vice versa. The endogenous oscilla-

tor which governs the pendulum of cerebral rhythms provides a

simple concept for understanding what may be one of the most

important elements of the dynamics of cerebral psychopathology.

The double-brain system is analogous to two separate, diVerent,
and interlocked computers in a rhythmic relationship that yields a

complementary and supplementary interaction swinging between

two separate modes of intelligence. It seems that the pathological

character of each ‘‘cognitive program’’ can vary somewhat inde-

pendently. In 1987, Flor-Henry concluded ‘‘that suYcient evidence

exists to show that personality dimensions are dependent on hemi-

spheric organization’’ . . . and . . . ‘‘Obsessional personality is asso-

ciated with relative activation of the left hemisphere, hysterical

personality with relative activation of the right hemisphere. Schizoid

introversion is related to dominant temporal lobectomy (i.e., to

right-hemisphere preponderance); extraversion to nondominant

lobectomy (i.e., to left-hemisphere preponderance).’’ With these

findings it is not diYcult to view how rhythms of the two brains

that manifest with alternating cognitive content and complementary

personalities may or may not lead to a cooperative and eVective
working relationship. Most chronobiological studies of the major

psychopathologies have been primarily limited to the aVective dis-

orders, and with the circadian and infradian rhythms (Halaris,

1987). A major drawback to these studies is that of the infrequent

sampling of the parameters which leaves the ultradian periodicity

(1–4 h range), perhaps the most interesting rhythm, as an over-

looked phenomenon. A major exception to this lack of interest in

the ultradians is the early study of the REM–NREM sleep rhythm

in depression. One interesting result here is with the study of

cortisol secretion in normals and patients with endogenous depres-

sion that shows a slowing of the frequency from 8.8 episodes per 24 h

to 6.5 in the patient group (Halbreich, 1987). This may reflect an

inequality or an abnormality in the dynamics of this cerebral

pendulum.
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In a later study on depression and ultradians, one group sought

to assess the quantity and quality of mood variation in depressed

patients where they compared mood variation in a group of nine

depressed patients and a group of nine nondepressed subjects over

12 consecutive hours from 8 a.m. to 8 p.m. (Hall et al., 1991). ‘‘The

depressed group demonstrated greater mood score variability over

the course of the day. Both groups demonstrated ultradian cycles

and circadian trends; however, the depressed group demonstrated

ultradian cycles of significantly greater amplitude than the nonde-

pressed group’’ (Hall et al., 1991). Although the diVerences were not
significant, the periodicity for the depressed patients had a mean ¼
4.7 h, and the normals had a mean ¼ 5.3 h. However, two patients

had 3-h rhythms where the mood variability was much greater than

the amplitude of the circadian component. They conclude, in part,

‘‘the mechanism of depressive disorders may include a deregulation

of a normal oscillatory mood variation pattern.’’ Clearly, larger

groups of patients and normal subjects need to be studied, not

only with depression, but with all forms of psychopathology. We

may find significant variations in the chronicity of mood and related

mental correlates, including symptom severity with the various

psychopathologies when compared to normal healthy subjects.

While one study did assess patterns of mood regulation among

patients with major depression, patients with borderline personality

disorder, patients with premenstrual syndrome (PMS), and normal

subjects, their assessment only included one morning and one evening

rating (Cowdry et al., 1991). They measured the mean and standard

deviation of morning and evening ratings over 14 days of mood self-

ratings with 10 patients with major depression, 16 with borderline

personality disorder, 15 with PMS, and 24 normals. They also

measured the mean absolute change in mood from one day to the

next, and the change from morning to evening was also determined.

They found that:

the four groups diVered significantly on every measure of mood and mood

variability except diurnal variation. As expected, the group with major

depression had the lowest global ratings and a low degree of variability.

The group with borderline personality disorder was less depressed than
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the group with major depression and showed a high degree of mood

variability. Autocorrelation analysis suggested that mood ratings in bor-

derline personality disorder vary randomly from one day to the next. The

mood variability over the 14 days of the patients with PMS was signifi-

cantly greater than that of normal subjects (Cowdry et al., 1991).

They concluded ‘‘Mood disorders diVer not only in the degree of

abnormal mood but also in the pattern of mood variability, suggest-

ing that mechanisms regulating mood stability may diVer from those

regulating overall mood states.’’ The chronobiology and temporal

nature of psychiatric disorders is a neglected topic, and in part,

perhaps because the ultradian phenomenon of alternating cerebral

hemispheric activation has received little overall attention. Below

are studies that give us further insight to the disorders of anxiety,

depression, and schizophrenia.

A. ANXIETY

Many clinical observations on unilateral brain damage, unilater-

al carotid injection of barbiturate, and epileptic foci have all indi-

cated lateralized diVerences in regards to emotional processing,

especially in the frontal lobes. These studies have been reviewed

(Bear, 1983). In general, it can be concluded that the experience

of positive emotions, such as happiness and excitement, indicate

greater left-hemispheric involvement and that negative emotions are

associated with greater right-hemispheric activity (Ahern and

Schwartz, 1979). One group has studied facial asymmetries. They

conclude that the right hemisphere is specialized for the expression

of negative emotions and that both hemispheres are involved in

positive emotions (Borod et al., 1988). Others have studied the

neural substrates of emotion and found evidence for cortical asym-

metries for aspects of emotion. A recent study used a new imaging

method to interrogate facial movement in 3D to assess possible

asymmetrical action during expressions of happiness and sadness

(Nicholls et al., 2004). Greater left-sided movement, particularly

during expressions of sadness, was observed which has implications

for understanding the hemispheric diVerences in emotion and this
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supports the data that aspects of emotion processing are diVeren-
tially localized to the two hemispheres.

One group using PET found higher metabolic rates in the right

hemisphere in high-anxiety compared to low-anxiety subjects

(Reivich et al., 1983). Others observed cerebral blood flow asymme-

tries in resting subjects with higher activity in the right hemisphere,

especially in the superior frontal and frontotemporal areas

(Hagstadius and Risberg, 1989). They suggested that these asymme-

tries are related to the anxiety-producing events of the study.This was

later confirmed in resting subjects while comparing low- and high-

anxiety subjects (Hagstadius, 1989). The frontal asymmetries showed

a clear relationship between activity in the right hemisphere and the

level of trait anxiety in normal subjects as a ‘‘first-run’’ eVect only.
Specific associations were found between the anxiety level and degree

of mean flow asymmetry especially in the frontotemporal regions.

These studies suggest that the severity of anxiety, as a lateralized

event, is likely to be aVected by the phase of the ultradian cerebral

rhythm. The acute symptoms of anxiety may be more severe during

the right-brain left nostril-dominant mode. It is also possible that

during the resting phase of the BRAC, the general metabolic state

and cognitive conditions are not as conducive for coping with

anxiety-producing events. During this right-brain-dominant mode

the apparent increased sensitivity to threats may leave a person

feeling more susceptible to dangers, real or imagined. It stands to

reason that the active phase of the BRAC, which appears to corre-

late with the fight-or-flight response, is better suited for coping with

threats, as this psychophysiological state is the correlate of the

‘‘hunting’’ mode, or mode suited to combat, a mode less likely to

be vulnerable to, or prone to anxiety.

B. DEPRESSION

One of the most important clues to understanding the cerebral

dynamics of depression in respect to the ANS–CNS rhythm

comes from studies of REM and NREM sleep patterns. There is a
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perturbation of the endogenous ultradian oscillator regulating REM

sleep in depressive psychosis when compared to normal healthy

sleep patterns. The first sleep study of depressed patients found

more REM sleep in the first third of the night (Gresham et al.,

1965). Others also found a decrease of REM sleep latency at sleep

onset, and an increased percentage of REM sleep (Green and

Stajduhar, 1966; Hartmann et al., 1966). In depressed patients,

REM sleep is typically the first sleep stage while NREM sleep

usually proceeds REM sleep in normals (Vogel et al., 1980). The

first REM periods are generally longer in the beginning of the night

and decrease in length as sleep progresses for depressives, whereas in

normals the first REM period is the shortest and it later increases in

duration. It would be possible to predict this if it is assumed that

depression correlates with a greater amount of right-hemisphere

activity compared to normals. Therefore, the need to balance out

this eVect would lead to first engaging the left hemisphere during

sleep, the hemisphere which dominates during REM sleep in the

beginning of the night. ‘‘Today, the reduced latency of REM sleep

appearance, which expresses a pressure of this sleep stage, is well

established’’ (Gottesmann and Gottesman, 2007). This same need

for a balance of the ANS–CNS pendulum may also exhibit in the

more recent findings that show there is also an increase of eye

movement density, that is, the number of REMs per period of

REM sleep, especially in the first part of night (Rush et al., 1986).

This increase of REM density and shortened REM sleep stage

latency is also associated with a tendency for plasma cortisol to

shift to the beginning of the night (Rao et al., 1996). One would

expect that if the ‘‘activity’’ phase of the BRAC were to be rebound-

ing via expression of REM sleep exhibiting with a greater prepon-

derance in depressed patients in the early part of the night that

increased cortisol levels would also exhibit early compared to nor-

mals. The concept of the cerebral pendulum would imply the need

for a compensation for the greater right-hemispheric activity that

seems to occur during waking hours in depressed patients. This

compensation might occur during sleep and would manifest

by initiating sleep with the most needed left brain correlate of
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REM sleep. This observation in depressives also implies that sleep

may be a time to equilibrate cerebral hemispheric activity.

Also, one group found that NREM sleep correlates with lower

levels of cerebral activation as measured by blood glucose utilization

‘‘where there is a 23% reduction in metabolic rate across the entire

brain’’ when compared to waking subjects (Buchsbaum et al., 1989).

This implies, as Kleitman proposed, that NREM sleep is the corre-

late of ‘‘rest’’ in the BRAC, and that REM sleep correlates with the

activity stage of sleep ‘‘as subjects in REM sleep tended to have

higher cortical metabolic rates than waking subjects.’’ These corre-

lations argue that depression is primarily a right cerebral disorder,

given the proposed relations of left/right autonomic relations with

the BRAC as discussed in Section II.E. Thus, it is not surprising to

see the first stage of sleep initiated with REM sleep in depressives.

The theory that depression is primarily a right-hemisphere cere-

bral dysfunction is supported by many other studies, of which only a

few are cited here. There is a lateral asymmetry of the electrodermal

response amplitudes in depressed patients, with a decrease on the

right side of the body and an increase on the left which indicates

increased right-hemispheric activity (Gruzelier and Venables, 1974;

Myslobodsky and Horesh, 1978). The opposite of this is found in

schizophrenia. Abnormal right-hemisphere activation is also found in

depressives from studies of the directional bias of saccadic eye move-

ments in which depressives show excessive eye movements to the left

(Myslobodsky and Horesh, 1978). Other evidence also comes from

studies on the behavioral eVects of unilateral hemispheric activation

by barbiturates (Rossi and Rosadini, 1967; Terzian, 1964), the rela-

tive activation of the hemispheres during diVerent mood states or in

diVerent clinical conditions (Tucker, 1981), the neuropsychological

performance of depressed patients before and after treatment for

depression (Kronfol et al., 1978), and the behavioral indices of hemi-

spheric arousal in negative emotional states (Hatta, 1984).

While many brain imaging and quantitative EEG studies have

implicated the right hemisphere and the left prefrontal cortex in

depression as sites of abnormality, this has not always been the case

(Flor-Henry et al., 2004). In an eVort to help further clarify this picture,
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Flor-Henry et al. (2004) employed a spatial filter known to be eVective
for elucidating diVerences between EEG populations when combined

with an electrical tomographic approach called low-resolution electro-

magnetic tomography. They compared the source-current densities

with a 43-electrode recording from a group of 25 male subjects with

depression (unmedicated) and a group of 65 matched controls to

compare resting conditions, and the eVects of a verbal and spatial

cognitive challenge. ‘‘Regions of significantly increased current density

in depression compared to controls were generally right hemispheric,

while regions of significantly decreased current density were generally

frontal and left hemispheric. A within-group comparison of the de-

pressed subjects during the two cognitive challenges suggested a left

anterior functional hypoactivation in depression’’ (Flor-Henry et al.,

2004).

Other studies, but not all (Debener et al., 2000), also support this

comparatively reduced left frontal activity found in depression. One

study compared patients with major depression and controls using

PET and found a reduced cerebral blood flow in the left prefrontal

cortex and that this left reduction was remedied in remission (Bench

et al., 1995). Alpha band EEG asymmetries have also been used to

show a pattern of left frontal functional hypoactivation in depressed

patients that also exhibits after remission (Henriques and Davidson,

1997). And other studies have also found asymmetries in frontal

activation (Knott and Lapierre, 1987; Monakhov and Perris, 1980;

Nystrom et al., 1986). Yet others have found contradictory results here

(Pollock and Schneider, 1990; Reid et al., 1998).

Even physical pain, whether psychogenic or not, is perceived to

be more severe on the left side of the body (Otto et al., 1989). A left-

sided bias for somatic complaints and pain and the evidence for the

hemispheric lateralization of emotion and depression suggests that

‘‘the right hemisphere may play a special role in producing pain,

conversion symptoms, and disorders of emotional expression’’

(Merskey and Watson, 1979).

Depression may be a self-perpetuating condition if the cerebral

pendulum can be shifted by moods. That is, if depression is primari-

ly a right cerebral disorder that manifests by excessive activation,
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and right-brain dominance correlates with the resting phase of the

BRAC, it seems likely that depression may be further aggravated by

this metabolic state of low energy. Themelancholic nature of depres-

sion itself leaves little drive to act and alter life’s circumstances, thus

leading to the possibility of a self-perpetuating condition. In fact, it

has been shown that the ultradian rhythms of mood appear longer in

melancholic patients compared to controls (Wefelmeyer and Kuhs,

1996). Negative mood in healthy subjects also has larger ultradian

amplitudes for those scoring higher on depression and psychological

distress (Totterdell, 1995).

Most recently, the ultradian dynamics of depressed patients have

been studied by assessing oscillations of dopamine and serotonin

measured in cerebrospinal fluid samples collected every 10 min for

24 h in 13 depressed patients (Salomon et al., 2005). These research-

ers studied patients before and after medication. In respect to the

altered profiles of ultradian dynamics with these two neurotransmit-

ters, they state ‘‘Periodic neurotransmitter relationships in depressed

patients were altered by treatment in this analysis of a small data set.

This may represent a baseline abnormality in the regulation of

periodic functions involved in the depression pathophysiology, but

it could also be due to an unrelated antidepressant eVect’’ (Salomon

et al., 2005).

Experiments to correlate the phases of the nasal cycle in

depressed patients may find that left nostril dominance prevails

during the more severe episodes of depression, and in general that

there is a bias toward left nostril dominance. It may also turn out

that mania correlates with a predominance of right nostril left brain

dominance, as mania is frequently the antipode state, or ergotrophic

side of depression in bipolar patients.

C. SCHIZOPHRENIA

Hemispheric specializations are seldom all or none, but are more

accurately classified as having graded individual diVerences
(Gruzelier, 1983). Schizophrenia also has subtypes as do most other
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psychopathologies. With schizophrenia, however, understanding the

complications of subtypes may be increased by considering the

schizophrenic symptoms generated in some epileptic conditions.

Regarding the epileptic-related schizophrenias, this ‘‘is a disruption

of the functions of the left temporal lobe’’ (Flor-Henry, 1986). And

that, ‘‘A considerable body of evidence has emerged in the last decade

which shows that the endogenous schizophrenias are also related to

left temporal disorganization; while psychotic depression relates essen-

tially to disruption of right fronto-temporal limbic systems’’

(Flor-Henry, 1986). In contrast to the left-hemisphere-related epileptic

foci with schizophrenic-like episodes ‘‘Evidence from epileptic studies

confirms the lateralization to the nondominant hemisphere in depres-

sion associated with epilepsy’’ (Flor-Henry, 1986). With the left tem-

poral lobe epilepsies which progress to a schizophrenic evolution,most

do so in the second decade of life, around puberty, which is a critical

stage of development. This is also common with the endogenous

schizophrenias. Flor-Henry believes that this is in part due to the

disruption of hemispheric organization during critical periods of de-

velopment, but certainly does not imply that all schizophrenias are

generated by abnormal ‘‘organic developments.’’

With all the various proposed classes or subtypes, whether it be

paranoid versus nonparanoid, organic versus nonorganic, cognitive

impairment versus noncognitive impairment, cortical versus subcor-

tical deficits, etc., Gruzelier believes the most enduring classification

may now be the positive versus negative symptom distinction

(Gruzelier, 1987), and that this postive/negative syndrome model

can be cast in terms of imbalances in functional hemispheric

activation. He states:

Results showed that the negative orWithdrawn syndrome reflected greater

functional activation of the right hemisphere as measured with electroder-

mal response asymmetries, EEG activity, event related potentials, lateral

eye movements, and attentional biases towards the left ear and the left

visual field. The syndrome representing non-Schneiderian positive symp-

toms, the Active syndrome, included those delusions involving exaggeration

of self-concepts (grandiose, religious, fantastic, sexual, hypochondriacal),

aVective hallucinations, positive aVect, and accelerated cognition. The
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neuropsychological underpinning of this syndrome was an overactivated left

hemisphere coupled with right hemisphere underactivation, the opposite

state of hemispheric imbalance to the Withdrawn syndrome (Gruzelier,

1987).

In an earlier review of the literature on lateralization in schizophre-

nia (Gruzelier, 1983), he concluded that there is additional evidence

to suggest that there are two states of hemispheric imbalance in

schizophrenia (Gruzelier, 1987). The two descriptions above on

negative/withdrawn versus positive symptoms have similarities to

the lateralized diVerences found in MPD patients on the two dia-

metrically opposed personality types (Ischlondsky, 1955) (see Section

II.E.3).

Flor-Henry summarized the findings on schizophrenia from a

1986 meeting on cerebral dynamics, laterality, and psychopatholo-

gy: ‘‘Studies strongly implicate the left frontal and/or left temporal

regions in schizophrenia’’ . . . ‘‘left hemisphere activation in acute,

positive symptomology syndrome and more generally a dislocation

of intrahemispheric organization, bilaterally in schizophrenia and

mania’’ . . . ‘‘neurometabolic activity is disorganized in the frontal-

temporal regions bilaterally asymmetrically (left> right) in most

of the studies, with a correlation between intensity of psycho-

pathological symptoms and degree of left hemisphere changes’’ . . .
‘‘thalamo-striate patterns are hypometabolic on the left and hyper-

metabolic on the right. Correlations are established between left

frontal hypometabolic activity and catatonic features, blunted aVect
and emotional withdrawal. Most of the first rank symptoms are

associated with local circulatory changes in the left frontal or tem-

poral region, with the notable exception of delusional mood and

persecutory delusions which relate to the right posterior hemi-

sphere.’’ . . . ‘‘Shifts of lateral cognitive organization occur not only

in schizophrenia but also in depressive psychoses’’ (Flor-Henry,

1987).

While the psychopathology of schizophrenia is extremely com-

plex with its variety of symptoms and subtypes, it seems that the left

hemisphere may play a greater role in this disorder, while the reverse

appears true with depression. However, even with depression,
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Flor-Henry concludes that ‘‘The quantitative EEG, evoked potential

and acoustic investigations of major endogenous depressions all

demonstrate right-hemispheric perturbation; however, it is possible

that the initial disturbance is left frontal’’ (Flor-Henry, 1987).

In a more recent eVort to further explore the idea of a ‘‘disruption
in left hemispheric activity’’ in schizophrenia, Koles and colleagues

again employed a spatial filter that helps enhance EEG diVerences in
populations with a group of 57 unmedicated chronic severe schizo-

phrenic male subjects and 65matched controls during rest and during

verbal and spatial cognitive challenges again with a 43-electrode sys-

tem for recordings. ‘‘The results confirm that schizophrenia is a left-

hemispheric disorder centered in the temporal and frontal lobes’’

(Koles et al., 2004). The literature is further reviewed supporting the

finding of a greater left-hemispheric disorder with schizophrenia

(Koles et al., 2004), and for the possible etiological basis and risk factors

for developing schizophrenia, including environmental, genetic, neu-

rodevelopmental, brain abnomalities and laterality, immunological,

oxidative stress, and the neural diathesis-stressor model (Loganovsky

et al., 2005).

Whether the origins for both major forms of psychopathology

originate in the left hemisphere or not is debatable, but what seems

abundantly clear is the lateralized diVerences in the over- and

underactivation patterns in the two hemispheres which help to

characterize these disorders. The severity of symptomologies in

the various forms of schizophrenia and how they are expressed are

probably coupled to the rhythms of cerebral hemispheric activity.

This rhythm and its nasal cycle correlates deserve attention in the

study of this disorder both in the classification of symptoms, which

like most psychological parameters must have their temporal char-

acteristics, and in the consideration of the possible therapeutic

approaches to treatment that can take advantage of endogenous

or other ways to aVect dominance and cerebral dynamics.

From an evolutionary perspective it is quite conceivable that this

double-brain system could have diVerences in psychopathologies

that are more correlated to disorders of one hemisphere than the

other. It may be that one side has evolved with sensitivities and
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weaknesses that reflect a unique diVerence in susceptibility to dys-

function. In addition, if lateralized dysfunctions can originate in only

one hemisphere, then in time it is probable that this dysfunction will

aVect the other. Although both the disorders of depression and

schizophrenia must predate historical accounts, it seems that the

‘‘working knowledge’’ or functional ‘‘software’’ necessary to avoid

these conditions remains a mystery. The discovery of the ultradian

rhythm of alternating cerebral activity may help lead us to a deeper

understanding of rhythms of laterality in mind and metabolism. The

nasal cycle may be a useful marker for the study of these rhythms.

In fact, most recently, the nasal cycle has been compared as a

measure in left-handed versus right-handed subjects in an attempt to

elucidate any potential diVerences (Searleman et al., 2005). Nostril

dominance was studied at 15-min intervals for six continuous hours

yielding 24 bilateral serial measures for each subject. Their study

included 11 right-handed and 9 left-handed healthy adult male

college students between the ages of 18 and 22 years. The subjects

were studied using two hot wire anemometers mounted on a fixed

bar, and subjects were then positioned at each measure over the bar

to test for nostril dominance. During the intervals betweenmeasures,

the subjects were permitted to watch movies, read, play cards, do

homework, and/or other stationary activities. However, ‘‘they were

not allowed to eat, drink, lie down, or exercise at anytime during the

six hours since these are activities that could disrupt the normal nasal

cycle’’ (Searleman et al., 2005). They found that the left-handedmales

were significantly more likely than chance to have their left nostril

dominant (59.3%), rather than their right, and that the right-handed

males showed the reverse pattern with the right nostril dominant

59.5% of the time. Also, they found that the average number of

minutes to complete a cycle shift was 63.1 min for left-handers and

120 min for right-handers. ‘‘This study also provides the first data

comparing the nasal cycle patterns of left-handers and right-handers’’

(Searleman et al., 2005). This is clearly an interesting and important

result; however, this study deserves to be repeated under stricter

conditions and perhaps with more sophisticated measures of airflow,

including continuous sampling under resting conditions.What we do
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not know is if the two populations for some reason chose to engage in

somewhat diVerent behaviors during the intervals between measures

that may aVect nasal cycle activity.
In addition, the nasal cycle, handedness, and eye dominance

have recently been compared in 37 children with autism and 20

controls (Dane and Balci, 2007). The autistic subjects included

27 boys (mean age 9.04 years) and 10 girls (mean age 9.6 years),

ages of 5–20 years. The control group included 14 boys (mean age

8.84 years) and 6 girls (mean age 9.2 years) who ranged in age

between 5 and 20 years. They assessed hand preference by deter-

mining which hand was used to write and throw a ball. Eye prefer-

ence or dominance was determined by which eye was used to look

through the keyhole of a door, and nasal dominance was assessed by

measuring the condensation on a glass using a simple but gross

method (Gertner et al., 1984). For the autistic subjects, in writing,

56.8% were left-handers, 10.8% were right-handers, and 32.4%

were ambiguous. In throwing, 48.65% were left handers, 16.22%

were right-handers, and 35.13% were ambiguous. Of the 20 con-

trols, 10% were left-handers by writing and throwing and 90% were

right-handers. For the 37 autistic patients, 83.7% had left eye

preference and 16.3% had the right eye preference. For the con-

trols, 70% were right-eye dominant and 30% were left-dominant.

They assessed nasal dominance 24 times between 8 a.m. and 8 p.m.

in all subjects, or at 30-min intervals. They summarize their nasal

cycle measures as:

Seven children with autism had the left nasal dominance for all measure-

ments. Two patients for only one time in 24 measurements and 2 patients

only 2 times had the right nasal dominance. Four patients had the right

nasal dominance for 12 or more times in 24 measurements. In summary, a

majority of patients with autism had the left nasal dominance for major

portion of the day-time.However, in controls the rates of right and left nasal

dominance were about equal. The mean use number of left nostril in 24

assessments in autistic children (19.59 � 4.32) was more than controls

(11.75 � 1.97) (t ¼ 7.67, p¼ 0.00) (Dane and Balci, 2007).

They conclude ‘‘Autism and early language impairment may be

associated with left handedness, eyedness and nasal dominance.’’
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They also note that the rate of left-handedness was higher in patients

compared to normal subjects and there is an increased rate of

left-handedness in autistic individuals with early language im-

pairment compared to controls but not autistic individuals without

early language impairment (Escalante-Mead et al., 2003) and that

across all autistic individuals mixed handedness dominance was

higher than normal subjects. They also comment ‘‘It can be stated

that autism and early language impairment may be associated with

left-handedness or anomalous dominance’’ (Dane and Balci, 2007).

And, ‘‘In this study, the rate of left-eyedness was higher in patients

with autism compared to normal population. To our knowledge,

there is no literature concerning relations between eyedness and

autism.’’ And, ‘‘To our knowledge, there is no literature concerning

relations between nasal cycle and autism. These results show that the

patients with autism had no normal nasal cycle; probably they had

almost continuous left.’’

The results here with autism are indeed unique, important, and

may help to explain a great deal about the nature of autism. It

appears that the cerebral rhythm is dramatically aVected during the

waking state in this population. This may help explain why language

is so problematic in some subpopulations of autistic individuals.

If the left hemisphere has little or less opportunity to function for

some reason, the acquisition of language and many other daily

working skills and abilities that are left-hemisphere dominant may

indeed be severely limited. Section V may help provide some useful

approaches to consider for therapy with autistic and other patient

populations.

V. Translational Elements of Psychophysiological States: Selective
Regulation of the Lateralized Activities of the ANS and CNS

To date, there are two methods that are known to directly aVect
the ultradian ANS–CNS rhythm and one that may potentially alter

the rhythm. All three methods have therapeutic applications and

INTERNATIONAL REVIEW OF NEUROBIOLOGY 141



implications for psychiatry and health. These methods all involve

the principle of selective unilateral autonomic activation (SUAA).

All three methods have been tested on humans in the laboratory.

Two are ancient yogic methods. The first yogic method is called

unilateral forced nostril breathing (UFNB) where the practitioner

employs forced breathing through only one nostril while closing oV
the other. This is a technique discovered by yogis to aVect changes in
the nasal cycle, the cerebral rhythm, and the corresponding psycho-

physiological states, and it has been studied by a number of indepen-

dent groups inwestern laboratories (ShannahoV-Khalsa, 2001, 2006,

2007). UFNB is reviewed below. The second method employs pres-

sure applied against the fifth intercostal space under either the left or

right arm pit, using a crutch or stick, called the ‘‘yoga danda’’ stick.

This technique can be applied while standing. Yogis found that this

autonomic reflex point can alter the phase of the nasal cycle and its

psychophysiological correlates. This method has also been studied in

a number of independent western laboratories and is reviewed below.

The third is a new surgically invasive method that employs unilateral

vagal nerve stimulation (VNS). This method requires a procedure

where an electrical pacemaker is implanted in the chest with a

wire connecting to the mid-inferior cervical branch of the vagus on

one side of the body, usually the left side, and the relevant studies are

reviewed below.

Since the ANS consists of two separate divisions, the SNS and the

PNS, and most organs, including the cerebral cortex, are innervated

by fibers from both divisions, and the influence of the two divisions

have opposing eVects, the potential for SUAA holds great therapeu-

tic promise. UFNB appears to work by a mechanism that selectively

activates the ipsilateral branch of the SNS with a possible compen-

sation eVect leading to contralateral VNS. Both UFNB and

VNS have been employed to treat psychiatric disorders. However,

studies with VNS have yet to be conducted to ascertain the potential

eVects that this therapy may have on the body’s natural endogenous

rhythms of the ANS–CNS.

First, it is useful to review the physiological eVects of SUAA on

the left and right stellate ganglion and left and right vagus nerves,
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and their respective stimulation eVects on the heart. Studies have

shown that stimulation of the right branch of the vagus can lead to

increased cardiac instability, and most studies in humans employ

only left VNS (Henry, 2002). Levy and Martin (1979) review studies

on the autonomic innervation and control of the heart. They discuss

the lateral diVerences for both the SNS and PNS. There is consid-

erable right-left asymmetry in the distribution of the sympathetic

fibers to the heart (Furnival et al., 1973; Levy et al., 1966). In dog

studies, researchers have found that stimulation of the right stellate

ganglion can increase HR by 85 beats/min while the eVects of left-
sided stimulation produce a much smaller increase, and that right-

sided stimulation can also increase left ventricular systolic pressure

(LVSP) by 50 mm Hg while left-sided stimulation increases LVSP 	
50 mm Hg (Levy et al., 1966). They conclude that right-sided stellate

ganglion stimulation has greater chronotropic eVects while the left

produces greater inotropic eVects; right stellate ganglion stimulation

decreases systolic duration and left-sided stimulation increases mean

arterial pressure. Thus the right sympathetic trunk has relatively

greater eVects on HR and the left has relatively greater eVects on left

ventricular function.

The right vagus has a greater cardiac deceleratory eVect com-

pared to the left vagus (Hondeghem et al., 1975), and right vagal

transection causes a greater cardiac acceleration than left transec-

tion, suggesting that the right vagus exerts greater restraint on the

sinoatrial node compared to the left vagus (Hamlin and Smith, 1968).

Also, the heart period is more prolonged when a stimulus is given to

the right vagus compared to the left (Hondeghem et al., 1975). Henry

states ‘‘The left vagus nerve carries most of the parasympathetic

fibers that less densely innervate the ventricles, and the right vagus

nerve carries most of the parasympathetic fibers that more densely

innervate the cardiac atria. Therefore, vagal anatomy favors left

(over right) vagus stimulation to avoid cardiac eVects’’ (Henry,

2002).While SUAA eVects on the heart are well known, the potential
unilateral ANS stimulation eVects on other organs and systems are

not as well studied.
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A. UNILATERAL FORCED NOSTRIL BREATHING

UFNB has now been studied in western laboratories for more

than 25 years (ShannahoV-Khalsa, 2001, 2006, 2007). The CNS

rhythm of alternating cerebral hemispheric activity and its coupled

physiological and psychological correlates are the reason to employ

the natural endogenous method of UFNB (ShannahoV-Khalsa,

1991a,b, 2006, 2007; Werntz et al., 1983). Yogis believed that UFNB

has eVects not only on the brain but throughout the periphery

(ShannahoV-Khalsa, 2001, 2006, 2007), and that UFNB selectively

stimulates the contralateral cerebral hemisphere and the ipsilateral

branch of the SNS. The first example of using UFNB to selectively

stimulate the contralateral hemisphere was demonstrated using EEG

in young healthy naive subjects (Werntz et al., 1981, 1983, 1987). This

study involved a continuous measurement of EEG activity in the two

cerebral hemispheres using a variety of electrode sites to compare

homologous left and right power. Subjects naive to the intent of the

study were asked to force breathe through the more congested

nostril for 11–20 min followed by one, two, or more periods alternat-

ing sides with each phase of the experiment (Werntz et al., 1987).

Results showed that UFNB increased EEG power in the contralateral

hemisphere regardless of the phase of the nasal cycle. Figure 35

shows the results from one subject with six complete periods of

UFNB and it is clear how the EEG power drifts toward the contra-

lateral hemisphere regardless of the endogenous phase of the nasal

cycle. The profile presents the EEG activity using the occipital–

parietal bipolar montage (O2-P4:O1-P3). This phenomenon was

observed in five out of five untrained subjects. In two of the five

subjects the data are presented as means of seven pairs of bipolar

montage in one subject and six pairs in the other subject (see Fig. 36).

The power in the total EEG using 2-min artifact free samples during

the left nostril breathing period and the right nostril breathing

period, with a baseline mean, calculated from the 16 channels of

bipolar montage was then averaged for the left minus right diVerence.
Figure 36 shows that for both subjects the left UFNB exercise shifted

the EEG power toward greater power in the right hemisphere and
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vice versa. These diVerences were significant at p < 0.01 for both

subjects (Werntz et al., 1987). We concluded ‘‘These results suggest the

possibility of a noninvasive approach in the treatment of states of

psychopathology where lateralized cerebral dysfunction have been

shown to occur’’ (Werntz et al., 1987).

A pilot study with a whole-head 148-channel magnetoencepha-

lography (MEG) instrument located at The Scripps Research Insti-

tute (4-D Neuroimaging, San Diego) was used to explore the eVects
of left and right UFNB at one breath per minute (BPM) for 31 min.

This study also showed similar patterns of contralateral hemispheric
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FIG. 35. EVects of UFNB on EEG asymmetry. Subject 1 Trial 2. Top: ‘‘Airflow’’ tracing—points

above the baseline indicate greater right nostril airflow and points below greater left nostril airflow.

Periods of forced nostril breathing are indicated. ‘‘EEG’’ tracing points above the baseline indicate

relatively greater left-hemisphere EEG amplitude: points below relatively greater right-hemisphere

amplitude. B, baseline; LN, left nostril breathing; RN, right nostril breathing. Montage (02-P4:01-P3).

Bottom: representative segments of the primary EEG that were integrated and subtracted to produce

the tracings in the top section. For each pair the top tracing is from the right hemisphere and the

bottom is from the left hemisphere. Reprinted from Human Neurobiology, 6, 1987, 165–171, Selective

hemispheric stimulation by unilateral forced nostril breathing, Werntz, D. A., Bickford, R. G.,

Shannahoff-Khalsa, D. S., Figure 1. With kind permission of Springer Science and Business Media.
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amplitudes were measured from seven pairs of EEG recordings and is plotted during UFNB. Each

sample is 2 min of EEG. The subject was originally breathing predominantly through the right nostril

so L-UFNB was first employed followed by R-UFNB. With subject 5 the mean diVerence between the

left- and right-hemisphere EEG amplitudes were measured with six pairs of EEG recordings and is

plotted during UFNB. B, baseline; RN, right nostril breathing; LN, left nostril breathing. Each sample

is from 2 min of EEG. The subject was originally breathing through the left nostril so R-UFNB was

first employed followed by L-UFNB. Reprinted from Human Neurobiology, 6, 1987, 165–171, Selective

hemispheric stimulation by unilateral forced nostril breathing, Werntz, D. A., Bickford, R. G.,

Shannahoff-Khalsa, D. S., Figure 5. With kind permission of Springer Science and Business Media.
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activation in respect to the active nostril. Preliminary results

are presented in Fig. 37 for 148-channel MEG activity with the

gamma band power averaged/channel over the respective recording

periods using an adjusted energy scale for comparing the three plots

of the experiment. The same subject was employed in both experi-

ments. In the three panels on the right side of the figure, the middle

portion shows data for 31 min of using aUFNB technique discovered

by yogis (ShannahoV-Khalsa, 1991b, 1997, 2006; ShannahoV-
Khalsa et al., 1999) for treating obsessive compulsive disorder, called

the ‘‘OCD breath’’ (OCDB). This is compared with a 10-min period

of preexercise rest (top plot) and a 10-min period of postexercise rest

(bottom plot). The same rest-exercise-rest sequence is presented on the

left side of the figure, using the right nostril (not claimed to have eVects
on OCD) instead of the left, again using the same one BPM pattern

that consists of the strict implementation of 15-sec inspiration, 15-sec

breath retention, 15-sec expiration, and 15-sec breath held out for

31 consecutive minutes. Compared to rest phase I, the left nostril

breathing pattern clearly activates greater right frontal hemispheric

activity. The reverse is observed for the right nostril pattern. In addi-

tion, both breath patterns produce a greater bilateral and diVused
hemispheric activation in the rest phase II. However, in rest phase II

there is substantially greater bilateral activation after using the right

nostril breathing pattern. This is consistent with the yogic view that

right nostril breathing is more ‘‘stimulating’’ compared to the left

(ShannahoV-Khalsa, 2006). This work is a preliminary result from a

collaboration of D.S.K. with a group at the University of Catania,

Sicily, and details of the analyses are published in Baglio et al. (2002).

Some of these color plots were previously published (ShannahoV-
Khalsa, 2006).

Figures 38–43 also show MEG power during the three periods of

the same experiment, but with the left nostril breathing exercise

experiment on the top of the figure and the right nostril breathing

exercise experiment on the bottom of the figure, respectively, as a

linear time series of the power with arrows drawn to specific chan-

nels on the head map. Here the color plot of the power is presented

in a linear time series of channels with channel 1 on the left side of
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FIG. 37. Gamma band (34–50 Hz) activity in whole-head representations of MEG power. Comparatively increased power is induced during the exercise

period in the frontal and prefrontal areas of the contralateral hemisphere. Reprinted from Kundalini Yoga Meditation: Techniques Specific for Psychiatric

Disorders, Couples Therapy, and Personal Growth by David Shannahoff-Khalsa; Copyright # 2006. Used by permission of W. W. Norton & Company, Inc.



the figure and channel 148 on the far most right side of the color

plot. In the color portion of the plot the preexercise 10-min rest

phase of the experiment is shown as the topmost portion of the data

with the exercise periods in the middle and the last 10 min of the

post-exercise phase of the experiment at the lowest portion of the

color plot. Therefore, from top down, the data are presented,

respectively, for power for 10 min (rest phase I) þ 31 min (exercise

period) þ 10 min (rest phase II). Power is calculated for each 1-min

segment of the data with red color used to mark the highest power

and violet as the lowest power using the scale ROYGBIV.

Fig. 38. (Continued)
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In Figs. 38–43, the channels with 20% of the maximum power in the

postexercise rest period are mapped with arrows drawn to their

spatial locations in the lower part of the figure. In Figs. 38–43, the

FIG. 38. Total energy or the broadband response (0.1–54 Hz) in channel-space representations of

MEG power. Channels within 20% of maximum power in postexercise rest period are mapped with

arrows to their spatial locations in the lower part of the figure. Note here that the left nostril breathing

pattern is presented on the top (A) of the figure and the right nostril breathing pattern is presented here

on the bottom (B) of the figure. Both (A) and (B) demonstrate the contralateral activation patterns

for either the left or right nostril breathing patterns, respectively. Adapted from Kundalini Yoga Medita-

tion: Techniques Specific for Psychiatric Disorders, Couples Therapy, and Personal Growth by David

Shannahoff-Khalsa; Copyright# 2006. Used by permission of W. W. Norton & Company, Inc.
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arrows show that the contralateral hemisphere is primarily activated

for either the left or right nostril breathing exercise patterns.

Figure 38 shows the contralate ral activation pattern for total

energy, Fig s. 39–43 show the same relative eVect for the delta
frequency band (0.1–4.0 Hz), the theta band (4.0–8.0 Hz), alpha

band (8.0–12.0 Hz), beta band (12.0–20.0 Hz), and gamma bands

(30.0–54.0 Hz), respectively. There is a contralateral activation pat-

tern for all frequency bands. However, the alpha band shows much

greater activation in the occipital regions and this is due to the

visualization of a screen indicating the timing for the four 15-sec

Fig. 39. (Continued)
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respective breathing phases of the experiment. The majority of the

increased activation, that is, channels with the greatest 20% of

the power during the phase II portion of the experiment, shows

primarily an activation pattern in the frontal and prefrontal brain

regions in the hemispheres contralateral to the active nostril.

FIG. 39. The left nostril breathing pattern is presented on the top (A) of the figure and the right

nostril breathing pattern is presented here on the bottom (B) of the figure for delta band (0.1–4.0 Hz)

activity. Channels within 20% of maximum power in postexercise rest period are mapped with arrows

to their spatial head map locations in the lower part of the figure. Note the contralateral activation

patterns for either the left or right nostril breathing patterns for the delta frequency band. Adapted

from Kundalini Yoga Meditation: Techniques Specific for Psychiatric Disorders, Couples Therapy,

and Personal Growth by David Shannahoff-Khalsa; Copyright # 2006. Used by permission of

W. W. Norton & Company, Inc.
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Using an earlier version of MEG instrumentation that employed

74 channels of MEG (as galvanometers as opposed to the magnet-

ometers in the 148-channel instrument) that are arranged in two

separate 14-cm disks, with 37 channels per hemisphere, the same

subject was studied performing the ‘‘OCDB’’ pattern, that is, only

using the left nostril technique with the four 15-sec phases of the

breath cycle repeated for 31 consecutive minutes. However, here

the subject was laying on his right side, as the two 37-channel disks

are arranged where one disk descends from the ceiling above the

subject’s left side of the head and the other was positioned below on

the subject’s right side of the head. Again, the 31-min exercise was

performed with the eyes open and at the perfected rate of one

Fig. 40. (Continued)
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BPM for 31 consecutive minutes with a 10-min preexercise record-

ing period and another 10-min recording of the postexercise rest

period. Figure 44 shows four color plots. The left side of the figure

shows the data for the left hemisphere with the 10-min preexercise

rest period plotted at the top of the figure and the 10-min postexer-

cise rest period plotted on the bottom half of the figure. The right

side of the figure has the respective data plotted for the right

hemisphere. In this figure the vertical color columns starting from

FIG. 40. The left nostril breathing pattern is presented on the top (A) of the figure and the

right nostril breathing pattern is presented here on the bottom (B) of the figure for the theta band

(4.0–8.0 Hz) activity. Channels within 20% of maximum power in postexercise rest period are mapped

with arrows to their spatial head map locations in the lower part of the figure. Note the contralateral

activation patterns for either the left or right nostril breathing patterns for the theta frequency band.
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the left of each figure are of channels progressing across the figure to

the rightmost column for channel 37. The data are presented as

mean power (0.1–50 Hz) for each 15-sec epoch pictured with a

square of the respective color for each of the 15-sec epochs and

time one starts at the top of the figure. However, here the data are

plotted with the highest power represented by violet, and the color

red is used to represent the lowest power, or as ‘‘VIBGYOR’’

(higher to lower power). This is the reverse compared to the plots

for Figs. 37–43. Each plot in Fig . 44 has 40 rows of data, since there

are 10 min for each period and four 15-sec epochs per minute. Note

Fig. 41. (Continued)
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the left and right hemispheres are fairly similar for the same rows of

data for the rest periods, and the same rows usually show the same

relative patterns of power activation for greater or lesser energy.

Figure 45 is a presentation of the 31 min for the left nostril breathing

portion of the experiment, again with the left hemisphere on the left

side of the figure and the right hemisphere on the right side of the

FIG. 41. The left nostril breathing pattern is presented on the top (A) of the figure and the

right nostril breathing pattern is presented here on the bottom (B) of the figure for the alpha band

(8.0–12.0 Hz) activity. Channels within 20% of maximum power in postexercise rest period are

mapped with arrows to their spatial head map locations in the lower part of the figure. Note the

contralateral activation patterns for either the left or right nostril breathing patterns for the alpha

frequency band.
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figure. And again, the top of the figure represents the start of the

exercise period descending on the page to the end of the 31-min

exercise period, with each row representing a 15-sec epoch of MEG

power. However, here it is qualitatively visually apparent that the

right hemisphere shows the greater power across the channels. This

again demonstrates a pattern of contralateral hemispheric activation

for the active nostril. Fi gu re 46 show s the 31- mi n e xer cis e p er iod s fo r

the left hemisphere (left side of page) and right hemisphere (right side

of page). However, here there are four separate pictures on each side,

and from the top down, they profile the four phases individually,

as collections of the respective 15-sec phases in rows. The top

FIG. 42. (Continued)
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pictures are the 31 individual 15-sec inspiration phases, the second

picture down is the 31 individual 15-sec breath retention phases, the

third down is the 31 individual 15-sec expiration phases, and the

bottom pictures are the 31 individual 15-sec breath hold out phases.

FIG. 42. The left nostril breathing pattern is presented on the top of the figure and the right nostril

breathing pattern is presented here on the bottom of the figure for beta band (12.0–20.0 Hz) activity.

Channels within 20% of maximum power in postexercise rest period are mapped with arrows to their

spatial head map locations in the lower part of the figure. Note the contralateral activation patterns for

either the left or right nostril breathing patterns for the beta frequency band. Adapted from Kundalini

Yoga Meditation: Techniques Specific for Psychiatric Disorders, Couples Therapy, and Personal

Growth by David Shannahoff-Khalsa; Copyright # 2006. Used by permission of W. W. Norton &

Company, Inc.
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The topmost row for each of the four figures on each side is the first

minute of the exercise phase, and the second row would be the second

minute, and the last or bottom row is the last minute of the 31-min

exercise period for the respective phase. Again, the profiles on the

right side (right hemisphere) show greater MEG power compared to

the left-hemisphere profiles. However, it appears that the inspiration

phases for the left hemisphere exhibit the greatest overall power, and

apparently much of the power eVect comes from the stimulation of

the inspiration phase.

Figure 47 shows the MEG data used in the experi ment for the

same sub ject plotted in Figs. 44, 45, and 46. However, here the data

are averaged for every 15-sec epoch for mean power across all

FIG. 43. (Continued)
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channels for each hemisphere, respectively. The sampling rate was

251 Hz. Therefore, each 15-sec epoch includes the mean value of

3765 measures for each of the 37 channels, and the plot presents the

mean value for the 37 channels. The top figure is the data set for the

left hemisphere, and the bottom figure is the data plotted for the right

FIG. 43. The left nostril breathing pattern is presented on the top (A) of the figure and the

right nostril breathing pattern is presented here on the bottom (B) of the figure for gamma band

(30.0–54.0 Hz) activity. Channels within 20% of maximum power in postexercise rest period are

mapped with arrows to their spatial head map locations in the lower part of the figure. Note the

contralateral activation patterns for either the left or right nostril breathing patterns for the gamma

frequency band. Adapted from Kundalini Yoga Meditation: Techniques Specific for Psychiatric

Disorders, Couples Therapy, and Personal Growth by David Shannahoff-Khalsa; Copyright #
2006. Used by permission of W. W. Norton & Company, Inc.
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FIG. 44. Plots of 74 channels of MEG, with 37 channels per hemisphere. The data are from a

subject performing the ‘‘OCDB.’’ The subject was laying on his right side, as a 37-channel disk was

arranged to record from each hemisphere with the eyes open and at the perfected rate of one BPM for
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hemisphere. Both the top and bottom figures each have three

separate zones. Points 0–600 present the mean profile for the

10 min of the preexercise rest phase, data points 600–2460 profile

the 31 min of the OCDB exercise period, and points 2460–3060

profile the final 10 min of the postexercise rest period. While the

single gross representation of data for the two rest phases appear to

be nearly identical, it is clear that the two plots of the exercise period

are substantially diVerent. The power in the right hemisphere is

dramatically increased across the recording period compared to

the left hemisphere, and the structure also shows a substantial diVer-
ence. This indicates a selective activation of the right hemisphere

using the OCDB, which again supports the pattern of contralateral

hemispheric activation using the active nostril.

Two studies suggest that EEG activity generated by nasal (versus

oral) breathing is produced by a neural mechanism in the superior

nasal meatus (Kristof et al., 1981; Servit et al., 1981). This activating

eVect could also be produced by air insuZation into the upper nasal

cavity without inflating the lung. Local anesthesia of the nasal

mucosal membrane suppressed the cortical eVects of airflow stimu-

lation. They also showed how deep breathing through one side of

the nose could activate abnormalities in epileptic patients with

unilateral focal or lateralized paroxysmal abnormalities in the

fronto- or occipitotemporal region. ‘‘The abnormalities of this type

were significantly more activated from the ipsilateral nasal cavity’’

(Servit et al., 1981). However, these paroxysmal abnormalities were

31 consecutive minutes with a 10-min preexercise recording period and another 10-min recording with

a postexercise rest period. The figure shows four plots. The left side of the figure shows the data for the

left hemisphere with a plot of the 10-min preexercise rest period plotted at the top and the 10-min

postexercise rest period plotted on the bottom left half. The right side of the figure has the respective

data plotted for the right hemisphere. In this figure, the color columns going from the left of each figure

are channel 1 with the rightmost column of channel 37. The data are presented as power for each

15-sec epoch of the data pictured with a square for the color. Here the data are plotted with the highest

power represented by violet, and the color red is used to represent the lowest power, or as ‘‘VIBGYOR’’

(higher power to lower power) which is the reverse compared to the plots for Figs. 37–43. Each plot in this

figure has 40 rows of data, since there are 10 min and four 15-sec epochs plotted per minute. Note the left

and right hemispheres are fairly similar for the same rows of data for each rest period. The same rows

usually show the same patterns of activation for greater energy.
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also generated with contralateral breathing to the foci in 60% of the

patients. These abnormalities are not equivalent to the sustained

contralateral increases in EEG produced in the study by Werntz

FIG. 45. Presentation of 31 min for the left nostril breathing portion of the experiment, again with

the left hemisphere on the left side and the right hemisphere on the right side of the figure. And again,

the top of the figure represents the start of the exercise period descending on the page to the end of the

31-min exercise period with each row representing a 15-sec epoch of the power. Here it is qualitatively

apparent that the right hemisphere shows the greater power across the channels, which again

demonstrates a pattern of contralateral activation for the active nostril.
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FIG. 46. This shows the 31-min exercise periods for the left hemisphere (left side of page) and right

hemisphere (right side of page). The top pictures are the 31 15-sec inspiration phases, the second down

are the 31 15-sec breath retention phases, the third down are the 31 15-sec expiration phases, and the
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et al. (1987), as this paroxysmal activity manifests as intermittent

spikes in only a small fraction of the record with epileptic patients.

However, it is an example of how lateralized EEG activity can be

aVected by unilateral nasal airflow. The contralateral increase in

bottom pictures are the 31 15-sec breath hold out phases. The topmost row for each figure is the first

minute of the exercise phase, and the second row would be the second minute, and the last or bottom

row is the last minute of the 31-min exercise period for the respective phase.

FIG. 47. This shows MEG data for the OCDB and the 10-min pre- and 10-min postexercise rest

phases. The data sampled at 251 Hz (bandwidth 0.1–50.0 Hz) are averaged for every 15-sec epoch for

the mean power across all channels for each hemisphere. Each data point in the figure is the mean

value of 3765 measures for each and the mean of all 37 channels is plotted. The top figure is the data

set for the left hemisphere, and the bottom figure is the data set plotted for the right hemisphere.

Points 0–600 present the mean profile for all channels for 10 min of the preexercise rest phase, data

points 600–2460 profile 31 min of the OCDB exercise period, and points 2460–3060 profile the final

10 min of the postexercise rest period. During the exercise period the power in the right hemisphere is

dramatically increased across the recording period compared to the left hemisphere, and the structure

also shows a substantial diVerence.
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relatively greater EEG power (Werntz et al., 1987) as a marker of

greater or lesser mental activity was controversial. The yogic

postulate states that UFNB activates the contralateral hemisphere

and thus increases cognitive performance in the contralateral hemi-

sphere.One study (Klein et al., 1986) showed under resting conditions

that right nasal dominance is coupled to relatively greater verbal

performance (left brain activity), and left nasal dominance was cou-

pled to relatively greater spatial skills (right brain activity). Two later

studies ( Jella and ShannahoV-Khalsa, 1993; ShannahoV-Khalsa

et al., 1991) using 30 min of UFNB, also with naive subjects, showed

that right-UFNB (R-UFNB) increased left-hemispheric cognitive

performance and that left-UFNB (L-UFNB) increased right-

hemispheric performance. Three other groups also studied the eVects
of UFNB on cognitive performance or mood (Block et al., 1989;

Sanders et al., 1994; SchiV and Rump, 1995).

In 1989, one study of UFNB on cognitive performance showed a

mixed pattern of hemispheric activation with males appearing to

have an ipsilateral increase in performance, but ‘‘unilateral breath-

ing influences female performance contralaterally, but only on the

spatial task’’ (Block et al., 1989). These results were obtained after

only 5 min of UFNB. In contrast to the results of past studies they

state ‘‘These diVerences within and between sexes may exist because

unilateral nostril breathing diVerently activates the two hemispheres

and thereby facilitates performance, or because attempts of the

brain to control the NC unilaterally interfere with performance.’’

However, in 1994, an attempt to replicate the study by Block et al.

(1989) exactly as conducted found no nostril-to-condition related

performance for either males or females with a 5-min exercise

period using identical psychological tasks (Sanders et al., 1994).

The study by Klein et al. found similar nostril dominance and

hemisphere (contralateral) relations for both sexes during rest

(Klein et al., 1986). It is not likely that the ANS circuitry diVers
between sexes. In addition, another study found that UFNB through

the dominant nostril also led to greater cognitive performance in the

contralateral hemisphere (SchiV and Rump, 1995). However, this

study did not investigate the UFNB eVects in the nondominant
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congested nostril. In sum, it may be concluded that the results of

these studies are in part dependent on the true lateralized nature

of the cognitive tests employed, the breathing times and eVorts, and
keeping the nostril blocked during the final testing period to help

maximize the eVects.
An EEG study (Velikonja et al., 1993) also failed to find a nostril-

hemisphere eVect. However, that study only captured four 1-min

samples of EEG by having subjects lie in the lateral recumbent

position while occluding the contralateral nostril. They only ana-

lyzed high alpha (10–12 Hz) and low beta (12–18 Hz) EEG frequen-

cy bands. This study also diVers from that of Werntz et al. (1987) in

that it did not analyze a continuous measure of EEG activity over all

the entire recording period. One minute data samples, compared to

a continuous recording of relative left/right power, can easily lead to

mis-sampling due to the Mayer wave (0.1–0.008 Hz) activity that

produces substantial intermittent increases in power. Longer, con-

tinuous, and filtered recordings are less aVected by this normal

autonomic high-frequency event when relative hemispheric powers

are compared.

In 1991, another study (Stancak et al., 1991) compared UFNB to

bilateral breathing and reported that the peak power of beta 2 activ-

ity in the frontal leads was lower during UFNB than in bilateral

breathing. They also reported that they found a homolateral rela-

tionship between nostril activity and EEG theta activity, but attrib-

uted this result to ‘‘increased upper airway resistance and to

lateralized modulation of the subcortical generators of EEG theta

rhythm during unilateral nostril breathing.’’

In 1997, a study on memory attempted to detect the hemisphere-

specific eVects of UFNB; however, the testing was done on a day

after 10 successive days of the intervention (Naveen et al., 1997).

They compared R-UFNB, L-UFNB, alternate nostril breathing

(inhaling through the left nostril and exhaling through the right

nostril followed by inhaling through the right nostril and exhaling

through the left nostril, with a continuation of this alternating

sequence), breath awareness, and a control group with no breathing

practices. All four breathing groups showed only increases in spatial
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skills where an ‘‘average increase in spatial memory scores for the

trained groups was 84%.’’ Again, hemisphere-related cognitive test-

ing was not done during a breathing exercise, but only one day later

after 10 days of practice.

It appears that nasal airflow may stimulate sympathetic domi-

nance on the homolateral (ipsilateral) body-brain half. A mechanis-

tic principle supporting the eVects of UFNB is that this technique

produces ipsilateral cortical vasoconstriction (via increased sympa-

thetic tone) and thus reduced blood flow, and therefore reduced

cortical activity in the ipsilateral brain hemisphere. It has been

suggested that increased parasympathetic activation occurs simulta-

neously in the contralateral hemisphere to compensate for this

sympathetic activation, which then helps to maintain adequate

cerebral perfusion in total brain (ShannahoV-Khalsa, 2001).

Two clinical trials have employed the use of a specific L-UFNB

pattern for the treatment of OCD with substantial and significant

clinical reductions in obsessions and compulsions when measured

with the Yale-Brown Obsessive Compulsive Scale, along with sig-

nificant reductions in other psychological symptoms measured with

other scales, and either a reduction or elimination of medication

(ShannahoV-Khalsa and Beckett, 1996; ShannahoV-Khalsa et al.,

1999).

When considering the peripheral eVects of UFNB, the earliest

western scientific study to demonstrate a normal half-sided reaction

in autonomic function was that of the relationship of the nose

and lung (Drettner, 1970; Samzelius-Lejdstrom, 1939; Sercer, 1930;

Stoksted, 1960). There is a unilateral nasal-pulmonary reflex mechan-

ism which is clearly elicited when there is a forced inhalation through

one nostril that has been shown to produce a significant increase

in inflation in the homolateral lung. The lung is one organ

where sympathetic influences lead to vasodilatation rather than

vasoconstriction, thus leading to greater blood flow in the homo-

lateral lung and therefore greater inflation and expansion. Samze-

lius-Lejdstrom studied 182 individuals and showed that the

movements of one thoracal half were much more inflated compared

to the contralateral lung in 94% of subjects. She also reported that

168 DAVID SHANNAHOFF-KHALSA



in cases of tuberculosis where there is primarily a lateralized

deficit, there is a simultaneous pathological phenomenon of the

homolateral nasal and thoracal halves. One group studied

rabbits under experimental conditions and showed that if coal dust

was inhaled through one nasal opening, it was deposited in much

larger quantities in the homolateral lung (Wotzilka and Schramek,

1930).

Backon and colleagues (Backon, 1988; Backon and Kullok, 1989;

Backon et al., 1989) have demonstrated the eVects of UFNB on

several autonomic dependent phenomena. Backon showed how

R-UFNB significantly increased blood glucose levels and how

L-UFNB lowered it (Backon, 1988), and that R-UFNB reduced

involuntary eye blink rates and that L-UFNB increased eye blink

rates (Backon and Kullok, 1989). They also showed how R-UFNB

leads to an average and significant decrease of 23% in intraocular

pressure and that L-UFNB increases it by an average but not

significant value of 4.5% (Backon et al., 1989). Others have also

found that R-UFNB reduced intraocular pressure, but L-UFNB

failed to increase it significantly (Chen et al., 2004; Mohan et al.,

2001). We conducted three experiments using impedance cardiog-

raphy to monitor the beat-to-beat eVects of UFNB on the heart

(ShannahoV-Khalsa and Kennedy, 1993). Two experiments emplo-

yed a respiratory rate of 6 BPM and one experiment employed a

rapid rate (2–3 breaths/sec) with shallow abdominal-based respira-

tory eVorts, using a yogic technique called ‘‘breath of fire’’ or

‘‘kapalabhati.’’ These studies all showed that R-UFNB increased HR

compared to L-UFNBwhich loweredHR.We also showed that stroke

volume and end diastolic volume are higher with L-UFNB at 6 BPM.

These stimulation eVects parallel those described above with the stel-

late ganglion in dogs, where stimulation of the right stellate ganglion

leads to a greater increase in HR compared to stimulation of the left

stellate ganglion (Levy and Martin, 1979; Levy et al., 1966). Another

study showed that L-UFNB significantly reduced HR in the subjects

that were initially right nostril dominant, but failed in those who were

initially left nostril dominant, and also failed to show any eVects of
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R-UFNB in subjects who were either left or right nostril dominant

initially (Mohan andWei, 2002). In yet another study, it was found that

R-UFNB increased and L-UFNB decreased systolic and diastolic

blood pressure, but only in women with no diVerential eVects found
in men (Dane et al., 2002).

In addition, R-UFNB, L-UFNB, and alternate nostril breathing

have been compared for their possible eVects on metabolism as

measured by oxygen consumption (Telles et al., 1994). They found

that with the eVects of having ‘‘27 respiratory cycles, repeated

4 times a day for one month,’’ that R-UFNB produced a 37%

increase in baseline oxygen consumption, and that L-UFNB pro-

duced a 24% increase, and alternate nostril breathing increased

baseline values by 18%. They also found that the L-UFNB group

showed an increase in volar galvanic skin resistance, interpreted as a

reduction in the sympathetic activity supplying the sweat glands. In

another study they found that a one time 45-min practice of

R-UFNB increased oxygen consumption by 17%, increased systolic

blood pressure by 9.4 mm Hg, and decreased digital pulse

volume by 45.7% (Telles et al., 1996). That study did not include

left UFNB.

These UFNB results, and the relevant understanding of the ANS

innervation of the heart, help explain the findings of an open clinical

trial using alternate nostril breathing as an eVective therapy for

treating angina pectoris (Friedell, 1948). Friedell reported an inter-

esting clinical result. He found that ‘‘diaphragmatic breathing with

attention to both phases of respiration and the intervening pauses’’

coupled with ‘‘alternately closing one nostril while inhaling slowly

through the other’’ had profound eVects on patients with angina

pectoris. The 11 patients in this study all experienced relief from

symptoms using this breathing practice and were able to eventually

curtail the use of nitroglycerin. It is likely that the eVect of the
alternate nostril breathing technique can directly aVect the latera-

lized sympathetic and vagal input to the heart, thereby inducing a

balance in ANS activity. This breath pattern may help to reset the

electrical patterns aVecting the heart muscle.
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In 1957, Riga published observations on unilateral chronic nasal

obstruction which he thought might predispose people to a variety

of disorders. Patients presented with a range of symptoms which he

classified as:

local disorders; nasal respiratory insuYciency, hypertrophic rhinitis of the

obstructed nostril and allergic disorders, and neighboring disorders; spon-

taneous painful sensitivity in the periphery, sinusitis, catarrh of the Eusta-

chian tube, hypacousia and otorrhea, bronchorrhea all on the obstructed

side, and distant disorders; intellectual asthenia with frequent amnesia,

headaches, hyperthyroidism, cardiopulmonary asthenia with tachycardia

and asthmatic disorder with sometimes hypertrophy of the left cavity of the

heart and pulmonary emphysema, hepatic and gall bladder, gastritis, entero-

colitis, sexual disorders, dysmenorrhea, and decrease of virility (Riga, 1957).

Eighty-nine percent of the cases with right nasal obstruction were

found to be aZicted to some degree with this widespread and

apparently unrelated array, but only 26% of the cases with left

nasal obstruction were aZicted. This suggests that a right-sided

obstruction may more seriously aVect health. It is possible that

chronic unilateral obstruction may alter both the peripheral ANS

activity and the balance of the cerebral rhythm. Deviated septums

are common and may impair health in unexpected ways by

oV-setting the CNS–ANS rhythm.

One fascinating study of a 31-year-old woman, unaware of the

phenomena of cerebral rhythms and nasal cycles showed the capac-

ity to apparently exert a self-control of psychophysiological states

(Gott et al., 1984). She was self-trained, without fully understanding

her achievement, and was able to voluntarily select and hold either

of two qualitatively diVerent state of consciousness that when stud-

ied in the laboratory gave evidence of diVerential dominance of the

left or right hemisphere. ‘‘Asymmetries of EEG alpha and task

performance scores indicated a state dependent shift in functional

lateralization.’’ The woman reported ‘‘that her state switch had

been involuntary from early childhood. At age 16 she learned to

select her state at will, thereby improving her school work and

personal behavior.’’ ‘‘Evoked response studies showed directional

changes in the rate of interhemispheric transmission correlated with
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state-related hemisphere dominance. These findings demonstrated

the capability for voluntary endogenous control of cerebral domi-

nance under natural conditions’’ (Gott et al., 1984). This finding is

similar to the case reports of Ischlondsky. However the MPD

patients apparently adapted a form of this mechanism for lateralized

switching that was not consciously controlled (Ischlondsky, 1955).

An advanced yogi can consciously select which hemisphere he wants

to use within the span of one breath. He can switch back and forth

fully activating one side of his brain with each breath cycle. The

autonomic phenomenon becomes a consciously regulated activity.

This level of development reflects a very advanced stage in the

discipline of ‘‘self-regulation.’’ Also, in normal individuals, where

there is a transition state with the right and left hemispheres exhibit-

ing equal balance, this state is supposedly very short-lived, lasting for

no more than 1 or 2 min (ShannahoV-Khalsa, 1991a). However,

the advanced yogi can consciously choose to operate from this state

for prolonged periods. Perhaps this is the most advanced stage of

lateralized development.

B. STIMULATION OF THE AUTONOMIC REFLEX POINT ON

THE FIFTH INTERCOSTAL SPACE

In ancient times, yogis had also learned that lateral recumbency

induces ipsilateral nasal congestion and contralateral decongestion,

and that by applying pressure to the fifth intercostal space at the

axilla, it is possible to aVect changes in the nasal cycle and concom-

mitant mental states. Novice practioners were taught to lean on the

‘‘yoga danda,’’ a crutch-like device for altering the nasal cycle and

cerebral rhythm. This noninvasive mechanism was used by the less

adept to shift mind–body states. Who has not noticed the lateral

recumbent eVects on nasal congestion when suVering with the

eVects of the common cold, where the nostril on the recumbent

‘‘down’’ side is the one that quickly becomes or remains congested.

No doubt everyone assumes this congestion reflex is the result of

gravity, where mucous drains in the sinuses to the lower sinus and

nostril. Perhaps the first western reports of such postural eVects on
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the nasal cycle were in the original papers on the nasal cycle

(Heetderks, 1927; Kayser, 1889, 1895), and then later in classic

papers on sweat reflexes and body surface pressures where ipsilater-

al nasal airflow resistance is produced by application of pressure to

the chest wall (Konno, 1969; Takagi and Sakurai, 1950), and with

postural eVects of pressure in the shoulder region and tested specifi-

cally in the axilla (Rao and Potdar, 1970).

While yogis had learned to mimic the lateral recumbent eVects
when remaining upright, while either standing or sitting, this ability

to induce changes while vertical was not reported until the work of

Rao and Potdar in 1970. They had studied ancient yogic texts and

becameaware of the use of thewooden crutch called the ‘‘yoga danda.’’

They were aware that it was used ‘‘for correcting the right or left nasal

airflow’’ (Rao and Potdar, 1970). They state ‘‘The crutchlike device

used for producing deep pressure in the axilla was a T-shaped adjus-

tablewoodenprop. Itwas placedunder either armpit so that the subject

rested the weight of his shoulder on it.’’ They observed how the

pressure in the axilla could induce changes that lead to decongestion

in the contralateral nostril. In one set of experiments:

while the subjects maintained the lateral horizontal posture of the body,

the tissue around the shoulder and arm were freed of the squeezing eVect.
To accomplish this, the subjects were placed in the lateral posture on two

tables separated in such a manner that body weight was borne on their

temporal region, lateral abdomen, and lateral part of thigh and leg. The

lower neck region, shoulder, and hand were free of any weight or pressure.

No increase in flow resistance through the down side of the nose was found

after 10 min in this position (Rao and Potdar, 1970).

They believed that the eVect is likely autonomic and solely the result

of pressure on the surface near the shoulder in the axillary region.

They discussed the possible neural pathways involved.

Later, two leading otolaryngologists, well trained with modern

methods of measuring nasal airflow, performed a series of complex

experiments to study the eVects of lateral recumbancy on nasal

airflow in great detail (Cole and Haight, 1984, 1986; Haight and

Cole, 1984, 1986). In a set of experiments they compared 45 sec

versus 12 min of lateral recumbency; the eVect on nasal resistance of
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progressively lengthening the periods of lateral recumbency; short

periods of lateral recumbency immediately after the reciprocating

phase of the nasal cycle; the magnitude of nasal resistance changes

after rotation of hips or of whole body; determined if pressure,

warmth, or touch are eVective in inducing ipsilateral nasal conges-

tion and contralateral decongestion; and whether these eVects could
be blocked by injection of a local anesthetic or by topical nasal

decongestants (Haight and Cole, 1986). They found that in the

45-sec versus 12-min study, that ‘‘the resistive changes reversed

within approximately 60 sec of the termination of lateral recumben-

cy, but after 12 min they persisted for 15 min or more.’’ They

conclude here that ‘‘there are two nasal responses to lateral recum-

bency, a ‘transient’ and a ‘sustained,’ and that the diVerence is due
to temporal summation’’ (Haight and Cole, 1986). Also, when

observing eVects of progressive lengthening, they found ‘‘that with

progressively longer periods of lateral recumbency the nasal re-

sponse increased in magnitude, endured for longer, and a sustained

phase reversal was produced.’’ Also, when checking short periods of

lateral recumbency immediately after the reciprocating phase of the

nasal cycle, they found that ipsilateral nasal congestion is usually

adopted, but also that the nasal cycle continues after long lateral

recumbent periods, often after 2 h. They also found that both the

transient changes and the sustained reversals are prevented by local

anesthetic blockade of the cervical sympathetic ganglion. They

conclude that the eVerent pathway for both responses is via the

sympathetic fibers to the erectile tissue of the nasal mucosa. And

that the receptors are located deep in the subcutaneous tissue but

superficial to thoracic viscera. In addition, they did not find that

warmth alone could elicit the changes in nasal patency and that

pressures to the head, arms, or legs were not eVective, nor to the

abdomen or lower dorsum. They concluded that the pressure-

sensitive zones are located in the ventral, dorsal, and lateral aspects

of the pelvic and pectoral girdles and thoracic wall. They also state

that ‘‘This topographical distribution is strikingly similar to that

which induces contralateral sweating in response to localized pres-

sure: the ‘hemi-hydrotic reflex.’ Therefore there is a possibility that
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these responses share a common aVerent pathway’’ (Haight

and Cole, 1986). They also mention that deviated septums and

unilateral fixed nasal obstruction in some patients may well have

pathological significance in sleep.

C. VAGAL NERVE STIMULATION

The dynamic view of ANS–CNS interactions may help us to

better understand the therapeutic potential of VNS and its potential

risks. While the vagus nerve is usually thought of mostly as an

eVerent fiber system, the vagus is actually a mixed nerve and

about 80% of the fibers are actually aVerent sensory fibers carrying
information to the brain from the head, neck, thorax, and abdomen

(Foley and DuBois, 1937). This aVerent fiber system is what makes

VNS a potentially useful therapeutic tool. The influences of the left

and right vagus nerves are not identical and VNS studies have

empirically led to the selective use of the left cervical (mid-inferior

region) branch for prolonged and intermittent stimulation to help

avoid cardiac instabilities (Henry, 2002).

VNS has been shown to be an important therapeutic tool for the

treatment of pharmacoresistant epilepsy and it has shown to yield

an average decline in seizure frequency of 25–30% when patients

(N¼ 313) are treated with a high stimulation rate (30 Hz, 30 sec on/

5 min oV; 500 msec pulse width) compared to a low stimulation rate

(1 Hz, 30 sec on/90–180 min oV; 130 msec pulse width) which yields

only a 6–15% reduction in seizure frequency (Ben-Menachem et al.,

1995; Handforth et al., 1998; Morris and Mueller, 1999). VNS is

well tolerated, however, it is not a substitute for anti-epileptic medi-

cation (Hatton et al., 2006). Long-term VNS therapy for epileptic

patients resulted in a 35% reduction in seizure frequency at 1 year,

44.3% at 2 years, and 44.1% at 3 years. The proportion of patients-

with sustained seizure frequency reductions of 50% or greater was

23% at 3 months, 36.8% at 1 year, 43.2% at 2 years, and 42.7% at

3 years. Thus, it appears that the acute 3-month response increases

up to the second year of treatment, after which response rates tend
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to plateau (DeGiorgio et al., 2000; Morris and Mueller, 1999;

Salinsky et al., 1996). Also, the postive response during acute treat-

ment suggests that this can be maintained for longer periods

(Salinsky et al., 1996). It is claimed that long-term treatment was

well tolerated, with continuation rates of 96.7% at 1 year, 84.7% at

2 years, and 72.1% at 3 years (Morris and Mueller, 1999). VNS is

also claimed to be eVective in children aged 3–18 years with median

reductions in seizure frequency at 3, 6, 12, and 18 months of 23%,

31%, 34%, and 42%, respectively (Cyberonics, 2004).

VNS has also been studied with treatment-resistant depression

patients. To date, two trials have been published. The first was an

uncontrolled pilot study (N ¼ 60) looking at the acute eVects in

10 weeks (N ¼ 60) (Rush et al., 2000; Sackeim et al., 2001), and the

second was a larger, double-masked, sham-controlled, 10-week trial

(N¼ 235) (Rush et al., 2005). Fifty-nine of the 60 patients in the pilot

completed the study, and 18 (30.5%) were considered responders

[a �50% reduction in baseline Hamilton Depression Scale

(HAMD)-28 total scores], and 9 (15.3%) remitted (HAMD-28 total

score �10). Improvement was gradual, with a mean of 48.1 days

until the response was significant. None of the patients withdrew due

to adverse events. The larger study compared VNS with sham

treatment with either unipolar depression patients or bipolar patients

in the depressed phase. There were 112 patients in the treatment

group (high/stronger stimulation rates) and 110 in the sham group

(low/weaker stimulation rates) (Rush et al., 2005). The device was

activated (single-blinded) after a 2-week postimplantation recovery

period and stimulation parameters were adjusted during the first

3 weeks postactivation and fixed for the remaining 8 weeks of the

trial. While the device was well tolerated, there was no short-term

demonstration of eYcacy in the response rates (�50% reduction in

baseline HAMD-28), with the active group showing 15.2% and the

sham group a 10.0% improvement. However, when long-term rates

of eYcacy were calculated with the 59 patients who completed the

short-term pilot study (Rush et al., 2000; Sackeim et al., 2001), and

met response criteria as early responders (3 months) or as late

responders (1 year) and followed for 2 years (Nahas et al., 2005),
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the 3-month response rates of 30.5% increased to 44.1% at 1 year

and were 42.4% at 2 years (Nahas et al., 2005). Also, when mainte-

nance of response was considered, 55.6% of early responders and

78.6% of late responders continued as responders at the 2 year mark

(Sackeim et al., 2004). When rates of remission were considered in a

subset of 30 patients (remission is defined as�10 on the HAMD-28),

there was a significant increase from 17% at 3 months (5 of 30

patients) to 29% at 1 year (8 of 28 patients) (Marangell et al., 2002).

Similar sustained results in the larger study (Rush et al., 2005) were

observed with the follow-up of 205 patients where the treatment

group showed a response rate for remission of 27.2% and the sham

group showed 15.8%. One might conclude that VNS therapy holds

some promise for treatment refractory depression. However, the

mechanisms of eVect are not completely understood.

Since VNS causes brain eVects in regions also believed to regu-

late anxiety, and there were major reductions in anxiety in the first

depression study, a multisite open trial in treatment-resistant

anxiety-disorder patients was launched involving 30 anxiety-

disorder patients with a primary diagnosis of either OCD, posttrau-

matic stress disorder (PTSD), or panic disorder (George et al., 2003).

No results are reported to date for this trial, however, others have also

discussed the potential utility of VNS for OCD (Husted and Shapira,

2004; Pallanti et al., 2004). And VNS has also been suggested as a

therapy for treating obesity, pain, Alzheimer’s disease, and other

neuropsychiatric disorders (George et al., 2003).

However, VNS requires general anesthesia that may also include

other surgical procedures after initial placement. Therefore, recent

attention has been directed toward potential perioperative complica-

tions postimplantation, and other anesthetic considerations during

initial placement, and anesthetic management issues for patients

with a preexisting VNS device (Hatton et al., 2006).

The stimulation parameters of VNS (high/stronger stimulation

rates vs low/weaker stimulation rates) are important factors and they

are discussed in depth in the eYcacious treatment of epilepsy and

depression (Cyberonics, 2004; George et al., 2003; Henry, 2002;

NemeroV et al., 2006). The concepts of pulsatility and structured
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stimulation patterns are also important parameters with some of the

more advanced UFNB techniques. An example of the possible

complexity of UFNB patterns that requires altered rates of pulsatile

stimulation are detailed in the following description of what is

probably the most highly structured, but not the most diYcult to

perform UFNB technique. This technique is claimed to be eVective
for inducing a ‘‘comprehensive, comparative, and intuitive mind’’

(ShannahoV-Khalsa, 1991b).

Description: This technique has four sections with the first three

sections each including three additional parts. First the right nostril

is blocked and the breathing pattern is only through the left nostril

and includes a series of broken breaths (or steps where the breath is

inspired sequentially in relatively equal parts) but only during the

inspiration phase with this technique. To help clarify this procedure,

for example using the ‘‘4-part breath’’ (see below), the first inspira-

tion involves taking in approximately ¼ of a full lung volume,

followed by the second ¼ volume, and then the third ¼ volume,

and finally the fourth ¼ volume. However, when this is actually

practiced, it is not a requirement that the lungs are filled to maxi-

mum capacity, but to near full capacity which is less stressful.

Section 1 (total time is 9 min): (Part A) Inhale through the left

nostril in four parts and out the left nostril in one part, and continue

this pattern for 3 min. (Part B) Inhale through the left nostril in eight

parts and exhale out of the left nostril in one part for 3 min. (Part C)

Inhale through the left nostril in 16 parts and exhale out of the left

nostril in one part for 3 min.

Section 2 (total time is 9 min): Immediately repeat the entire

procedure, for parts A, B, and C of Section 1, but start by breathing

only through the right nostril while blocking the left nostril during all

three parts, respectively.

Section 3 (total time is 9 min): Relaxing both hands in the lap,

complete the breathing pattern of parts A, B, and C used in Sections 1

and 2, again each for 3 min but without blocking either nostril.

Section 4 (total time is 4 min): Keep the hands relaxed in the lap.

Curl the tongue in a ‘‘U’’ shape and extend it out of themouth, inhale

in four parts through the curled tongue, then close the mouth and

exhale in one part through the nose, and continue the four parts in
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through the curled tongue and one part out through the nose for

4 min. The total time for this technique (Sections 1–4) is 31 min.

Supposedly, the eVects of the 4-part, 8-part, and 16-part breath

patterns all have diVerential influences on the cortex, and the use of

the two nostrils independently in series (L-UFNB proceeding

R-UFNB), later followed by the section without blocking either

nostril all together have a balancing eVect on the cortex and periph-

eral ANS. And the pattern through the mouth supposedly has

beneficially eVects on the thyroid and parathyroid glands. One

might conclude that if such highly unique patterns are supposedly

eVective in UFNB techniques, unique patterns may also be found to

be beneficial with VNS, and perhaps may diVer in benefit with a

range of disorders.

In addition to the eVects of SUAAusingUFNBon thebrain, heart,

and the other organs and systems innervated by the ANS, and in

the treatment of OCD (ShannahoV-Khalsa and Beckett, 1996;

ShannahoV-Khalsa et al., 1999), the modern method of VNS has

shown a marked benefit in the treatment of pharmacoresistant epi-

lepsy (Group, 1999),major depression (George et al., 2000;Rush et al.,

2000), andmay showpotentialwithOCDandother anxiety disorders

(Husted andShapira, 2004). ‘‘It is concluded that although theprecise

mechanism of action of VNS is still unknown, the search for the

mechanism has the potential to lend new insight into the neuropa-

thology of depression’’ (Groves and Brown, 2005). One might con-

clude that the eVects of VNS may also be mediated by similar

mechanisms to those of UFNB—a generalized diVerential activation
of one-half of the ANS. In fact, yogis refer to the vagus nerve as the

‘‘mind nerve’’ (Yogi Bhajan, personal communication), and this may

suggest that VNS has a relatively simple unilateral influence that may

be useful for many disorders, both psychological and physiological.

Yogis clearly claim that the various UFNB patterns all have

diVerential and beneficial health benefits, and especially with the

psychiatric disorders.

In sum, one might conclude that SUAA is a simple and useful

method that can be used to exploit the unique, independent, and

lateralized autonomic innervation to the organs, tissues, and brain.

It appears that UFNB works through mechanical receptors in the
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nasal mucosa that lead to the hypothalamus, and this center then

employs the SNS directly through the ipsilateral pathways to pe-

ripheral and central sites of influence. It may also be the case that a

passive compensatory activation through PNS also influences the

respective organs, brain, and periphery. Henry comments:

Anatomical pathways provide the left cervical vagus aVerent and eVerent
fibers with access to (a) parasympathetic control of the heart and multiple

other visceral organs, (b) pharyngeal muscles of vocalization, (c) a limited

somatosensory representation of the head and neck, and (d) a widespread

array of autonomic, reticular, and limbic structures of the brainstem

and both hemispheres. Therapeutic VNS appears to have remarkably

little eVect on the vagal parasympathetic visceroeVectors. The common

reversible adverse eVects of VNS mainly involve vocalization and somatic

sensation. Experimental and human studies most strongly support altered

activities of the reticular activating system, the central autonomic network,

the limbic system, and the diVuse noradrenergic projection system as

modalities of seizure antagonism (Henry, 2002).

However, it may also be important to explore any potential eVects
that VNS has on the natural endogenous ultradian rhythms, both

those expressed in the periphery and those of the CNS. It is likely

that such eVects exist and that they may play a central role in the

regulation of a range of disorders where imbalances occur. The

ANS–CNS rhythm manifests as an internal pendulum of lateral

activities, and it may be a shift in this rhythmic-like activity that

helps play a useful therapeutic role (ShannahoV-Khalsa, 1991a,b). It

is known that UFNB can indeed aVect the balance of various ANS–

CNS functions and yogis had viewed this pendulum as a balance of

‘‘yin and yang’’ like activities that are central to health, which we

can now view within the extended concept of the BRAC hypothesis.

VI. Reflections, Conclusions, and Future Directions

The development of the lateralized ultradian rhythms of the

nervous system is a major evolutionary step in the nervous system

and in our physiological development. The first western reference to
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this phenomenon apparently comes from the work of Kayser, a

German physician, at the turn of the nineteenth century with his

observation on the nasal cycle and his description of how this

cyclical activity reflects the ‘‘alternation of vasomotor tone through-

out the periphery on the two sides of the body’’ (Kayser, 1889,

1895). While the nasal cycle has been studied at some length by

many researchers in prominent institutions around the world, those

eVorts have been primarily directed toward a better understanding

of nasal physiology in the hopes of finding better solutions for

respiratory diseases. However, the true significance of the nasal

cycle has been mostly ignored after Kayser’s publication. One ex-

ception to this ‘‘compartmentalized’’ study of the nose was the work

of another German researcher on the ‘‘half-sided rhythms of the

vegetative nervous system’’ (Beickert, 1951). Observations were

made at 30-min intervals and Beickert found how lateralized diVer-
ences in secretions of the nose and eye varied in phase with the nasal

cycle. He also observed how a stellate ganglion block could lead to

autonomic-related lateral changes in the nose, pupils, vessels of the

arms andmiddle ear, perspiration, and nasal secretions. Beickert also

discovered in normal healthy subjects who were subjected to ‘‘phar-

maceuticals which irritate the vegetative nervous system,’’ that the

left side is more capable of swelling and deswelling than the right side.

But in atrophies (ozaena-pathologies) the more extensive swell-width

has been surprisingly observed, always on the right side and not as in

normal cases on the left side (Beickert, 1951). This may be another

clue to better understanding autonomic physiology in healthy and

disease states. This apparent bias in disease-related lateralization is

reminiscent of Riga’s discovery in patients with chronic unilateral

nasal occlusion, where patients with right occlusion seem to suVer
more from an array of local and distantly related symptoms than

patients with chronic left nasal occlusion (Riga, 1957).

Beickert also commented that ‘‘for the supply area of the external

and internal carotid arteries, as well as for the brain vessels, side

contrasting innervations resulting from one-sided stimulation of the

vegetative nervous system have not been found.’’ However, he also

comments ‘‘In the head and neck area, this side rhythmwill probably
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be found, and all experimental and therapeutical investigations will

bring unexplicable and contradicting results if the described peculia-

rities of the vegetative innervation in the head are neglected, and

when the measurements are taken during diVerent phases of the
cycles’’ (Beickert, 1951). Beickert also referenced similar observations

(Springorum andCentenera, 1938) on the diVerential activities in the
two kidneys as expected correlates, and thus presented us with a

rather wide scope of the lateralized autonomic rhythm. We can

conclude that for the most part rather interesting and striking obser-

vations on the nose and peripheral organ systems left little imprint on

the research strategies of neurophysiologists and those with interests

in psychophysiological states.

The later work by researchers on sleep with the REM and

NREM cycles and the proposal of the BRAC hypothesis also appar-

ently missed the insights of the early German physiologists. I must

clarify here that our study on the nasal cycle and its postulated

relationship to the ultradian rhythm of alternating cerebral hemi-

spheric activity was motivated by yogic teachings that claimed that

the nasal cycle was a marker for the cerebral rhythm, lateralized

rhythms of ANS activity, and for psychophysiological states. Our

study on the nasal cycle coupling to the cerebral rhythm using EEG

was initiated in 1976 as a thesis dissertation by Deborah A. Werntz

at my suggestion, and was conducted also in collaboration with

Reginald G. Bickford and Floyd E. Bloom (Werntz et al., 1980,

1983). When this work was conceived, we were unaware of the

early sleep study results in humans by Goldstein and colleagues

who used EEG to show an alternation of cerebral dominance during

sleep and a hemispheric coupling to sleep stages (Goldstein et al.,

1970, 1972), or the early work by others on ‘‘unihemispheric’’ sleep

in whale and dolphins (see Section II.B.1). Shortly after we started

our study, I remember hearing a story about a researcher who was

informed by someone else with a background in yoga that the nasal

cycle was related to the REM–NREM sleep cycle. That researcher

then carefully studied the nasal cycle in two medical school students,

but only during waking hours and found a 3–4 h cycle. He con-

cluded that since the REM–NREM cycle is a ‘‘90-min rhythm,’’ it
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could not be related to the nasal cycle. This same kind of error has

lead to much confusion in the physiological and psychophysiological

studies in the ultradian domain. The fact that there is so much

wobble and nonstationarity with the ultradians has led to much

confusion because these rhythms have been studied with various

species, ages, bodily systems, laboratory conditions, health and dise-

ase states, during waking or sleep, and with diVerent sampling rates.

Another major problem has been the virtual lack of multivariate

physiological studies where systems could be studied simultaneously

during both waking and sleep. Also, many researchers assume that

unless two parameters are either perfectly in phase, or 180� out of
phase, the two phenomena are entirely independent. The possibility

of a lag period must also be considered, and when the swings in

amplitudes are not identical, this too does not discount the possible

coupling of two diVerent systems. The use of spectral time series

analysis is important here to help establish the possibility of a single

or mutually coupled oscillators. Because we had the yogic insight on

the lateralized rhythms of the ANS and CNS, and how the nasal

cycle is a marker for states, and we also conducted multivariate

studies, we were able to present a new view for psychophysiological

states and what now appears to be a more general ANS–CNS

rhythm. Clearly, the yogic insight that comes from the nasal cycle

now sheds new light on how we can better and more inclusively

define psychophysiological states with the critical regulatory corre-

late of the lateralized neural rhythms, and the nasal cycle as the key

marker here for potentially defining states, that is, either a left or a

right nostril-dominant mode. These rhythms and their translational

aspects are important and exciting keys toward understanding phys-

iology, performance studies, treating psychiatric disorders, and per-

haps a wide range of other disorders. There is an obvious irony to

the nasal cycle. This rhythm is very subtle, yet it plays a very

dominant role in our lives. It regulates our moods, emotions, drives,

energetic states, levels of mental and physical performance eYcien-

cies, and our behavior. If the importance of the nasal cycle is

indicative of the importance of other yogic discoveries, we would

be well served if we pay more attention to what we can harvest from
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these ancient teachings. Apparently old discoveries, some of which

have been ignored, like those by Kayser and Beickert, are more

important than expected. Perhaps others perceived them as only

bizarre anomalies only related to that external structure of the nose?

This book also describes other striking findings that have apparently

been overlooked that tell us the same story of diVerential lateral
activation. The finding on the harlequin color change in newborns is

clearly a remarkable observation (Neligan and Strang, 1952), as is

the study on the lateralized autonomic shifts with complementary

personalities in patients with MPD (Ischlondsky, 1955).

These observations suggest the possibility that disease can be

lateralized in the periphery as a result of an imbalance where one

side may somehow be more stressed than the other, or that one side

may be inherently weaker or more susceptible to specific forms of

stress and disease. Some personality profiles or states of psychopa-

thology may reflect overactivation and abuse of one hemisphere and

this ismentioned in Section IV. But is there clinical evidence toward a

lateralized bias in autonomic malfunction otherwise? Eccles and

Eccles (1981) in referring to lateralized autonomic tone state that

‘‘under stress or with marked hypothalamic instability this balance

may be disrupted and result in the marked autonomic asymmetry

seen in migraine or Meniere’s syndrome.’’ Such a disruption in

autonomic balance may explain the asymmetrical autonomic re-

sponse observed in migraine with unilateral flushing, nasal conges-

tion, and visual distortion. Cluster headaches are characterized as

recurrent, unilateral attacks of severe pain that almost always occur

on the same side of the head with lacrimation, nasal congestion,

conjunctival infection, ptosis, miosis, and rhinorrhea also occurring

on the same side (Kittrelle et al., 1985). Another curious and sugges-

tive finding from the perspective of an ergotrophic-related state is the

autonomic instability of asthmatics during sleep. Asthmatics seem to

suVer more bronchoconstriction during REM sleep (Shapiro et al.,

1986). Normal bronchodilation occurs via increased sympathetic

tone which enhances respiration, contrary to the vasoconstrictive

eVects of sympathetic fibers in most tissues. During REM sleep,

therefore, a weakened or ‘‘stressed’’ autonomic fiber system may
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not ‘‘hold its own.’’ However, even though this is not a lateralized

eVect of autonomic stress in the lungs, the principle of autonomic

stress and lability and specific rhythmic phases holds, as REM is

considered the active phase of the BRAC. Dexter and Weitzman

(1970) found that REM sleep stages are also temporally related to

nocturnal migraines and cluster headaches. In their study, sidedness

was noted in only four of the seven subjects. All four experienced

right-sided pain, ptosis, lacrimation, rhinorrhea, and sometimes

sweating over the right side of the face and forehead. One patient

showed an alternating hemicranial headache. No report as to side

was given for the other two patients. Right-sided peripheral pain with

these other symptoms also suggest the sympathetic fibers had been

‘‘weakened or strained’’ and hence releasing vessels causing acute

dilatation. Symptoms of such headaches (and asthma) are often

treated with sympathomimetics to gain relief. Baust (1974) states

that even though heart rate is highest duringREMsleep, sympathetic

tone is at its lowest, at least in the cat. This suggests that during REM

sleep there is a propensity for failed sympathetic tonewhich primarily

manifests on the right side at least in this small group of subjects. This

is equivalent to a lateralized stress of sympathetic function.

In bilaterally structured organs presenting with pathologies,

there are commonly unilateral eVects, such as with pneumonia,

kidney disease, hyper- and hypothyroid conditions, inflammation

of the ovary or testicle, tumors, or skin rashes. The unilateral stress

of autonomic function deserves attention in these cases. There may

be constellations of psychosomatic disorders that are more strongly

coupled to right or left autonomic stress and dysfunction.

In a study of 980 female patients with unilateral breast cancer,

results show a left/right ratio of 1.26:1 (Senie et al., 1980). The data

suggest that there are diVerences in the sensitivity of left and right

mammary glands to hormonal stimulation resulting in an inequality

of tissue at risk to develop carcinoma. Also when asynchronous

bilateral carcinoma was documented, the disease first occurred

more often in the left breast. As this study indicates a diVerential
sensitivity to hormonal influence, it is also possible that an autonomic

correlate plays a role. In another study of breast cancer,
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adenocarcinoma had a ratio of (L/R) 1.778:1 (McManus, 1977).

Lateralization was also studied in 601 cases of carcinoma of the

nasal cavity and paranasal sinuses where squamous, anaplastic car-

cinomata, and adenocarcinoma had a pronounced left-sided pre-

dominance in the ethmoid and to a much lesser extent in the nose

(Robin and Shortridge, 1979).

The significant diVerences in breast or nasal carcinoma are at

best suggestive that a lateralized influence of autonomic stress plays

a role. However, in a study of 151 cases of herpes zoster, with

92 cases on the right and 59 on the left side of the body, stress is

very likely to be an important influence (Wilson, 1986).

When we first started the work on the nasal cycle and cerebral

rhythm, we were equally aware of the yogic claim of UFNB, which we

also pursued in the laboratory. Again, who would have expected that

altering the pattern of nasal airflow might have such importance and

significance? The awareness in the west of the breath as a tool for

altering mind–body states, or psychophysiological states, has been

missing. However, in yoga, the role of the breath is elementary as a

therapeutic tool. In the west, we rarely pay any attention to the breath.

What can we conclude about the discoveries in this book and the

ultradian literature at large? First, it is easy to conclude that we must

conduct many more multivariate studies during both waking and

sleep that also include the transition periods between waking and

sleep to also study the continuity here of the ANS–CNS rhythm

between these two psychophysiological states. These studies will

most likely give us the most useful information if they are conducted

in humans, both in healthy and diseased states, and of course while

including the nasal cycle as a central marker. We need to study the

ANS via the nasal cycle with at least 4-Hz sampling; the CNS using

EEG,MEG, or other noninvasive high-frequency samplingmethods;

the cardiovascular system using beat-to-beat noninvasive sampling

with impedance cardiography and noninvasive instruments that can

also give us beat-to-beat measures of the blood pressures; intravenous

blood sampling (or salivary testing) to study neuroendocrine hor-

mones, INS, glucose, neurotransmitters; and last but not least, para-

meters of the immune system. These systems are all very accessible
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and they may give us additional unique insights to how the major

systems of the body are coregulated and integrated under healthy,

stressed, and diseased conditions. While the ultradian rhythms of the

gastrointestinal system were briefly reviewed earlier (see Section II.C),

it is worth noting that urinary volumes and osmolarity exhibit with

ultradians in the hourly domain and that they also correlate with

dreaming (Mandell et al., 1966). In addition, the ultradian rhythms of

plasma renin activity (PRA) and aldosterone are also tightly coupled

to the REM–NREM sleep cycle and are sleep-stage dependent

(Brandenberger et al., 1998):

NREM sleep is invariably linked to increasing PRA levels, and declining

levels are observed when sleep becomes slighter. Spontaneous and pro-

voked awakenings blunt the rise in PRA normally associated with NREM

sleep. Thus, PRA curves exactly reflect the pattern of sleep stage distribu-

tion. When the sleep cycles are regular, PRA levels oscillate at a regular

period. For incomplete sleep cycles, PRA curves reflect all irregularities in

sleep structure. It appears that this association cannot be broken. In

normal man, modifying the renal renin content only modulates the

amplitude of the nocturnal oscillations without disturbing their relation

to sleep stages. This relation persists in some pathological cases, such as

narcolepsy and moderate hypertension (Brandenberger, 1991).

These authors state ‘‘It is suggested that a central generator

synchronizes endocrine, renal, autonomic and sleep processes’’

(Brandenberger et al., 1998).

The chronobiology of system-to-system interrelationships is like-

ly to be an important and productive frontier that has yet to be

explored in any great depth. We have only begun to scratch the

surface in this area. One of the most recent observations on the nasal

cycle (Dane and Balci, 2007), where greater left nostril dominance

during waking has been observed with autistic patients is a hint to

what we may find that may help lead to novel therapies where little

progress has been made to date in treatment. Autism spectrum

disorders are now said to aVect 1 in every 150 children up to age

eight in the United States (Rice et al., 2007).

The use of UFNB as a tool to treat OCD is another remark-

able discovery that has its origins in yogic studies (ShannahoV-
Khalsa, 1997, 2003, 2006, 2007; ShannahoV-Khalsa and Beckett,
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1996; ShannahoV-Khalsa et al., 1999). We employed a technique

that yogis had claimed was ‘‘disorder-specific’’ for the treatment of

OCD, and it was included in a multipart protocol that I designed to

help improve the possibility of a clinical success for patients with a

very diYcult-to-treat psychiatric disorder that is also perhaps known

to be the least susceptible to placebo treatment eVects. So not only

had yogis discovered that the breath is a link between the mind and

body, but that it can also be a very useful tool for treating psychiatric

disorders, improving health, and mental wellness in general. There

is now significant information published (ShannahoV-Khalsa,

1991b, 2003, 2004, 2005, 2006, 2007) on the use of these techniques

as tools for treating OCD and other psychiatric disorders. There are

diVerent multipart protocols published for treating the following

disorders: (1) acute stress disorder, (2) OCD, (3) major depressive

disorder, (4) bipolar disorders, (5) chronic fatigue syndrome,

(6) treating the addictive impulse control and eating disorders,

(7) attention deficit hyperactivity and comorbid disorders, (8) and

PTSD (ShannahoV-Khalsa, 2006). There are also 60 diVerent
Kundalini yoga meditation techniques published in the same text that

all deserve much greater attention as potential therapeutic tools for

treating disease and perhaps even more importantly for use as preven-

tativemeasures formaintaining health (ShannahoV-Khalsa, 2006). The

idea that yogis had discovered ‘‘disorder-specific’’ techniques is likely to

lead to much skepticism and criticism. This same ‘‘knee-jerk’’ reaction

was the case for many when the original idea was posed for monitoring

the nasal cycle as a marker for an undiscovered cerebral rhythm in

humans during the waking state (Werntz et al., 1983).

A. SEVEN EXAMPLES OF HIGHLY STRUCTURED YOGIC

BREATHING TECHNIQUES

The following are examples of ancient yogic breathing techni-

ques that may prove useful in both preventing illness and treating

specific conditions. All of these highly structured respiratory control

techniques were published previously in a peer-reviewed scientific

book (ShannahoV-Khalsa, 1991b).
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1. Technique for Treating Insanity and Alleviating Emotional Stress

and Anxiety

Description: Sit erect and maintain a straight spine. Relax the arms

and the hands in the lap. Focus the eyes on the tip of the nose (the

end which you cannot see). Open the mouth as wide as possible,

slightly stressing the temporal-mandibular joint, touch the tongue

tip to the upper palate where it is hard and smooth. Breathe through

the nose only, while making the breath long, slow, and deep. Let the

mental focus be on the sound of the breath, listen to the sound of the

inhale and exhale. Maintain this for at least 3–5 min with a maxi-

mum of 8 min at first trial. With practice it can be built up to 31 min

maximum.

2. Technique for Fatigue and Listlessness

Description: Sit erect with a straight spine. Place the palms togeth-

er at the center of the chest, touching the sternum lightly, with the

fingers pointing up and away at 60�. The eyelids are lightly closed

with the visual focus where the nose meets the eyebrows. As you

inhale break the breath into four equal parts, hold the breath for 1–

2 sec and then exhale by breaking the breath again into four equal

parts, and then hold the breath out for 1–2 sec before inhaling

again. If desired, instead of counting 1, 2, 3, 4 to gauge the rhythm,

try using the sounds Sa, Ta, Na, Ma in their place. Mentally vibrate

these four sounds on the inhale and again on the exhale, it increases

the benefits. Their innate eVect on the psyche is to help guide and

correct the consciousness. On each part of the inhale or exhale pull

the naval point in slightly. One full cycle or breath takes about 7–

8 sec. Continue this pattern for 3–5 min. Then inhale deeply and

press the palms together with maximum force for 10 sec. Relax for

15–30 sec. Then repeat this entire procedure two more times. When

finished, if necessary, immediately lie flat on the back with eyes

closed and relax the entire body for 2 min. Pregnant women or

individuals with high blood pressure can do this exercise, but must

refrain from pressing the palms together at the end.
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3. Technique for Obsessive-Compulsive Disorders

Description: Sit erect with a straight spine in a comfortable posi-

tion, either with the legs crossed while sitting on the floor or in a

straight back chair with both feet flat on the floor. Close the eyes.

Use the right thumb tip to block the end of the right nostril, other

fingers point up straight, allow the arm to relax (elbow should not be

sticking up and out to the side creating unnecessary tension). Inhale

very slowly, long, and deep through the left nostril, hold in long,

exhale out slowly and completely through the same nostril only (left

nostril), hold out long. The mental focus should be on the sound of

the breath. Continue this pattern with a maximum time of 31 min

for each sitting. Initially, begin with a comfortable rate and time,

but where the eVort presents a fair challenge. Holding the breath in

or out long varies from person to person. Ideal time per complete

breath cycle is one minute where each section of the cycle lasts for

15 sec. When first beginning to practice this technique, 5 sec for

each of the four phases of the breath cycle is a good accomplishment

which then leads to a respiration rate of three breaths per minute.

This technique has been subjected to clinical trial as part of a

multipart protocol and has shown a 71% mean group improvement

in OCD symptoms using the Yale-Brown Obsessive Compulsive

Scale (ShannahoV-Khalsa et al., 1999, 2006).

4. Technique for Expanding and Integrating the Mind

Description: Sit erect with a straight spine and close the eyes and

bring the mental focus to the area where the root of the nose meets

the eyebrows (the third eye point). Relax the hands in the lap. Begin

breathing through a curled tongue that is extended out of the

mouth. The sides of the tongue are curled up and the tongue then

makes a ‘‘U’’ shape. Break the inhale into eight equal parts for the

inspiration. Then bring the tongue into the mouth, close it, and

exhale in eight equal parts through the nose. Do not pause after

completing the full inhale or exhale. Continue the cycle—eight parts

in through the curled tongue and eight parts out the nose, taking
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about 10 sec for one complete round. If desired, try using the sounds

Sa, Ta, Na, Ma (two times on inhale and two times on the exhale)

instead of counting 1, 2, 3, 4, 5, 6, 7, 8 for each part of the breath.

Mentally pair the sound of the breath with each of the diVerent
syllables in the proper sequence or just mentally listen to the sound

of the breath itself. If you cannot curl the sides of the tongue up in

this fashion take the inspiration only through the nose in eight parts,

keeping the mouth closed, and exhale out of the nose in eight equal

parts. Curling the tongue is a genetically determined ability. If you

can curl the tongue in this way it will also help stimulate the thyroid

and parathyroid glands. Start with 3–5 min, build the time up to

10–15 min, and then up to 31 min maximum. Upon completing this

technique, take at least three long, slow, and deep breaths through

the nose and then relax.

5. Technique for Stimulating the Immune System

Description: Before doing this technique it is best to practice

technique number (4). It should be attempted just after the end

section of (4) after the last three long, deep breaths are taken. On

the last exhale, attempt to hold the breath out fairly completely, but

relaxed, for a minimum of 1 min. Again sit with a straight spine and

keep the eyes closed. The time held out is the secret here, the longer

the better. With practice 3 min can be reached. The minimum time

to achieve the desired eVect is 1 min before the nervous system

recognizes this signal. Since this is done by volition, no panic is

experienced. The practitioner realizes he/she can quit at any time if

desired. But only part of the brain recognizes this fact. Another part

of the brain triggers an ‘‘emergency reset button’’ in the hypothala-

mus to engage all healing systems, which includes the immune

system. In ancient times, yogis taught this technique for treating

malignant but not benign tumors. It was said to be a direct means

for stimulating the immune system. This procedure can easily be

practiced three times per day. This technique is not for pregnant

women, beyond 4 months.

INTERNATIONAL REVIEW OF NEUROBIOLOGY 191



6. Technique for a Comprehensive, Comparative, and Intuitive Mind

Description: This is an advanced exercise and requires substantial

eVort. Practice of this exercise is more rigorous and is best attempted

after having developed the endurance to complete exercise (4) for

15 min. Its format is complex and the times should be followed

exactly and supervised by another to properly indicate time periods,

until experience is gained. It has four sections with the first three

sections broken into three additional parts. The sitting posture and

eye position is similar to exercise (4). Begin by using the thumb of the

right hand to block the right nostril, making sure to lower the elbow

to reduce strain on the arm for this time period. The breathing

pattern is a series of broken breaths, the rate is about one part per

second with the four-part breath and then less thereafter.


 Section 1 (total time is 9 min).

Part A: Inhale through the left nostril in four parts and exhale out

through the left nostril in one part, continue this pattern for 3 min.

Part B: Inhale through the left nostril in eight parts and exhale out

through the left nostril in one part, continue this pattern for 3 min.

Part C: Inhale through the left nostril in 16 parts and exhale out

through the left nostril in one part, continue this pattern for 3 min.


 Section 2 (total time is 9 min).

Repeat the entire procedure, parts A, B, andC of Section 1 completely

but start by breathing through the right nostril instead and use the left

thumb to block the left nostril for this entire period.


 Section 3 (total time is 9 min).

Relaxing both hands in the lap complete the breathing pattern of

the three parts given in A, B, and C, without blocking either nostril.

The initial phase of the nasal cycle is not a concern in this exercise or

in the previous ones. One side of the nose may be more diYcult to

breathe through.
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 Section 4 (total time is 4 min).

Relax the hands in the lap. Curl the tongue (as in yogic exercise

number 4) and extend it from the mouth, inhale in four parts close

the mouth and exhale in one part out the nose, four parts in through

the curled tongue and one part out the nose continue for 4 min. The

total time for Sections 1–4 is 31 min.

When finished completely relax on the back for 10–30 min.

7. Technique for Regenerating the CNS

Description: Sit erect as in the previous exercises. Keep the eyes

half open and focus on the tip of the nose (the end you cannot see).

The eye muscles may become sore in the beginning of practice, but

this will disappear with time. The hand position is as follows: males

grasp the left thumb with the right hand closing the fingers of the

right hand over the left thumb (which is now enclosed) and fingers

also encompass right thumb; females reverse the hand posture

clasping the right thumb inside, etc. Inhale and break the breath

into 16 equal parts, then exhale and break the breath into 16 equal

parts. Breathe only through the nose. Do not hold the breath once

having completed the inhale or exhale. Continue breathing in this

way. Each complete breath takes about 20 sec. If desired, instead of

counting 1–16, mentally vibrate the sounds of Sa, Ta, Na, Ma, four

cycles on the inhale and four cycles on the exhale. Begin with a few

minutes and build up slowly to 31 min maximum time and no

longer. Once having completed the technique, take several long

and deep breaths, then relax. Stop if you feel like you are becoming

light-headed. This exercise was reported to help regenerate the CNS

for those who have been damaged by drugs and alcohol. It is also

said that if it is practiced for 31 min/day for 120 days, a person’s

intuition will begin to remarkably improve.

Yogis had also discovered a technique which children and others

can use to learn to help consciously regulate the phase of the nasal

cycle. The practitioner sits erect with a straight spine and the hands
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are interlocked and placed directly against the abdominal region at

the diaphragm or solar plexus level with the elbows near the ribs.

The fingers of both hands are alternating where the right thumb is

on the top followed by the left thumb, and then the right index

finger, and the left index finger, etc., until the left little finger is on

the bottom. This orientation of the fingers is to be employed even if

the individual naturally interlocks the fingers with the opposite

orientation, that is, with the left thumb dominating and the right

little finger on the bottom. A tight pressure is maintained on both

hands during the interlock, that is, the hands are held tightly togeth-

er with some tension in the fingers. However, all other muscles in the

body are relaxed. The eyes are closed and the individual concen-

trates on the flow of the breath at the tip of the nose. First, the

natural phase of the nasal cycle is observed for several minutes.

Then the practitioner attempts to consciously breathe through the

congested nostril for several minutes. Once he is successful in

changing dominance, he should then reverse the dominance again

for several minutes. Eventually, the practitioner can learn to quickly

alter the phase of dominance, and eventually the hand posture is no

longer required. Yogi Bhajan suggested that this technique can be

taught to children and to have them learn to master it by the age of

three, so that they always have greater control over their emotional

states and mental activities (Bhajan, 1980).

The ancients had clearly gained insights toward the mind and

body and to the nature of our consciousness that deserves our

serious attention. We may gain significantly from pursuing these

techniques in the treatment of psychiatric disorders and for their

inherent structure for what we can learn about the mind, the brain,

and how to better treat diseases in general, and how to better

promote health. Today we are learning that the concepts of the

ancients, for example that of the nasal cycle and UFNB, have

substantial value. Although the world of yogic medicine has a

language that is diVerent than that of modern science, it does not

mean that these terms cannot be translated to help advance our

understanding of the human nervous system and our ability to

augment and facilitate its functions in order to better improve our

lives. While it is true that we need a contemporary view of ancient
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concepts, it is now more obvious than ever that the experimentalists

of the past have more to oVer than we had ever imagined.

Today, from a medical and scientific point of view, our future

holds the possibility for developing a more stress-resistant and

disease-resistant individual.
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oscillations in oxygen consumption, 111

pendulum of ANS–CNS activities and

homeostasis, 119–122

prolactin secretion during NREM

periods, 108

relationships, ultradian rhythms and

lateralized autonomic dominance, 104

rhythms and hypothalamicpituitary-

adrenal-gonadal axes, 109

seminal studies on ultradian rhythms, 107

single oscillator model, 103

structural and temporal aspects, organism’s

metabolic activities, 102

syndromes linked to psychopathologies, 104
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temporal compartmentalization by rhythmic

alternation, 103

testosterone and ultradian cycles of penile

tumescent, 108

Thorndike Intelligence Examination, 107

two polar states of mind role, 104

ultradian rhythms, 110–114

Lateralization

of activity, 56

of cognitive skills, 50

of function, 6

nondominant hemisphere in depression

associated with epilepsy, 136

psychological profiles and neurology of

emotion, 127

regional brain activity, 118

in schizophrenia, 137

Lateralized rhythms

for adaptation and homeostasis, 122–126

of ANS

acoustic rhinometry, 9

gravitational effect, 11

hemihidrotic reflex, 11

lateralized autonomic tone, 11, 184

lateralized rhythms of lung inflation, 10

left and right adrenal blood flows study, 14

nasal cycle, 8

sinusoidal cycle, 10

unilateral nasal-pulmonary reflex

mechanism, 10

of CNS (See Lateralized rhythms, of CNS)

for psychopathology, implications, 126–141

anxiety, 130–131

depression, 131–135

schizophrenia, 135–141

ultradian, in nervous system, 6

Lateralized rhythms, of CNS

alternating cerebral hemispheric activity, EEG

during sleep, 18

cross-spectrum analysis for phase

coupling, 31

delta band FOS spectra, 32

delta-sleep pattern, 21

EEG pattern in dolphins, 20

FOS time series analysis, 38–39, 41

hypothalamus as pacemaker, 48

INS secretion, coupled to NREM rest phase

of NREM–REM sleep cycle, 48

interhemispheric and intrahemispheric

coherence, 22

left mind and right mind’ concept, 24

(L � R) hemisphere EEG power, 25–27

nasal venous plexi, 37

neuroendocrine and fuel regulatory

hormones role in, 38

non-REM sleep and REM sleep, 24

phase relations, of frequency

parameters, 31

polysomnographic macro-architecture

measures, 27

REM�NREM cycle, 22–23

REM sleep, coupled to right nostril-

dominant mode of NC, 48

seminal EEG studies during sleep, 19

sleep hypnogram, 27–28

spectral density plot, FOS time series

analysis power distribution, 29–30

study on sleep deprivation, 24

test for state-specific hemispheric

asymmetries, 23

transitional asymmetries, 22

unihemispheric sleep, 21

variables in study with waking subjects, 47

visually scored polysomnographic

measures, 33

alternating cerebral hemispheric activity,

exhibited by EEG

during waking, 51–58

airflow through nostrils, measurement, 52

airflow tracings, 53

beta and sigma power task performance,

females, 57

CNS–ANS linkage, independent of sex and

handedness, 54

ultradian variations in relative ratios of

delta power, males, 57

alternating cognitive performance

effciency, 17

cerebral parasympathetic influences in

circulation, 16

nasal cycle and ultradian rhythm of cerebral

hemispheric activity, 15

pattern of nasal airflow, 18

REM and NREM sleep stages

cognitive testing after awakening and

handedness, 50

interaction of gender and awakening

condition, 49–50

left-hemisphere cognitive performance,

waking from NREM sleep, 49

INDEX 223



Lateralized rhythms, of CNS (cont.)

pattern of respiration, onset of REM

sleep, 51

verbal and spatial performance skill

ratios, 49

Left epinephrine (LE), 46, 68

Left norepinephrine (LNE), 46, 68

Left/right epinephrines (LRE), 68

Left/right norepinephrines (LRNE), 68

Left ventricular systolic pressure (LVSP), 143

Luteinizing hormone (LH), 38, 46

Lutenizing hormone releasing hormone

(LHRH), 100

M

Magnetoencephalography (MEG), 145

Man epinephrine (ME), 46

Man norepinephrine (MNE), 46

Mean arterial pressure (MAP), 38, 66

Mean nasal cycle duration, 9

Mean square error reduction (MSER), 67–68

N

Nasal cycle activity, 140

Neural activity

humoral effects of, 115

lateralized rhythms of, 102

Neural diathesis-stressor model, 138

Neuraxis, 5–6

Neuroendocrine system, abnormalities, 122

Neurotransmitters, 135, 186

Nonrapid eye movement (NREM) sleep, 19,

22–25, 37, 48–49, 51, 56, 59, 62, 96, 108,

112, 132–133, 187

Norepinephrine (NE), 13–14, 16–18, 38, 46,

66–67

Nucleated spleen cells, 115

O

Occipital–parietal bipolar montage, 144

OCD breath (OCDB), 147

Oral activity cycle, 110

P

Parasympathetic dominance, 104

Parasympathetic nervous system (PNS), 2

4-Part breath, 178–179. See also Vagal nerve

stimulation, UFNB technique

Phenylethanolamine-N-methyltransferase

(PNMT), 13–15

Pituitary hormones, 38, 63, 67, 83, 108, 116

secretion, 107

Plasma corticosterone, 109

Plasma parathyroid hormone, 108

Plasma renin activity (PRA), 187

Positron-emission tomography (PET), 23

Posttraumatic stress disorder

(PTSD), 177, 188

Premenstrual syndrome (PMS), 129

Principal components analysis (PCA), 113

Prolactin, 64–65, 108, 117

Psychoneuroimmunology, 116

Psychopathological symptoms, intensity, 137

Psychophysiological states, translational

elements, 141

autonomic reflex point, on fifth intercostal

space, 172–175

highly structured yogic breathing

techniques, 188–195

unilateral forced nostril breathing, 144–172

vagal nerve stimulation, 175–180

Pulse generator frequency, 101

Pulse-related neuronal activity, 101

R

Rapid eye movement (REM), 4

REM–NREM sleep cycle, 23, 112, 182, 187

Rhythms, of locomotor activity, 111

Right arm epinephrine (RE), 46, 68, 72

Right arm norepinephrine (RNE), 46,

68, 72

Rosvold-Mirsky Continuous Performance

Test, 113

S

Schizophrenia, 126, 135

Seizure frequency, 175. See also Vagal nerve

stimulation (VNS)

Selective unilateral autonomic activation

(SUAA), 142

Sleep–wake circadian cycles, 3, 114

Somatic nervous system, 3–4

Stroke volume (SV), 38, 66, 169

Sympathetic nervous system (SNS), 2

Systolic blood pressure (SBP), 38, 66
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T

Thoracic fluid index (TFI), 46, 66

Thorndike Intelligence Examination, 107

Total mean square error (TMSE), 27

Total peripheral resistance (TPR), 68

Trophotropic system, 4, 119

U

Ultradian periodicity, 4, 65, 128

Ultradian rhythms

in adrenal blood flow, 124

of alternating hemispheric activity, by

cognitive performance efficiency, 58

beta movement, 62

beta phenomenon experiment, 62–63

during different phases of nasal cycle, 59

endogenous oscillatory system, 60

endogenous rhythm of processing, speed of

stimuli, 61

hypothalamic releasing factors and pituitary

hormones, 63

spiral after effect (SAE), 61

symbol digit test, 59

use of dichotic listening (DL)

performance, 60

ANS–CNS rhythm, 141

in arousal, performance, and behavior, 112

functional significance of, 103

of gastric pH in humans, 110

in human respiration rates, 111

nonlinear features of, 102

proposed organization of, 105–106

Ultradian rhythms of cardiovascular,

neuroendocrine, fuel-regulatory,

gastrointestinal, and immune

systems, 63–69

interindividual FOS analysis, 69

composite spectral plots of, 70–73

prevalence of major periods for, 74–75

TMSE in period ranges, 70, 72–77

interindividual linear regression

analyses, 77–79

profiles of individual parameters, 92–96

hypothalamic model of control, 95

observed time series for INS, 92

primary time series data for insulin, 93–94

simultaneous coupling of EEG activity and

histamine, 96

profiles of individual parameters within

subjects, 79–92

ACTH, higher relative right

nostril-dominant mode, 79

autonomous oscillatory secretion via

pancreas, 90

dampening effect theory, 90

primary time series (raw data) for males and

females, 80–82, 85–89

time series history analysis for, 83

Weigle autonomous control theory, 90

Unilateral forced nostril breathing

(UFNB), 142

diaphragmatic breathing, 170

effects of UFNB, on autonomic dependent

phenomena, 169

respiratory efforts, yogic technique and, 169

right nasal obstruction, 171

R-UFNB, L-UFNB, and alternate nostril

breathing, 170

self-regulation, 172

unilateral chronic nasal obstruction, 171–172

V

Vagal nerve stimulation (VNS), 142

alternation of vasomotor tone, 181

autism spectrum disorders, 187

autonomic asymmetry, in Meniere’s

syndrome, 184

balance of various ANS–CNS functions, 180

balance of yin and yang, 180

beat-to-beat noninvasive sampling, 186

disorder-specific, for treatment of OCD, 188

ergotrophic-related state, 184

error, in physiological and

psychophysiological studies in ultradian

domain, 183

Kundalini yoga meditation techniques, 188

lateralized influence of autonomic stress, 186

lateralized stress of sympathetic function, 185

multipart protocols, treating OCD and

psychiatric disorders, 188

nasal cycle, marker for, 182

in neuropathology of depression, 179

ozaena-pathologies, 181

REM–NREM sleep cycle, 182

REM sleep stages and nocturnal migraines

and cluster headaches, 184

Riga’s discovery in patients, 181
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Vagal nerve stimulation (VNS), (cont.)

right/left autonomic stress and

dysfunction, 185

single/mutually coupled oscillators, 183

for treating obesity, pain, Alzheimer’s disease,

and neuropsychiatric disorders, 177

treatment of pharmacoresistant epilepsy,

175, 179

for treatment refractory depression, 177

treatment-resistant depression

patients, 176

UFNB technique, 178–180

UFNB, tool to treat OCD, 187

urinary volumes and osmolarity with

ultradians, 187

Vegetative total reorientation, 124

Ventricular ejection time (VET), 46, 66

Y

Yogic breathing techniques

comprehensive, comparative, and intuitive

mind, 192–193

expanding and integrating mind, 190–191

fatigue and listlessness, 189

obsessive-compulsive disorders, 190

regenerating the CNS, 193–195

stimulating the immune system, 191

treating insanity and alleviating emotional

stress and anxiety, 189
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Bernhard Lüscher and Jean-Marc Fritschy D1

Dopamine Receptors

Richard Mailman

Molecular Modeling of Ligand-Gated Ion

Channels: Progress and Challenges

Ed Bertaccini and James R. Trudel

CONTENTS OF RECENT VOLUMES 233



Alzheimer’s Disease: Its Diagnosis and Patho-

genesis

Jillian J. Kril and Glenda M. Halliday

DNA Arrays and Functional Genomics in

Neurobiology

Christelle Thibault, Long Wang, Li Zhang, and

Michael F. Miles

index

Volume 49

What Is West Syndrome?

Olivier Dulac, Christine Soufflet,

Catherine Chiron, and Anna Kaminski

The Relationship between encephalopathy and

Abnormal Neuronal Activity in the Developing

Brain

Frances E. Jensen

Hypotheses from Functional Neuroimaging

Studies

Csaba Juhász, Harry T. Chugani,

Ouo Muzik, and Diane C. Chugani

Infantile Spasms: Unique Sydrome or General

Age-Dependent Manifestation of a Diffuse

Encephalopathy?

M. A. Koehn and M. Duchowny

Histopathology of Brain Tissue from Patients

with Infantile Spasms

Harry V. Vinters

Generators of Ictal and Interictal Electroenceph-

alograms Associated with Infantile Spasms:

Intracellular Studies of Cortical and Thalamic

Neurons

M. Steriade and I. Timofeev

Cortical and Subcortical Generators of Normal

and Abnormal Rhythmicity

David A. McCormick

Role of Subcortical Structures in the Pathogenesis

of Infantile Spasms:What Are Possible Subcortical

Mediators?

F. A. Lado and S. L. Moshé
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