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Foreword

Roger-Maurice Bonnet · Michel Blanc

Originally published in the journal Space Science Reviews, Volume 137, Nos 1–4.
DOI: 10.1007/s11214-008-9418-0 © Springer Science+Business Media B.V. 2008

“Planetary Atmospheric Electricity” is the first publication of its kind in the Space Science
Series of ISSI. It is the result of a new and successful joint venture between ISSI and Euro-
planet.

Europlanet is a network of over 110 European and U.S. laboratories deeply involved in
the development of planetary sciences and support to the European planetary space explo-
ration programme. In 2004, the Europlanet consortium obtained support from the European
Commission to strengthen the planetary science community worldwide, and to amplify the
scientific output, impact and visibility of the European space programme, essentially the Eu-
ropean Space Agency’s Horizon 2000, Cosmic Vision programmes and their successors. Its
present contract with the Commission extends from 2005 to 2008, and includes 7 networking
activities, including discipline-based working groups covering the main areas of planetary
sciences. A new contract with the Commission, presently under negotiation, will extend Eu-
roplanet’s activities into the period 2009–2012. With the broad community connection made
through its Discipline Working Groups and other activities, Europlanet offers an ideal base
from which to identify new fields of research for planetary sciences and to stimulate collab-
orative work among its member laboratories. For Europlanet, developing collaboration with
ISSI in holding workshops and producing books on these new and emerging subjects is both
natural and extremely stimulating, considering the high profile, international standing and
proven success of ISSI. For ISSI, collaboration with Europlanet offers a very interesting op-
portunity to extend its successful series of workshops and books within the area of planetary
sciences and to deepen its links with this community.

Working from this clear convergence of interests, in 2006 ISSI and Europlanet initiated
implementation of a series of joint workshops, soon after the establishment of Europlanet’s
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Discipline Working Groups. Each of Europlanet’s nine Discipline Working Groups were
invited to select one or two promising subjects for ISSI workshops, which were presented
and discussed at a working group meeting at ESAC, Villafranca, Spain, April 24th–26th. The
Board of Coordinators of Europlanet then selected a shortlist. Finally, on May 18th, 2006,
the Science Committee of ISSI, chaired by Prof. Len Culhane, selected the “Planetary At-
mospheric Electricity” proposal, initially formulated by Jean-Pierre Lebreton and François
Leblanc, to become the first joint ISSI-Europlanet workshop.

In retrospect, the choice of this subject has indeed been particularly good. As this volume
nicely illustrates, Planetary Atmospheric Electricity happened to be an outstanding theme
to stimulate the dialogue between a “traditional” field of geosciences—atmospheric elec-
tricity was initiated as a science by Benjamin Franklin—and the emerging field of planetary
electricity, a promising development of comparative planetology. Once again, the synergis-
tic alchemy of ISSI operated beautifully between these two communities, leading to many
exciting scientific exchanges and finally to a fundamentally interdisciplinary book, merging
the expertise and prospects of the two communities.

Electrical phenomena have been studied for centuries in the Earth’s atmosphere, lead-
ing to a progressively better understanding of electrification sources (galactic cosmic rays,
deep cloud convection, etc.), their manifestations (lightning, discharges and electromagnetic
emissions. . .) and their hazards. Atmospheric electricity still offers outstanding challenges
to modern environmental research. For example, the very mechanism of charging of cloud
droplets is only partly understood, and understanding the complex 3-D geometry of thunder-
storm convection cells is only beginning. Even more, a significant fraction of electrostatic
discharges, those which occur between the cloud tops and the ionosphere base and mani-
fest themselves through spectacular optical phenomena such as sprites, elves, coronae, have
only recently been discovered. Taranis, the first European in-depth global study of these
phenomena from space is still only in its preparation phase. Many discoveries are ahead of
us!

While terrestrial atmospheric electricity is well established yet rapidly evolving, its plan-
etary counterpart is in its infancy. One of the major merits of this book is to show the uni-
versality, the diversity and the importance of atmospheric electrical phenomena across the
solar system.

Standing as a good example of a universal process, lightning is common and currently
observed at Jupiter and Saturn, it is likely at Uranus and Neptune, and evidence of its ex-
istence in the atmosphere of Venus accumulates from Venus Express data. But many basic
questions about its generation and occurrence are open: does cloud convection need water to
generate electrification and lightning? Is there a global electrical circuit at any other planet
than Earth?

Space exploration of the solar system has also illustrated the broad diversity of charging
and discharge phenomena, in Martian dust storms or on planetary rings and dust particles,
for instance, or through levitation processes at the surfaces of airless bodies.

Finally, the importance of electrical phenomena in the history of solar system evolution
is also emerging more and more as research progresses. Did atmospheric discharges play a
role in the dynamics and chemical activity of the primordial solar nebula? Or in the synthesis
of the first prebiotic molecules of early Earth as suggested by Miller and Urey more than
fifty years ago? Or in the growth and dynamics of atmospheric aerosol?

Based on this first inventory of electrical phenomena in the solar system, the next phase
of detailed investigations of these phenomena by future planetary missions can be expected
to be planned with great effectiveness, through taking advantage of the terrestrial experience
both to design the best possible diagnostic instruments and to anticipate and better under-
stand what they will observe. We are convinced that this first ISSI-Europlanet volume on
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Planetary Atmospheric Electricity will become and remain a key reference for the planning
of future missions.

In achieving this goal, all credit must be given to those whose hard work and dedication
made this first joint workshop and publication of ISSI and Europlanet possible. Many thanks,
first, to the leadership of ISSI and Europlanet who designed this collaborative project, and
to the leaders of the Discipline Working Groups of Europlanet, Norbert Krupp and Ari-
Matti Harri, who managed and inspired their working groups to produce challenging new
subjects for future planetary science workshops. Many thanks to the Science Committee
of ISSI, chaired by Prof. Len Culhane, who did the selection and made useful suggestions
on the workshop contents. Our special gratitude goes to François Leblanc and Jean-Pierre
Lebreton, who originally proposed the workshop’s topic, and to François for masterly lead-
ership of the whole process, from the first Conveners Meeting to book production. The team
of conveners and editors did a fantastic job in defining the structure of the workshop and
of the book, in managing the writing and the overall review process: as usual, all chapters
were carefully reviewed by independent experts to whom we would also like to extend our
gratitude.

Last, but not least, our warmest appreciation goes to the wonderful staff of ISSI, Andrea
Fischer, Vittorio Manno, Saliba Saliba, Brigitte Schutte, Irmela Schweizer, Silvia Wenger,
and all their colleagues whose kindness and dedication make ISSI such a nice place for a
visit and for work. They are the greatest asset on which this new and promising collaboration
between ISSI and Europlanet will continue to develop and flourish in the years to come.

Roger-Maurice Bonnet
Executive Director, International Space Science Institute

Michel Blanc
Europlanet Coordinator



Preface

Planetary Atmospheric Electricity

R.G. Harrison · K.L. Aplin · F. Leblanc · Y. Yair

Originally published in the journal Space Science Reviews, Volume 137, Nos 1–4.
DOI: 10.1007/s11214-008-9419-z © Springer Science+Business Media B.V. 2008

Abstract Electrification is a fundamental process in planetary atmospheres, found widely
in the solar system. It is most evident through lightning discharges, which can influence
an atmosphere’s chemical composition, but electrification also affects the physical behav-
iour of aerosols and cloud droplets that determine an atmosphere’s radiative balance. In the
terrestrial atmosphere, lightning has been implicated in the origin of life.

Keywords Charge · Lightning · Electrostatic discharge · Comparative planetology ·
Primordial atmosphere · Cosmic rays · Electromagnetic radiation

1 Electrification in Atmospheres

Electrification occurs commonly in planetary atmospheres, although it is present in different
forms. The most direct evidence to remote observers is presented by lightning, which is de-
finitively known to occur on Earth, Jupiter, Saturn and, most probably, Venus, with lightning
on Mars thought very likely but as yet undetected. In addition, Uranus and Neptune have
yielded possible signals of lightning discharges. Taken across the solar system, the proba-
bility of lightning occurring in a planetary atmosphere (Venus, Earth, Mars, Jupiter, Saturn,
Uranus and Neptune, but neglecting moons) is therefore confidently at least (4 ± 1) in 7.
Thus, as lightning can also result from volcanic activity, it is reasonable to expect electrical
discharges in a solar system atmosphere, with odds considerably better than evens.
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Planetary electrification has generally been explained by analogy with terrestrial
processes. Lightning on both Saturn and Jupiter is thought to originate from water clouds
deep in their atmospheres, with temperatures ∼300 K (Fischer et al. 2008) where water is
likely to exist in more than one phase. Charge separation is therefore expected to develop
in a similar way to terrestrial thunderclouds (Saunders 2008). Martian lightning, though not
yet measured, is likely to originate in dust storms. These storms are probably directly anal-
ogous to terrestrial dust devils, in which high electric fields are generated by triboelectric
charge separation1 (Farrell and Desch 2001). There is, however, no terrestrial analogue for
the sulphuric acid clouds on Venus. Observations of lightning on Venus are increasingly
convincing (e.g. Russell et al. 2007), but a scientific consensus on the existence of Venu-
sian lightning has been slow to develop, probably because of the clear differences between
Venusian and other solar system lightning (Gurnett et al. 2001). This illustrates that much of
our acceptance of planetary atmospheric electricity is rooted in comparison with terrestrial
models.

Lightning highlights atmospheric electrification localised in space and time. Charge re-
leased by high-energy particles, such as Galactic Cosmic Rays (GCR) is, however, spatially
and temporally widespread in an atmosphere. The incessant GCR flux sweeping across the
solar system from stellar and galactic sources ensures that planetary atmospheres are con-
stantly permeated by energetic particles. Their arrival rate is modulated by solar activity
(with the 11-year Schwabe cycle, though this effect decreases with distance from the Sun),
and by the planetary magnetic field (Bazilevskaya et al. 2008). Together with the ultraviolet
part of the solar spectrum, GCRs constitute energetic ionisation agents, although the depth of
penetration and the nature of ionisation products are specific to each planetary atmosphere.

2 Ion Production, Clouds and Atmospheric Discharges

As well as GCR ionisation, rocky planetary bodies have a low-altitude ionisation source
from the radioactive minerals contained within the surface rocks, whose decay products em-
anate and ionise the air immediately above it. Charging of aerosols generated mechanically
from the planet’s surface is expected to be a direct consequence. In the presence of condens-
able compounds, varying in composition between atmospheres, ion production may affect
the nucleation of ultra-fine aerosol particles (Arnold 2008; Kazil et al. 2008) or droplet con-
densation, thus providing a link between ionisation and cloud formation. The connection
between ions and clouds is especially important in Earth’s atmosphere because of the cen-
tral role clouds play in the climate system, now studied more intensively than ever because
of the challenging context presented by climate change.

The presence of ionisation in cloud-forming atmospheric regions indicates that charg-
ing can affect many microphysical processes in clouds (e.g. ion-droplet attachment, droplet
activation, droplet coalescence and aerosol-droplet scavenging) which determine cloud life-
time, cloud thickness and ultimately precipitation, and also the complex charging processes
leading to electric field growth. Cloud microphysical processes and charging occur simulta-
neously as thunderclouds mature, and are intricately inter-related. Modern theories suggest
that GCR-induced free electrons within a developing thundercloud are actually responsi-
ble for triggering the breakdown process, which culminates in an avalanche, propagating
between charge centres or to the ground as a lightning flash. Electrons and ions also exist

1On Earth, however, the breakdown voltage is sufficiently large that discharges in dust devils generally do
not occur.
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above cloud tops, where they are subjected to transient electric fields following lightning
discharges; acceleration of electrons and ions upwards above terrestrial cloud tops creates
spectacular transient luminous events (TLEs), known as sprites and elves. Terrestrial gamma
flashes (TGFs) may also result from lightning’s aftermath.

When a lightning channel passes through an atmosphere (N2 or CO2 based), it initiates
chains of chemical reactions whose long-lived products can be remotely detected, permitting
elucidation of the atmospheric composition. On Earth, NOx from lightning is transported
over large distances in the anvils of thunderstorms; the chemical effects are prolonged, ulti-
mately providing a source of dissolved solutions at the surface.

3 Evidence for Planetary Atmospheric Electrification

Non-terrestrial electricity in upper atmospheres has generally been studied by ion and elec-
tron spectrometers, electric and magnetic field measurements and plasma wave instruments,
as well as remotely, from earth, by radio-occultation, optical spectrometry, electromagnetic
and radar measurements (Aplin et al. 2008). Upper atmosphere measurements characterise
the ionospheres produced by energetic ultra-violet ionisation but, in some cases, a secondary
peak in electron concentration due to meteors has been discovered, below the ionospheric
electron region (Molina-Cuberos et al. 2008).

Considering lower atmospheres, no definitive evidence for lightning has yet emerged
from the Huygens descent through the atmosphere of Saturn’s satellite Titan. No Martian
lightning activity has ever been measured but, so far, no electrical instrument has deployed
at its surface and therefore scope for its detection remains. Very recently, Venus Express
magnetic measurements have strongly suggested lightning on Venus, although without a
coincident optical observation, a small ambiguity over the precise source remains. Ground-
based observations of NO abundance in the Venusian atmosphere also suggest lightning
activity (Krasnopolsky 2006). Voyager 1 first detected optical lightning and the electromag-
netic signatures of whistlers2 at Jupiter. It subsequently detected sferics3 and whistlers at
Saturn, a discovery recently confirmed by the Cassini mission (Fischer et al. 2008). Voy-
ager 2 measured sferics at Neptune and Uranus, interpreted as the signatures of lightning
activity (Yair et al. 2008; Zarka et al. 2008).

As an alternative to direct optical detection (Takahashi et al. 2008), electromagnetic
emissions have assumed to present clear signatures of lightning activity in planetary at-
mospheres (Zarka et al. 2008). However recent work arising from terrestrial atmospheric
electricity has suggested some new approaches to studying planetary atmospheric elec-
tricity. Very low frequency measurements (3 Hz–3 kHz) can indicate the Schumann res-
onance, which is caused by lightning and its presence presents an important clue to
the existence of a global circuit (Aplin et al. 2008; Simoes et al. 2008). The upper-
most ultra low frequency present in the spectrum may be associated with lightning ac-
tivity (Bosinger and Shalimov 2008). Transient luminous events discovered above ac-
tive thunderstorms provide a further possibility for characterising lightning activity opti-
cally, even on planets completely covered by clouds (Yair et al. 2008). Terrestrial gamma
and X-ray flashes associated with intra-cloud discharges are other potentially detectable

2Whistlers are radio signals below f ∼ 30 kHz. In physical terms they propagate in the frequency interval
between the ion and electron cyclotron frequencies f ci � f < f ce.
3Sferics (a word derived originally from “atmospherics” in radio work) describes high frequency electromag-
netic emissions.
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phenomena which may occur more widely in the solar system (Lefeuvre et al. 2008;
Roussel-Dupré et al. 2008).

4 Atmospheric Current Flow and Global Electrical Circuits

The balance between charge generation, lightning and local ionisation results, on earth at
least, in a planetary scale current flow between disturbed and fair weather regions. More
generally, this conceptual circuit model provides a framework unifying atmospheric electri-
cal processes operating in disturbed weather regions (e.g. thunderclouds, dust devils, vol-
canic plumes) and the ionisation processes occurring throughout the atmosphere. Conceived
by CTR Wilson, the terrestrial global circuit model is based on the generation of a global
potential difference between conducting upper and lower regions, separated by a poorly
conducting atmosphere (Rycroft et al. 2008). This potential difference drives a current of
cluster ions (and/or electrons) created by cosmic rays and natural radioactivity between the
two conducting layers. Through the global circuit current, the source energy from thunder-
storms is globally dissipated by the transport of trace species, and a steady flow of ions is
maintained throughout the widespread non-thunderstorm regions.

As the study of terrestrial atmospheric electricity is long established, there is much that
can be learnt from its history (Aplin et al. 2008). Understanding the terrestrial concepts, and
synthesising them to produce the global circuit model was protracted, taking two centuries.
Identifying the key stages in the synthesis could be used to optimise future measurements of
extraterrestrial environments. For example, the Schumann resonance (low frequency radia-
tion caused by the lightning excitation of the cavity formed between the atmosphere’s lower
and upper conducting layers) is one of the more recently discovered aspects of the terrestrial
global circuit (1950s). It has been identified as the most informative single measurement to
make (Aplin et al. 2008), and therefore deserves priority when proposing future planetary
atmospheric electrical instrumentation.

5 Significance of Atmospheric Electrification

Clearly, our knowledge of terrestrial lightning can be applied in mitigating electrostatic
hazards. This is put to very practical application when designing lightning protection sys-
tems for spacecraft. All spacecraft are under threat from lightning after launch, or some-
times before (Lorenz 2008), particularly because the tropical locations where spacecraft are
launched are also where lightning is most common. Planetary probes need additional pro-
tection against electrostatic discharge (ESD) hazards when passing through atmospheres or
landing on other planets. For the Huygens and Galileo probes, ESD protection technology
was directly borrowed from the aircraft industry (Lorenz 2008).

There are, however, two broader scientific issues extending well beyond the essential pro-
tection of spacecraft. Firstly, fossil evidence confirms that terrestrial lightning has existed for
at least 250 million years (Harland and Hacker 1966), so, as well as being abundant in the
solar system, electrification is probably a long-lived phenomenon extending to geological
timescales. The abundance and longevity of terrestrial lightning has caused it to be sug-
gested as a possible factor in the formation of molecules central to the origin of life (Miller
1953). Secondly, as outlined above, charge can modify cloud formation processes and the
collision rates between droplets, crystals and aerosols. Although the effect of electrification
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on individual aerosols and droplets may be small, it can also be widespread, acting, in total,
to influence an atmosphere’s radiative balance.4

Beyond lightning in planetary atmospheres, aspects in their infancy include the role
of electrical forces in lifting dust (Renno and Kok 2008), as well as the importance
of cluster ions and charged aerosols (Tripathi et al. 2008; Harrison and Tammet 2008;
Aplin 2008), Some further aspects of non-terrestrial planetary electricity have also hardly
been characterised, such as the charging of planetary rings (Graps et al. 2008), volcanic
electrical activity on Io (James et al. 2008) and the charge carried by asteroids.

6 Conclusions

Atmospheric electricity can originate from many different causes, specific to the kind of at-
mosphere and the altitude above the planetary surface. In all gaseous planetary atmospheres
charge is generated by cosmic rays or ultraviolet radiation, but also by friction, mete-
oric impacts, atmospheric circulation, cloud charging, volcanism, and dust. The presence
of aerosols modifies the charging process, facilitating charge transfer between ions and
aerosols. In other planetary environments, dust storms or impacts are responsible for charge
production. Rings around planets can become charged both actively and passively—for in-
stance in the presence of magnetic fields and plasma—with their dynamics being at least
affected, if not completely determined, by the build-up of electric fields. In one or other of
these ways, charged atmospheric layers can be produced near most of the planets.

Information about planetary atmospheric electricity has been obtained by spacecraft ob-
servations, and the extraordinarily valuable measurements made in situ when spacecraft pass
through a planetary atmosphere or even land instrumentation on the planet. On Earth, the vi-
olent discharge from large atmospheric electric fields is common and evident through light-
ning. On other planets, however, most discharges manifest themselves through secondary ef-
fects such as non-optical electromagnetic radiation, which can leak from their atmospheres
to be detected remotely. Consequently detailed study of terrestrial lightning remains very
important, and therefore many of the articles in this book are in one or the other way con-
cerned with lightning, its causes, mechanism, effects, intracloud lightning, cloud to ground
lightning, and cloud to space lightning like TLEs, as well as the generation of electromag-
netic radiation from Schumann resonances through the spectrum to X-rays, and TGFs. The
latter two are signatures of high-energy particles generated in the lightning discharges; they
may indicate planetary atmospheric electric fields which could present hazards for missions
to the planets.

In this volume (Leblanc et al. 2008), a detailed and up to date summary is given of the
various problems in planetary atmospheric electricity outlined above. A feature is that it
begins with an introductory overview section. These introductory overviews are intended
to provide a brief, though fairly-founded, tutorial concerning the physics and chemistry of
atmospheric electricity on Earth and the planets, the charging, ion production, current flow,
current systems, electrical conductivities, and the observable processes involved into the
quiet and the violent discharges. Based on these articles, the student and researcher of the
many and various forms of atmospheric electricity should be prepared to deal with the more
specialised papers that follow.

4This was memorably described at the EuroPlanet-ISSI workshop in Bern as “the tail wagging the dog”.



10 R.G. Harrison et al.

References

K.L. Aplin, Composition and measurement of charged atmospheric clusters. Space Sci. Rev. (2008, this
issue). doi:10.1007/s11214-008-9397-1

K.L. Aplin, R.G. Harrison, M.J. Rycroft, Investigation of Earth’s atmospheric electricity: a role model for
planetary studies. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9372-x

F. Arnold, Atmospheric ions and aerosol formation. Space Sci. Rev. (2008, this issue). doi:10.1007/
s11214-008-9390-8

G.A. Bazilevskaya, I.G. Usoskin, E. Flückiger et al., Cosmic ray induced ion production in terrestrial and
planetary atmospheres. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9339-y

T. Bosinger, S.L. Shalimov, On ULF signatures of lightning discharges. Space Sci. Rev. (2008, this issue).
doi:10.1007/s11214-008-9333-4

W.M. Farrell, M.D. Desch, J. Geophys. Res. E4, 7591–7595 (2001)
G. Fischer, D.A. Gurnett, W.S. Kurth et al., Atmospheric electricity at Saturn. Space Sci. Rev. (2008, this

issue). doi:10.1007/s11214-008-9370-z
A. Graps, G. Jones, A. Jubasz et al., Charging of planetary rings. Space Sci. Rev. (2008, this issue).

doi:10.1007/s11214-008-9362-z
D.A. Gurnett, P. Zarka, R. Manning et al., Nature 409, 313–315 (2001)
W.B. Harland, J.L.F. Hacker, Adv. Sci. 22, 663–671 (1966)
R.G. Harrison, H. Tammet, Ions in the terrestrial atmosphere and other solar system atmospheres. Space Sci.

Rev. (2008, this issue). doi:10.1007/s11214-008-9356-x
M.R. James, L. Wilson, S.J. Lane et al., Electrical charging of volcanic plumes. Space Sci. Rev. (2008, this

issue). doi:10.1007/s11214-008-9362-z
J. Kazil, R.G. Harrison, E.R. Lovejoy, Tropospheric new particle formation and the role of ions. Space Sci.

Rev. (2008, this issue). doi:10.1007/s11214-008-9388-2
V.A. Krasnopolsky, Planet. Space Sci. 54(13–14), 1352–1359 (2006)
F. Leblanc, K.L. Aplin, Y. Yair et al., Planetary Atmospheric Electricity. Space Sciences Series of ISSI, vol. 30

(2008)
F. Lefeuvre, E. Blanc, R. Roussel-Dupré et al., Taranis—a microsatellite project dedicated to the physics of

TLEs and TGFs. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9414-4
R. Lorenz, Atmospheric electricity hazards. Space Sci. Rev. (2008, this issue). doi:10.1007/

s11214-008-9364-x
S.L. Miller, Science 117, 528 (1953). doi:10.1126/science.117.3046.528
G. Molina-Cuberos, J.J. Lopez-Moreno, F. Arnold, Meteoritic ions in planetary atmospheres. Space Sci. Rev.

(2008, this issue). doi:10.1007/s11214-008-9340-5
N. Renno, J. Kok, Electric activity and dust lifting on Earth, Mars and beyond. Space Sci. Rev. (2008, this

issue). doi:10.1007/s11214-008-9377-5
R. Roussel-Dupré, J.J. Colman, E. Symbolisty et al., Physical processes related to discharges in planetary

atmospheres. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9385-5
C.T. Russell, T.L. Zhang, M. Delva et al., Nature 450, 661–662 (2007). doi:10.1038/nature05930
M.J. Rycroft, R.G. Harrison, K.A. Nicoll et al., Physical processes related to discharges in planetary at-

mospheres. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9368-6
C. Saunders, Charge separation mechanisms in clouds. Space Sci. Rev. (2008, this issue). doi:10.1007/

s11214-008-9345-0
F. Simoes, M. Rycroft, N. Renno et al., Schumann resonances as a means of investigating the electromagnetic

environment in the solar system. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9398-0
Y. Takahashi, J. Yoshida, Y. Yair et al., Lightning detection by LAC onboard the Japanese Venus Climate

Orbiter Planet-C. Space Sci. Rev. (2008, this issue) doi:10.1007/s11214-008-9400-x
S. Tripathi, M. Michael, R.G. Harrison, Profiles of ion and aerosol interactions in planetary atmospheres.

Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9367-7
Y. Yair, G. Fischer, F. Simoes et al., Updated review of planetary atmospheric electricity. Space Sci. Rev.

(2008, this issue). doi:10.1007/s11214-008-9349-9
P. Zarka, W. Farrell, G. Fischer et al., Ground-based and space-based radio observations of planetary light-

ning. Space Sci. Rev. (2008, this issue). doi:10.1007/s11214-008-9366-8

http://dx.doi.org/10.1007/s11214-008-9397-1
http://dx.doi.org/10.1007/s11214-008-9372-x
http://dx.doi.org/10.1007/s11214-008-9390-8
http://dx.doi.org/10.1007/s11214-008-9390-8
http://dx.doi.org/10.1007/s11214-008-9339-y
http://dx.doi.org/10.1007/s11214-008-9333-4
http://dx.doi.org/10.1007/s11214-008-9370-z
http://dx.doi.org/10.1007/s11214-008-9362-z
http://dx.doi.org/10.1007/s11214-008-9356-x
http://dx.doi.org/10.1007/s11214-008-9362-z
http://dx.doi.org/10.1007/s11214-008-9388-2
http://dx.doi.org/10.1007/s11214-008-9414-4
http://dx.doi.org/10.1007/s11214-008-9364-x
http://dx.doi.org/10.1007/s11214-008-9364-x
http://dx.doi.org/10.1126/science.117.3046.528
http://dx.doi.org/10.1007/s11214-008-9340-5
http://dx.doi.org/10.1007/s11214-008-9377-5
http://dx.doi.org/10.1007/s11214-008-9385-5
http://dx.doi.org/10.1038/nature05930
http://dx.doi.org/10.1007/s11214-008-9368-6
http://dx.doi.org/10.1007/s11214-008-9345-0
http://dx.doi.org/10.1007/s11214-008-9345-0
http://dx.doi.org/10.1007/s11214-008-9398-0
http://dx.doi.org/10.1007/s11214-008-9400-x
http://dx.doi.org/10.1007/s11214-008-9367-7
http://dx.doi.org/10.1007/s11214-008-9349-9
http://dx.doi.org/10.1007/s11214-008-9366-8


Introductory Overviews

Investigating Earth’s Atmospheric Electricity: a Role
Model for Planetary Studies

K.L. Aplin · R.G. Harrison · M.J. Rycroft

Originally published in the journal Space Science Reviews, Volume 137, Nos 1–4.
DOI: 10.1007/s11214-008-9372-x © Springer Science+Business Media B.V. 2008

Abstract The historical development of terrestrial atmospheric electricity is described,
from its beginnings with the first observations of the potential gradient to the global electric
circuit model proposed by C.T.R. Wilson in the early 20th century. The properties of the ter-
restrial global circuit are summarised. Concepts originally needed to develop the idea of a
global circuit are identified as “central tenets”, for example, the importance of radio science
in establishing the conducting upper layer. The central tenets are distinguished from addi-
tional findings that merely corroborate, or are explained by, the global circuit model. Using
this analysis it is possible to specify which observations are preferable for detecting global
circuits in extraterrestrial atmospheres. Schumann resonances, the extremely low frequency
signals generated by excitation of the surface-ionosphere cavity by electrical discharges,
are identified as the most useful single measurement of electrical activity in a planetary
atmosphere.

Keywords Atmospheric electricity · Lightning · History of science · Comparative
planetology · Planetary atmospheres

PACS 92.60.Pw · 01.65.+g · 96.30.Bc · 96.15.Hy

K.L. Aplin (�)
Space Science and Technology Department, Rutherford Appleton Laboratory, Chilton, Didcot,
Oxon OX11 0QX, UK
e-mail: k.l.aplin@rl.ac.uk

R.G. Harrison
Department of Meteorology, University of Reading, Earley Gate, PO Box 243, Reading
Berkshire RG6 6BB, UK

M.J. Rycroft
International Space University, 1 rue Jean-Dominique Cassini, 67400 Ilkirch-Graffenstaden, France

M.J. Rycroft
CAESAR Consultancy, 35 Millington Road, Cambridge CB3 9HW, UK

F. Leblanc et al. (eds.), Planetary Atmospheric Electricity. DOI: 10.1007/978-0-387-87664-1_3 11

http://dx.doi.org/10.1007/s11214-008-9372-x
mailto:k.l.aplin@rl.ac.uk


12 K.L. Aplin et al.

1 Historical Introduction

The understanding of electricity is a relatively recent development in human endeavour, al-
though lightning is known to have existed on Earth for much longer than homo sapiens.
Lightning will almost definitely have been known to all human civilisations, some of whom
recorded it in their literature, or linked the phenomena with gods unleashing thunderbolts.
According to Schiffer (2003), William Gilbert (1540–1603), the physician to Queen Eliza-
beth I, was the first person to investigate electrical phenomena in what is now referred to as
a “scientific” way. It was known amongst natural philosophers that amber and other insula-
tors could attract straw fragments and chaff, but Gilbert was first to identify that it was only
lightweight items that were subject to the mysterious attraction, and to generalise the types
of material that could act as attractors.

The study of what might now be called electrostatics progressed throughout the sev-
enteenth and eighteenth centuries (Schiffer 2003), through the development of scientific
instrumentation such as the Leyden jar (Falconer 2004) and also the start of scientific acad-
emies such as the Royal Society (London) and the Académie des Sciences (Paris). Ben-
jamin Franklin (1706–1790), the famous American polymath, is credited with suggesting
that lightning was electricity, proposing an experiment later undertaken by Thomas-Francois
d’Alibard (1703–1799) in 1752, who extracted sparks from a cloud. As well as making fur-
ther measurements under thunderstorms, John Canton (1718–1772) observed in experiments
in England that electricity was also present in cloudless air (Canton 1753). In the late eigh-
teenth century a two-year series of quantitative atmospheric electrification measurements
was made by John Read (1726–1814), who monitored, at least daily, the deflection of a
pith ball electrometer connected to an insulated mast on the roof of his house in Knights-
bridge, London (Read 1791). This monitoring approach was inspired by the earlier work
of Giovanni Battista Beccaria (1716–1781) in Piedmont, Italy (Beccaria 1775). Beyond sta-
tic electricity, the possibility of charge flow was emerging from laboratory experiments at
around the same time. Charles-Augustin Coulomb (1736–1806) noticed that the charge on
an object slowly decayed in air with time, and that this decay was more rapid when the air
was more humid:

L’électricité des deux balles diminue un peu pendant le temps que dure l’experience. . .
si l’air est humide et que l’électricité se perd rapidement. . . (Coulomb 1784)

For this Coulomb is widely credited with discovering the electrical conductivity of air,
though it is not clear that he realised the significance of his findings. He certainly did not
have the theoretical understanding to explain the effect, as will be explained. To Coulomb,
an experimentalist, the conductivity of air was just another difficulty encountered during his
investigations of the inverse square law of electrostatic repulsion.

Detailed observation, but a lack of explanatory power, was a characteristic of this early
work. Scientific theory did not exist to explain the electrical conductivity of gases until the
discovery of the electron over a hundred years later. Similarly, the lack of an explanatory
framework for an atmospheric electric potential in the absence of electrified cloud, which
was well-established by the mid-nineteenth century, precluded systematic study of the phe-
nomena. For example, early experimenters had noted that an atmospheric measuring elec-
trode developed a positive charge during fine weather (Bennett and Harrison 2007), and that
it varied considerably with the weather conditions, but Beccaria’s suggestion that it might
one day be possible to use atmospheric electricity for weather prediction was drawn only
from experience rather than a theoretical understanding. At this stage, therefore, the theory
did not exist to permit a more sophisticated approach than simple inductive empiricism.
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In the nineteenth and early twentieth centuries the study of atmospheric electricity was
approached more systematically. With scientific giants such as Faraday and Maxwell re-
searching electricity and electromagnetism, a better physical context for the measurements
was starting to be developed. The advent of more reliable instrumentation and, in partic-
ular, the ability to make continuous automatic measurements of the atmospheric electric
field (more conventionally now known as the Potential Gradient, PG1), was very important
during this period. Lord Kelvin2 (1824–1907) was one of the pioneers of this autographic
recording, developing an electrometer that measured the PG by letting water dribble through
a pipe from an isolated tank, which, through charge exchange, caused the tank to acquire
the potential of the atmosphere where the stream broke into a droplet spray. Kelvin’s “water
dropper” was used with photographic recording to produce continuous atmospheric electri-
cal measurements for the first time in 1862 (Everett 1868). As a result, Kelvin concluded
that electrification was a property of the fair weather atmosphere. This equipment began
continuous measurements of the atmospheric PG in the UK at Kew Observatory3 (Harrison
and Aplin 2002), and at new scientific research facilities such as at the top of the Eiffel
Tower in Paris (Harrison and Aplin 2003).

As well as surface measurements, new opportunities were presented by manned balloons
which provided measurements of PG above the surface (Table 1). However, it was not just
the PG that was measured. After the almost simultaneous discovery of the electron and
ionising radiation (X-rays and radioactivity) in the last years of the nineteenth century, study
of the conduction of electricity in gases progressed rapidly. Most of this work was carried
out at the Cavendish Laboratory at Cambridge, first under J.J. Thomson (1856–1940), and
then Lord Rutherford (1871–1937). It was during this period that many of the terms used to
characterise ions in air were defined, for instance, the concept of mobility (the speed of an
ion at terminal velocity in a unit electric field) (Aplin 2000). In parallel with the Cavendish
laboratory studies, in Europe, Ebert, Gerdien, Elster and Geitel developed instrumentation
to measure atmospheric ions in situ (Elster and Geitel 1900; Ebert 1901; Gerdien 1905a).
Gerdien’s instrumentation permitted the air conductivity to be measured on balloon ascents,
providing further data on ion properties (Table 1). Wigand’s ascent was one of the first to
measure reliably both PG and conductivity to 9 km. This permitted determination of the
conduction current, which was found to be essentially independent of height in the free
troposphere (Wigand, 1914, 1921; Everling and Wigand 1921).

The beginning of the twentieth century is often considered to mark a transition between
“classical” and “modern” physics. Atmospheric electricity also moved into a new phase at
this time. There was new instrumentation with which to make systematic measurements of
spatially varying quantities, supported by the rapid advances in contemporary physical the-
ory. This set the scene for unification of previously disparate measurements, through the
concept of the global circuit. The development of the global circuit model will be outlined
in Sect. 2 followed by more detail on its properties and parameters in Sect. 3. The final Dis-
cussion section will conclude by summarising the historical development of the terrestrial
global circuit and outlining its application to planetary studies.

1The potential gradient (PG) and electric field have equal magnitudes, but are of opposite sign by convention.
In fair weather, when the vertical electric field is negative, the PG is considered positive.
2Lord Kelvin was formerly W. Thomson and his papers are listed under this name.
3Observations at Kew continued virtually uninterrupted from 1860 until 1981, although their absolute cali-
bration improved (Harrison 2003).
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Table 1 Summary of the early European research balloon flights in atmospheric electricity listing quanti-
ties measured by different investigators (after Harrison and Bennett 2007a). (Atmospheric Electricity (AE)
quantities: PG = Potential Gradient, surface air conductivity σ0, positive air conductivity σ+ , negative air
conductivity σ− , air temperature T , relative humidity RH). Hess’s 1912 ascent measured ion production, not
atmospheric electrical quantities, but is significant because this flight discovered cosmic rays

Investigator Launch date Launch site Max
height
(m)

AE quantities Met data Source

PG σ0 σ+ σ− T RH

Tuma 1892, 1894 (22nd
Sep); 7 flights
1894 to 1898

Near Salzburg 3000
√ √ √

Chauveau
1925;
Tuma 1899

Le Cadet 1893 (1st and 9th
Aug)

Meudon-
Valhermay,
Paris

2520
√

Andre 1893

Börnstein 1893 Berlin
√

Chauveau
1925

Gerdien 1903 (1st July,
2nd Aug, 1st Oct,
5th Nov)

Göttingen and
Berlin

7100 μ± n±
√

Gerdien
1903

Gerdien 1903 (14th April)
1904 (5th May),
1905 (11th May,
30th Aug)

Charlottenberg
(Berlin)

6030
√ √ √ √

Gerdien
1904, 1905b,
1905c

Hess 1912 (7th Aug) Aussig 5000 Ion production rate Hess 1912

Wigand 1913 (12th and
27th July, 4th
Aug, 9th Sep)

Bitterfeld 9005
√ √ √ √ √ √

Wigand
1914, 1921;
Everling and
Wigand
1921

Wigand 1919 (18th Dec) ? 2950
√ √ √

Everling and
Wigand
1921

Gish
Explorer 2

1935 (11th Nov) South Dakota 22000
√ √

Gish and
Sherman
1936

2 Development of the Global Circuit Concept

From the studies in the eighteenth and nineteenth centuries, basic facts of atmospheric elec-
tricity emerged. By the beginning of the twentieth century it was well-established that:

(1) a positive potential gradient was present in fair weather,
(2) ions were formed naturally in air,
(3) air had a finite electrical conductivity (known originally as the property of “dissipa-

tion”).

It was known that the PG and conductivity were inversely related (Gockel 1903; Zolss 1904),
and this result was extended by Simpson (1906a) to be related to “clarity” (visibility) of
the air. Simpson (1906b) remarked that, from balloon ascents, the observed reduction in
PG provided an inference that charge existed through the lower layers of the atmosphere.
The balloon ascents of Gerdien, Wigand, and others found, from PG and conductivity mea-
surements, that the air-Earth conduction current was constant with height. This provided
evidence of current flow in an electric field between the upper atmosphere and the sur-
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face. C.T.R. Wilson (1869–1959) developed new apparatus for direct measurements of the
air-Earth current, which was able to make measurements in different conditions without
precipitation4 (Wilson 1906, 1908).

The mechanism to sustain the current observed in fair weather was a matter of scientific
speculation, though it was known to be generated within the atmosphere (Simpson 1906b).
Wilson (1921, 1929) proposed that thunderstorms and rain clouds provided the current. It
was possible to consider current flow from distant storms to fair weather regions, as the
conductive properties of the upper atmosphere had then been deduced from radio wave
studies. This will be discussed further in Sect 4.1.

A test for the theory that the thunderstorms, highly conductive ionosphere and sur-
face, and partially conductive lower atmosphere together constituted a global atmospheric
electrical circuit (the “Wilson circuit”) came from the cruises of the geophysical research
ship Carnegie in the 1920s. During these voyages, a characteristic daily variation (with
Universal Time) of the atmospheric PG—known as the Carnegie curve—was found; it
was noted that this was largely independent of the global position of the ship. (Oceanic
air was particularly favourable for these measurements, because of its remoteness from
continental aerosol pollution.) Using thunderday5 statistics (Brooks 1925) from mete-
orological stations, and summing the diurnal variations in thunderstorm area for each
of Africa, Australia and America, a strong positive correlation was found between the
Carnegie curve and the diurnal variation in global thunderstorm area6 (Whipple 1929;
Whipple and Scrase 1936). Seasonal changes in the Carnegie curve variations are considered
in Rycroft et al. (2008).

These findings confirmed one of the predictions of a global circuit hypothesis, namely
that the variations in PG were linked to the electrical activity of thunderstorms elsewhere
on the planet. Further evidence for the global circuit was provided when measurements of
the ionospheric potential VI were obtained in the late 1950s, by integration of the vertical
PG profile using balloon or aircraft carried field sensors (Imyanitov and Chubarina 1967;
Markson 2007). Soundings made by Mülheisen (Budyko 1971) from Weissenau, Germany
between 1959 and 1972 included a period in March-April 1967 that showed common simul-
taneous variations in VI measured over Weissenau and above the research ship Meteor in the
Atlantic (Mülheisen 1971). The same VI measurements made over the Atlantic have been
shown to correlate closely with surface measurements of PG made at Lerwick, Shetland
Islands, UK (Harrison and Bennett 2007b). Simultaneous variations of VI at two locations
coupled with synchronous changes in the PG provide important support for the global circuit
concept. The existence of a Carnegie-like diurnal variation in VI (Mülheisen 1977) provides
further confirmation of the coupling and integrating properties of the global circuit.

3 Properties of the Global Electric Circuit

The Earth possesses, on average, a surface which is a good conductor of electricity. Land
conductivity ranges from 10−8 Sm−1 for marble up to ∼10−2 Sm−1 for wet clay or lime-
stone, a typical mean value being 10−2 Sm−1(Lowrie 2007); the main mechanism of crustal

4These were continued in a very similar manner by the UK Met Office between 1909 and 1979 (Harrison and
Ingram 2005).
5A thunderday is a calendar day on which thunder is heard at a meteorological observing station.
6The original Carnegie and thunderday data is tabulated in Harrison (2003).
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conduction is through impurity semi-conduction in dry silicate rocks. The ocean conduc-
tivity ranges from 3 to 4 Sm−1, depending on salinity and temperature, the mean value
being ∼3.2 Sm−1 (Olsen and Kuvshinov 2004). Kamra and Ravichandran (1993) point out
that the Earth’s surface cannot universally be considered a conductor, particularly in hot
dry areas and at the poles, where the land conductivity <10−9 Sm−1. However, this is not
thought to be important for the global circuit due to the specific geographical regions con-
cerned combined with the paucity of lightning over the less conductive surface regions. At
altitudes above ∼80 km, the ionospheric plasma produced by the action of solar extreme
ultraviolet and X-radiation on the tenuous upper atmosphere is also a good conductor of
electricity (Schunk and Nagy 2000). Between these two conductors lies the atmosphere,
which behaves like a leaky insulator (an imperfect dielectric), as discussed by Rycroft et al.
(2000), Williams (2002, 2007), Harrison (2004), Rycroft (2006) and Markson (2007). The
atmospheric conductivity increases with height as the ionisation produced by cosmic rays
increases, from a surface value of ∼10−14 Sm−1 (mostly from natural radioactivity emanat-
ing from the Earth) by seven orders of magnitude, to reach the large values (∼10−7 Sm−1)
characterising the electrically conducting ionosphere.

Complex microphysical processes acting within thunderclouds generally cause the build
up of reservoirs of positive electric charge at ∼10–16 km altitude and, in regions well be-
low these, reservoirs of negative charge; a vertical electric dipole is thereby formed. De-
tails of the physical mechanisms operating are given in Yair (2008) and Saunders (2008),
and more complicated geometrical arrangements of charge—multipoles—often exist in a
thundercloud. These thunderclouds constitute giant “batteries” which drive an upward cur-
rent (i.e. positive ions moving upwards, and negative ions moving downwards) through the
stratosphere and mesosphere up to the ionosphere, as was first discussed in the seminal pa-
per by Wilson (1921). This upward thunderstorm conduction current contributes to causing
the potential of the ionosphere to reach ∼+250 kV with respect to that of the Earth’s sur-
face. As a good electrical conductor, the ionosphere is an equipotential surface which is
approximately spherically symmetric about the Earth.

Remote from thunderstorms, in the so called “fair weather” regions of the globe, an
electric current flows downwards through the atmosphere to the Earth; positive ions move
downwards and negative ones upwards. The value of the vertical conduction current density
Jc ∼ 2 pA m−2 (Wilson 1906; Wahlin 1994, Rycroft et al. 2000; Markson 2007). The current
flowing in this DC global circuit is closed by point discharge currents (sometimes termed
coronal currents) which are created in the large electric fields existing below thunderclouds,
as was first pointed out by Wilson (1921). These processes are illustrated in Fig. 1, taken
from Rycroft and Füllekrug (2004). This figure was originally produced to introduce the ac-
tivities of the SPECIAL (Space Processes and Electrical Charges Influencing Atmospheric
Layers) Scientific Network of the European Science Foundation. The arrows show the elec-
tric currents flowing through the global atmospheric electric circuit. Further, Fig. 1 indicates
that the ionosphere and atmosphere below it respond to heliospheric phenomena, such as
the solar wind flowing radially away from the Sun at ∼400 km s−1, energetic charged parti-
cles precipitating from the magnetosphere, and also to cosmic rays coming from beyond the
solar system.

Figure 1 also shows lightning discharges from the top and from the bottom of a thunder-
cloud to ground; these radiate electromagnetic waves across the spectrum from Extremely
Low Frequency (ELF, 3 Hz to 3 kHz), and Very Low Frequency (VLF, 3 to 30 kHz) to
High Frequency (HF, 3 to 30 MHz). At Ultra Low Frequency (ULF, <3 Hz) lightning gen-
erates transient signals (see Fukunishi et al. 1997); pulsations at ULF are generated in the
magnetosphere. Lightning acts as a source of electromagnetic radiation which excites the
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Fig. 1 Essential features of the global atmospheric electric circuit, from Rycroft and Füllekrug (2004)

AC global circuit; Schumann resonances of the Earth-ionosphere cavity exist at frequencies
of 8, 14, 20, 26, . . . Hz (Simoes et al. 2008). Above the thundercloud is shown a sprite, a
type of upward lightning discharge—for details of sprites and associated phenomena, see
Füllekrug et al. (2006), Mika and Haldoupis (2008) and Mishin and Milikh (2008).

Other than thunderstorms, there are two further major mechanisms which act as drivers
for current flows around the global electric circuit. Interactions between the solar wind
and the Earth’s magnetic field generate additional currents (Rycroft et al. 2000), and PG
modulation may arise from coupling of geomagnetically-induced changes in the magne-
tospheric dynamo through the global circuit. These perturbations generate polar cap po-
tential differences, which can cause surface PG variations of ±20% (Roble and Tzur
1986). The ionospheric/magnetospheric generator is thought only to affect the global cir-
cuit appreciably at high latitudes, although weak geomagnetic influences have been de-
tected at lower latitudes (Märcz 1976; Harrison and Märcz 2007). Another process driving
current around the global circuit is precipitation (commonly called “rain”) from elec-
trified clouds (Wilson 1921; Williams and Heckman 1993). A cloud transferring nega-
tively charged water droplets constitutes another “battery” which causes currents to flow
in the same direction as does the thundercloud mechanism already discussed. The to-
tal current flowing in the global atmospheric electric circuit ∼1–2 kA. Together with its
physical dimensions (the Earth’s radius = 6378 km, and the base of the ionosphere at
∼80 km), it is the profiles of the atmospheric conductivity at all locations over the Earth
which determine, via Ohm’s law, the properties (namely, the electric fields and current
densities everywhere) of the global atmospheric electric circuit. An “electrical engineer-
ing” model of the circuit, originally involving only resistors, was devised by Markson
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Fig. 2 Simplified “electrical
engineering” model of the global
circuit, illustrating charge
generation in disturbed weather
regions, conduction through the
ionosphere (upper layer) and
surface (lower layer), and
discharge through the finite
conductivity of fair weather
regions. In fair weather regions,
the ionospheric potential Vi ,
conduction current density Jc

and unit area columnar resistance
Rc are related by Ohm’s Law

(1978). Some more realistic models, with capacitors as well as resistors (see Rycroft 2006;
Rycroft et al. 2007), are introduced in Rycroft et al. (2008). A simplified model of the global
circuit is shown in Fig. 2.

Any of the electrical processes operating in the Earth’s climate system may respond to
climate change (i.e. global warming or, specifically, increased concentrations of greenhouse
gases in the atmosphere). There is also the possibility that sensitive components of the cli-
mate system can respond to atmospheric electrical changes. One sensitive aspect of the
climate system is clouds.

It has been suggested that changes in the electrical properties of the atmosphere could al-
ter the properties of clouds, resulting in a climate response. Plausible possible mechanisms
have been discussed by Carslaw et al. (2002). In one scenario (the “ion-aerosol clean air
mechanism”), cluster ions contribute to the formation of aerosol particles in clean air, on
which cloud droplets subsequently form; in another scenario (the “ion-aerosol near cloud
mechanism”), the atmospheric electrical conduction current causes particle and droplet
charging which modify the cloud properties.

The clean air mechanism is illustrated in Fig. 3. In this process, condensation of vapour
on freshly-formed cluster ions leads to the formation of new ultrafine particles. Laboratory
and atmospheric evidence exists which demonstrates that, in the absence of other sinks of
the condensable vapour, such ultrafine particle formation can occur. Ultrafine particles are
not, however, able to form water clouds because of their small size. A particle needs to
reach 100 nm radius to permit condensation of water in atmospheric conditions—known
as a Cloud Condensation Nucleus (CCN)—but the ultrafine particles formed are about two
orders of magnitude smaller. The growth stage of the ultrafine particles is therefore critical,
if there is to be a later influence on the formation of cloud droplets. Modelling by Yu and
Turco (2001) indicates that the growth timescale is typically 5 to 10 hours.

The near cloud mechanism results from the difference in electrical conductivity of air
within and outside a cloud. In the simple case of a horizontal layer cloud, charge accumu-
lates at the cloud boundary with clear air, as a result of the vertical current density within
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Fig. 3 Nucleation of ultrafine
condensation nuclei (UCN),
catalysed by ions from water or
sulphuric acid vapour in the
atmosphere, which could grow
into cloud condensation nuclei
(CCN). Reproduced with
permission from AAAS from
Carslaw et al. (2002)

the global circuit (Fig. 4). The effect of charge on cloud has not been investigated in detail,
but, for the special case of supercooled water clouds, Tinsley and Heelis (1993) suggested
that electrification might enhance the effectiveness of aerosol as ice-forming nuclei—which
are relatively rare in the atmosphere—and therefore the amount of cloud ice formed. This
was called electrofreezing. A possible mechanism for electrofreezing is the electrically-
enhanced collection of charged ice nuclei by supercooled water droplets, which has been
quantified through detailed modelling (Harrison 2000; Tripathi 2000; Tinsley et al. 2001;
Tripathi and Harrison 2002; Tripathi et al. 2006). Such an electrically-enhanced aerosol
scavenging process, known as electroscavenging, may lead to electrofreezing on the cloud
boundary. There are laboratory observations of electroscavenging, but no direct atmospheric
observations of electrofreezing. If electrofreezing does occur, there could be appreciable lo-
cal latent heat release. As indicated on the right hand side of Fig. 4, the charge density on
the cloud boundary is proportional to the vertical current density flowing in the global cir-
cuit. Harrison and Shine (1999) and Tinsley (2000) suggested that the global circuit may
be involved in climate change via electrical effects on cloud microphysical processes in fair
weather regions.

The global circuit model has recently been extended by Rycroft et al. (2007) to include
the generator associated with electrified clouds; this was found to be of the same magnitude
as that due to thunderstorms. Further refinements of the model could be attempted. Rycroft
et al. (2007) also showed that a sprite (Füllekrug et al. 2006; Mika and Haldoupis 2008;
Mishin and Milikh 2008) following a cloud to ground lightning flash which transports posi-
tive charge to ground varies the ionospheric potential in only a miniscule way. However, the
effects of gigantic jets (Pasko et al. 2002; Su et al. 2003) on the ionosphere and the global
atmospheric electric circuit have yet to be modelled.

4 Discussion

Based upon many observations performed and experiments conducted in the Earth’s at-
mosphere over the last 250 years, the concept of a global atmospheric electrical circuit is
one which orders the diverse measurements satisfactorily and is able to explain subsequent
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Fig. 4 Electric charge distributed around an isolated cloud in the fair weather part of the global circuit. The
upward electric field is shown at the right hand side. From Harrison and Carslaw (2003)

findings adequately. Though it still has some inadequacies—notably the absence of upper at-
mosphere discharges and no allowance for electron density variations in the ionosphere—it
still provides the best overall model available with which to unify the many disparate mea-
surements and theoretical concepts associated with electricity in the atmosphere. Recently,
other approaches to understanding the global circuit, such as simple “electrical engineer-
ing” models (e.g. Fig. 2), have provided a reasonable theoretical framework within which
atmospheric electrical phenomena can be understood.

Starting from the origin of electrostatics with William Gilbert in the 16th century, the
concept of a global circuit took around four hundred years to emerge in the 20th century; it
is arguably still incomplete. As the word “theory” implies a still greater level of predictive
power (Hesse 2000), the global circuit is referred to throughout this paper as a “model” or a
“concept”. In this section the development of the model is discussed so that the key concepts
can be identified and used to prescribe the simplest possible measurements that could detect
an extraterrestrial global circuit.

4.1 Concepts Needed in Originating the Idea of a Global Circuit

The findings leading to the development of the global circuit model were discussed in
Sects. 1 and 2 above. They can be categorised into concepts that were absolutely neces-
sary for the model to be established, and those that support or are supported by the global
circuit model, but were not essential to establish it. Here the two types of finding are defined
as “central tenets” and “confirming ideas”, summarised in Fig. 5.

Chronologically, the first central tenet to be established was the existence of a positive
potential gradient in all fair weather regions. Kelvin was probably one of the earliest to
become aware of the ubiquity of the PG through his own measurements, and a compilation of
the many disparate observations described in Sect. 1. For example, he described Beccaria’s,
“incessant observations on atmospheric electricity, night and day, sleeping in the room with
his electrometer in a lofty position” (Thomson 1859; Bennett and Harrison 2007). As is also
described in Sect. 1, the conductivity of the air was observed but not explained by Coulomb
(1784) and attributed to the continual formation of ion pairs in air by Wilson (1897, 1899).
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The next central tenet came from the discovery of cosmic rays by Hess (1912) through at-
mospheric soundings. This was important for development of the global circuit model, since
it explained how ionisation was sustained throughout the entire atmosphere. Contemporary
experimenters such as those within the Cavendish in Cambridge were well aware of the
contribution of radioisotopes to air ionisation at the surface but, if radioactivity was the only
source of atmospheric ionisation, air conductivity would become negligible above ∼1 km.
Hess’s historic balloon ascent showed that “penetrating radiation”, a uniquely persistent
form of ionising radiation that could not be screened out like other forms of radioactivity,
came from outside Earth’s atmosphere.

Two further central tenets for the global circuit model were the conducting upper and
lower layers, needed to sustain current flow from thunderstorm regions around the Earth. The
development of these concepts is intimately linked with the history of radio science. Besser
(2007) explains that the first postulation of an upper conducting layer followed from Gauss’s
expansion of spherical harmonics for the Earth’s magnetic field in 1839, and it was later
suggested by several 19th century scientists, such as Kelvin in 1860, and Balfour Stewart in
1882, who is often credited with proposing the idea (e.g. Simpson 1941). Fitzgerald publicly
conjectured the existence of a conducting layer high in the atmosphere at a British Associa-
tion meeting in 1893. In the same presentation, he presciently proposed that thunderstorms
could be the excitation mechanism (Besser 2007). Fitzgerald’s suggestions could also have
been inspired by discussions with his friend Lodge, who gave the first public demonstration
of radio transmission at a subsequent British Association meeting in 1894 (Lovell 1997).
The observation of this conducting layer, however, needed long-distance radio transmission.
Radio transmission beyond line of sight requires the existence of an ionised layer in the up-
per atmosphere to reflect the radio waves around the Earth. Marconi was internationally
recognised for transmitting a radio signal across the Atlantic in late 1901 (Franklin 1902),
using technology largely developed by Lodge, to demonstrate potential for the commercial
development of radio. Marconi’s achievement was first explained in terms of this conduct-
ing layer by Kennelly, and, independently and slightly later, Heaviside (Heaviside 1902;
Kennelly 1902; McAdie 1925). The lowest ionospheric conducting region was subsequently
named the Kennelly-Heaviside layer.

As implied in Sect. 3, the Earth’s surface also needs to be conductive relative to the
atmosphere for a global circuit to exist. A finite surface conductivity had been assumed for
many years simply based on the mean conductivity of the salt water covering most of the
planet. Chapman (1919), building on investigations of the terrestrial magnetic field, was first
to calculate the Earth’s surface conductivity accurately, stating that it was “similar to that of
moist earth”.

C.T.R. Wilson himself had developed the instrumentation to establish the next central
tenet: the vertical fair weather current (1906, 1908). His work on what became the global
circuit seems to have begun around the same time, no doubt inspired by the same fascination
with the weather that motivated the cloud chamber work for which he ultimately became
famous (Galison 1997). As early as January 1909, Wilson’s notebooks show he was trying
to understand where the Earth’s negative charge (which can be deduced from the direction of
the fair weather PG) came from, “It is conceivable that negative charge might be continually
acquired to earth by beta rays from atmosphere” (Wilson 1909). Wilson (1909) rejected an
experimental test of this idea due to the impossibility of excluding “penetrating radiation”.
In notes on a paper by Simpson (1909), Wilson (1909) realised that charge was carried
downwards by rain. This is the one of the building blocks of the global circuit model, but the
ionising upper layer, of which Wilson does not seem to have been aware in 1909, is needed
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to “close” the circuit.7 In Wilson’s 1921 paper the first principles of the global circuit model
are presented:

Thus far no account has been taken of the conducting layer in the higher levels of the
atmosphere, to the existence of which the phenomena of terrestrial magnetism seem
to point.
The normal potential gradient at the surface of the ground in clear weather is of the or-
der of 100 volts per metre, falling off with increasing height and becoming negligible
above 10 km; thus the potential in the conducting layer over regions of fine weather
is not likely to exceed a value of the order of 1,000,000 volts. If we assume. . . that the
conductivity of the upper atmosphere is high enough to prevent any large potential
differences within it, then even above a thunderstorm the potential in the conducting
layer may not greatly exceed 1,000,000 volts. (Wilson 1921)

The final unifying concept, of the fair weather current balancing the current flow from
thunderstorms and other electrified clouds (referred to slightly ambiguously by Wilson as
“shower clouds”) is sketched out in notebooks of the 1920s (Wilson 1926) and presented in
the second global circuit paper (1929):

I have long held that we must look to showers and thunderstorms as the main agents
in the maintenance of the negative charge on the earth in fine weather regions; that
they act as electric generators which remove positive electricity from the earth and
supply it to the conducting upper atmosphere by which it is distributed over the whole
earth. The upper atmosphere is thus maintained at a potential of nearly one million
volts. . . There are on average nearly 2,000 thunderstorms in action at a given moment.
An upward current of one ampere per thunderstorm would be more than sufficient to
balance the downward current of the fine weather regions. (Wilson 1929)

In this paper Wilson refers to Brooks’ (1925) thunderday data and the results from the
Carnegie voyages (discussed here in Sect. 2). As shown in Fig. 5, these measurements were
not actually necessary for development of the global circuit concept, but it is likely that Wil-
son took them as corroboration of the validity of his “long held” ideas. Subsequent work has
continued to validate and elaborate Wilson’s model, as was described in Sect. 2.

4.2 Detection of Planetary Atmospheric Global Circuits

The concept of a global atmospheric electric circuit is of value in studies both of terres-
trial and planetary atmospheres. In the last decade it has been suggested that other planets
could have a global circuit, with Mars as the prime candidate (Aplin 2006). In this final
section a comparative approach will be used to suggest what could be learnt about other
planets based on terrestrial atmospheric electricity. A more systematic study of extraterres-
trial global circuits will also be proposed based on the experience gained from development
of the terrestrial circuit.

The existence of physical mechanisms linking the terrestrial global circuit with climate
is vigorously debated, as summarised in Sect. 3. A key role for the global circuit is that
it continuously distributes ions throughout the atmosphere, and moves freshly-formed ions

7It is possible that Wilson could have learnt about the ionising upper atmosphere from conversations with
E.V. Appleton (1892–1965) who was based in the Cavendish Laboratory from 1920–1924. In the cramped
surroundings of the old laboratory in Free School Lane, interactions on topics of mutual scientific interest
would seem very likely.
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vertically in the fair weather conduction current. This transfer of ions may introduce ions
to regions where they can grow, and new particle formation results. In addition, electrical
transport could be important for some trace chemical species, particularly in extraterrestrial
atmospheres where other transport mechanisms (e.g. convection) can be less important. On
Earth, the global circuit forms part of a linking framework between the sun, space, and up-
per and lower atmospheres. Recent analysis of a long series of terrestrial potential gradient
measurements shows that a quasi-periodicity known to be generated in the heliosphere (at
1.68 years) is also present in surface atmospheric electricity: should the common periodic-
ities indeed have the same origin this provides direct evidence for the global circuit acting
to couple heliospheric changes with the lower troposphere (Harrison and Märcz 2007). The
relevance of electrical processes to the climate in extraterrestrial planetary atmospheres is
more likely where solar radiation plays a more minor role, such as on Titan. Here, electrical
interactions may control, for example, cloud formation and lifetime (Aplin 2006).

To define the optimal measurements to be made in another planetary environment, it is
helpful to remember what defines a global circuit. The necessary requirements have been
discussed elsewhere (e.g. Aplin 2006) and can be briefly summarised as:

• an upper conductive layer
• a lower conductive layer
• discharges or precipitation, to “charge” the circuit
• current flow in fair weather, to “discharge” the circuit

Detection of all these aspects is necessary to establish the existence of a planetary global cir-
cuit. (This should be distinguished from the central tenets discussed in Sect. 4.1 needed to
originate the concept of a global circuit.) Table 2 shows which of these necessary parameters
could be detected by measurements made from an orbiter or in situ. It is clear that Schumann
resonance measurements are by far the most valuable single atmospheric electrical obser-
vation, since the existence of the Schuman resonance requires the existence of both upper
and lower conducting layers, and electrical discharges for excitation (see e.g., Simoes et al.
2008). If Schumann resonances are detected, then only one further factor of vertical current
flow is needed to confirm the existence of a global circuit. Non-detection of the Schumann
resonances does not show there is no global circuit, as it is possible to have a circuit in
which charge is only transferred by precipitation, with no discharges to excite the cavity.
Measurement of Schumann resonance is most likely to result from in situ instrumentation,
though it may be possible from an orbiter alone, through sensitive detection of leakage of
the ELF radiation outside the cavity. At the moment there is no established remote sensing
technology to measure vertical current flow (though this may ultimately be achieved through
detection of charged species using their infra-red absorption properties, Aplin and McPheat
2005). In situ measurements are therefore necessary for the unambiguous identification of a
global circuit.

The only in situ extraterrestrial atmospheric electrical measurements so far, made in Ti-
tan’s atmosphere during the descent of the Huygens probe in 2005, may have detected a
Schumann resonance frequency at 36 Hz, though it is not yet established beyond doubt
(Simoes et al. 2007; Béghin et al. 2007). The excitation mechanism is uncertain due to the
probable rarity of electrical discharges; however, it is still possible that Titan could have
a global circuit with precipitation as the major charge carrier (Owen et al. 2008), if the
surface is adequately conductive compared to the atmosphere close to the surface. This
surface-lower atmosphere conductivity ratio could be important, since on Earth it is very
high (∼1012) whereas the other “terrestrial” planets tend to have more conductive lower at-
mospheres and less conductive surfaces e.g. the same ratio for Mars ∼100. Future in situ
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Table 2 Necessary conditions for a global circuit in a planetary atmosphere, and which of them could be
determined from different measurements (indicated with a tick)

Condition
measurement

Charge generation Lower
conductive
surface

Upper
conductive
surface

Vertical
current
flowingElectrical

discharges
Precipitation

Schumann
resonances

√ √ √

Atmospheric
electric field

√ √a √b

Electrical
conductivity

√

Radar
√ √

Broadband
radio

√

Optical
√

aIf measurements are made on rapid timescales

bIf Ohm’s Law is obeyed, i.e. little mechanical transport of aerosol particles

measurements currently planned for the ExoMars mission, e.g. a radio instrument and an
electric field detector (Berthelier et al. 2000), should contribute to understanding some of
these issues.

The classical Wilson global circuit model can probably only be applied to “Earth-like”
planets or moons, with a well-defined surface and atmosphere, principally Venus, Mars and
Titan. It is likely that very different circumstances, at, for instance, the giant planets, where
there is no solid surface, will make any global circuit work in an entirely different way
(Aplin 2006). For example, recent observations from the Cassini spacecraft suggest cou-
pling between Saturn’s thunderstorms and rings (Jones et al. 2006); this can only hint at the
surprises planetary atmospheric electrical systems may have in store.
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Abstract This paper reviews the progress achieved in planetary atmospheric electricity,
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1 Introduction

There is now numerous evidence of lightning activity in atmospheres of the planets of our
solar system. The most unequivocal and strong observations are optical emissions detected
by cameras of orbiting or flying-by spacecraft. The intense lightning light is caused by the
heating of the discharge channel, which emits continuum and line spectra that are observed
directly as scattered light by clouds (on Earth, Jupiter; controversial for Venus). Lightning
can also be observed indirectly by measurements of transient luminous events (TLE) caused
by them in the region above the cloud layers (Earth). In addition, indirect electromagnetic
evidence for lightning activity is provided by whistlers propagating along magnetic field-
lines penetrating the ionosphere, high frequency (HF) and very high frequency (VHF) emis-
sions above the ionospheric cut-off frequency (discussed by Zarka et al. (2008) in this issue),
low-frequency radio emission by the current channel acting as an antenna in a broad spec-
trum peaking (at Earth) at ∼1–10 kHz (decreasing as f −1 to f −2 at higher frequencies) and
finally by detecting the signature of Schumann Resonances at extremely low frequencies
(< a few tens of Hz), which are trapped in the surface-ionosphere cavity. The major proper-
ties of the ionospheres of various planets are summarized in Table 1. Spectroscopic observa-
tions by ground-based telescopes or orbiting spacecraft offer chemical evidence of lightning
by identifying non-equilibrium concentrations of certain compounds and the presence of
exotic species, which cannot be explained by other phenomena. Indeed, the prediction that
lightning takes place in other planetary atmospheres dates back to the mid-1970s, when
data on the chemistry and meteorology of different planets was obtained from spacecraft
and ground-based spectroscopy (e.g. Bar-Nun 1975, 1979). The importance of lightning
as an agent for chemical reactions in pre-biotic circumstances was recognized even ear-
lier, in the famous Urey–Miller experiments (Miller 1953), where electrical sparks were

Table 1 Characteristics of planetary ionospheres

Body Characteristic Reference

Venus Ionospheric layer peak at ∼140 km / electron density ∼4 · 105 cm−3 Knudsen et al. (1987)

Mars Ionospheric layer peak at ∼120 km / electron density ∼1.5 · 105 cm−3 Wang and Nielsen (2003)

Sporadic ionospheric layer in the range 65–110 km / electron density
∼8 · 103 cm−3

Pätzold et al. (2005)

Titan Ionospheric layer peak ∼1250 km / electron density ∼3.8 · 103 cm−3 Wahlund et al. (2005)

Atmospheric conductive layer at ∼60 km / electron density
∼650 cm−3

Hamelin et al. (2007)

Jupiter Ionospheric layer peak ∼1000 km / electron density ∼105 cm−3,
another layer ∼2000 km with ∼104 cm−3

Schunk and Nagy (2000)

Lower ionospheric layers (∼200 km) might attenuate HF radio waves Zarka (1985a, 1985b)

Saturn Ionospheric peaks from 1200–2500 km / electron density
∼5 · 104 cm−3

Nagy et al. (2006)

Low frequency cutoff of Saturn lightning suggests diurnal variation of
factor ∼100

Kaiser et al. (1984)

Uranus Two sharp ionospheric layers from 1500–2000 km with peak electron
densities ∼105 cm−3

Lindal et al. (1987)

Neptune Ionospheric layer peak ∼1400 km / electron density ∼2.5 · 103 cm−3 Tyler et al. (1989)
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used to simulate atmospheric lightning activity supposedly prevalent in the Archaean Earth.
These two lines of research have since converged with many other aspects of planetary
science. Thus, planetary atmospheric electricity has become a field that involves multiple
disciplines such as atmospheric thermodynamics, heterogeneous chemistry, cloud physics,
spectroscopy, electromagnetic wave propagation, remote sensing and natural hazards and
spaceflight risk assessment.

The present contribution follows in the footsteps of earlier reviews on the subject which
appeared in the scientific literature. Among these are Levin et al. (1983), Williams et al.
(1983), Rinnert (1985), Russell et al. (1993), Desch et al. (2002) and Aplin (2006). It aims
to give the reader an updated description of the latest advances and new understanding which
relate to electrical phenomena in the solar system gained through observations, laboratory
work, numerical simulations and theoretical studies. We limit this review to those processes
occurring below the ionosphere, and thus shall not discuss auroral processes or radiation
belt phenomena, unless they are strongly coupled to lightning activity.

1.1 Existing and New Observation Platforms and Technologies

1.1.1 Spacecraft

Cassini/Huygens: The Cassini/Huygens mission was launched more than 10 years ago in
October 1997 and arrived at Saturn in July 2004. On its way to Saturn it made two flybys
of Venus in 1998 and 1999, one of Earth in 1999, and one of Jupiter at the end of 2000.
Instruments on the Cassini orbiter capable of detecting lightning are the ISS (Imaging Sci-
ence Subsystem) and the RPWS (Radio and Plasma Wave Science) instrument. The ISS
platform consists of two cameras (wide and narrow-angle), each of them equipped with a
charge-coupled device (CCD) sensor of 1024 pixels squared (Porco et al. 2004). They have
a large number of filters, spanning the wavelength range from 200 to 1100 nm, including a
narrow-band Hα filter for the atomic hydrogen line at 656 nm. The RPWS instrument con-
sists of three electric and magnetic antennas and various receivers in the frequency range
from a few Hz up to 16 MHz (Gurnett et al. 2004). It is capable of detecting either light-
ning whistlers or HF radio emissions (also called “sferics”) above the ionospheric cutoff
frequency of the respective planet, and the three electric antennas enable polarization and
direction finding measurements. The Huygens Probe landed on Titan in January 2005 and
the PWA (Permittivity, Wave, and Altimetry) package of the HASI (Huygens Atmospheric
Structure Instrument) was equipped with several sensors capable of detecting lightning
(Fulchignoni et al. 2002). It was able to measure AC electric fields up to 11.5 kHz, and
a special Schumann mode could measure the power spectral density below 100 Hz with 3 or
6 Hz resolution. Each AC electric field data packet consisted of 80 integrated spectra with
either 32 (above 60 km) or 14 lines (below 60 km); each spectrum was also split, then inte-
grated in 3 frequency ranges, to provide impulsive event dynamics over shorter time scales.

New Horizons: This Pluto-bound spacecraft was launched on January 19th 2006 and made
a Jupiter fly-by on February 28th, 2007. It carries a 7-instrument payload, designed to study
the surface properties of the icy worlds of the Pluto–Charon system and to monitor inter-
planetary dust and solar wind particles. The LORRI (Long Range Reconnaissance Imager)
instrument consists of an 8.2-inch (20.8-centimeter) telescope with a CCD and provides im-
ages of high angular resolution, ∼5 µrad. This instrument detected multiple lightning flashes
on Jupiter’s night side (Baines et al. 2007; details in Sect. 3.1). The spacecraft also carries
LEISA (Linear Etalon Infrared Spectral Imager) and ALICE—an ultraviolet imaging spec-
trometer which was capable of detecting the Ly-α nightglow on Jupiter (Gladstone et al.
2007).
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Mars Express (MEX): This spacecraft was launched on June 2nd 2003, and entered a
nearly-polar orbit around Mars on December 25th 2003. While the Beagle-2 Lander mis-
sion was lost, the MEX orbiter accomplished most of its intended scientific objectives.
The main atmospheric instruments on board MEX are the Energetic Neutron Atoms An-
alyzer (ASPERA), the Radio Science Experiment (MaRS) for atmospheric and environ-
mental sounding, the Planetary Fourier Spectrometer (PFS) for atmospheric composition
and circulation, and the SPICAM, an ultraviolet and infrared atmospheric spectrometer.
The MEX also carries a high-resolution stereo camera (HRSC) used for surface imaging.
The spacecraft is equipped with the MARSIS instrument ionospheric and surface sounding
radar, whose receivers could potentially detect electromagnetic impulses from Martian dust
storm discharges.

Venus Express (VEX): Launched on November 9th 2005, this European spacecraft entered
a Venusian orbit on April 11th 2006. It is an upgraded version of the MEX mission with
similar instruments. The spacecraft monitors the atmosphere with an array of 7 instruments.
VEX (but not MEX) has a magnetic field instrument called MAG, which is considered to
be optimal for detection of lightning-associated electromagnetic bursts (Russell et al. 2006).
The main camera on board is the Venus Monitoring Camera (VMC) that takes images of
Venus in 4 narrow band filters from UV to near-IR all sharing one CCD. The spatial res-
olution is 0.2 km to 45 km per pixel, depending on the distance from the planet. The full
disc of Venus is in the VMC field-of-view near the apocentre of the orbit. Additional instru-
ments include the SPICAV (identical to the MEX SPICAM), the VeRa for radio sounding
and the VIRTIS (Visible and Infrared Thermal Imaging Spectrometer) which operates at
wavelengths between 0.3 and 5 µm. The infrared capability of VIRTIS is especially well
fitted to the thermal sounding of the night side atmosphere allowing a tomography of the
atmosphere down to the surface.

Earth Orbiting Spacecraft: Monitoring of terrestrial lightning from space on a continuous
basis was first achieved by the Optical Transient Detector (OTD), a payload on board the
NASA Micro-Lab-1 satellite that was launched in April 1995. The orbital inclination of the
satellite was 70 degrees and enabled the coverage of almost the entire planetary thunder-
storm activity from an altitude of 740 km. The OTD instrument optically detects lightning
flashes occurring within its 1300×1300 km2 field-of-view during both day and night. A sta-
tistical examination of OTD lightning data reveals that nearly 1.4 ·109 flashes occur annually
on Earth, translating to a rate of 44 ± 5 flashes per second (Christian et al. 2003). The OTD
was an engineering prototype for the LIS instrument on board the TRMM (Tropical Rain-
fall Measuring Mission) satellite which was launched in 1997 to a 35 degrees inclination
orbit, that focused its lightning mapping capability on the tropics, reaching 90% detection
efficiency of both cloud-to-ground and intracloud flashes. With additional instruments on-
board such as the Precipitation Radar (PR), the Visible and Infrared Scanner (VIRS) and the
TRMM Microwave Imager (TMI), this satellite provides unique insights into precipitation
patterns in the tropics and the relationships between lightning and rain. The data from both
instruments is readily available on-line at NASA’s Global Hydrology and Climate Center
(http://thunder.nsstc.nasa.gov/).

Terrestrial lighting is also being monitored by spaceborne VHF detectors on the FORTE
and DEMETER satellites. The Fast On-orbit Recording of Transient Events (FORTE) satel-
lite was launched on August 29th 1997, to a nearly circular, 70° inclination orbit. It carries
two tunable receivers that have a 22 MHz analog bandwidth, covering the frequency range
from 20 to 300 MHz (HF and VHF bands), as well as an optical sensor with a 10 nm pass-
band filter centered at 777.4 nm. It also carries a single-element silicon photodiode (PDD),

http://thunder.nsstc.nasa.gov/
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which has a 6% detection efficiency of cloud-to-ground flashes, and thus is able to geo-
locate only the strongest flashes (e.g., superbolts; Turman 1977). The DEMETER mission
is reviewed by Parrot et al. (2008) in another chapter of this issue.

Boeck et al. (1994) utilized the space shuttle payload-bay cameras to observe the Earth’s
limb above thunderstorms and demonstrate that transient luminous events can be observed
from low earth orbit. Such episodic observations were repeated with more sensitive instru-
ments by Yair et al. (2004) and Blanc et al. (2004). The capability for a continuous monitor-
ing of TLE activity on a global scale was achieved by the FORMOSAT satellite, launched
on May 20th 2004 to a 99.1° inclination, 891 km high, circular orbit. The Imager of Sprites
and Upper Atmosphere Lightning (ISUAL) payload comprises an array photometer, an in-
tensified imager and a spectrophotometer with 6 wavelengths, covering the main emissions
of sprites and elves. The global coverage of FORMOSAT enables detailed mapping of the
occurrence of TLEs (see Sect. 2.1.2 below). The RHESSI satellite is being used to monitor
terrestrial gamma flashes (TGFs), originally discovered by the BATSE instrument on board
the Compton Gamma-Ray Observatory (see Sect. 2.1.3 below). There is now considerable
evidence linking TGFs with lightning (Smith et al. 2005).

1.1.2 Telescopes

UTR-2: This is the world largest radio-telescope in the decametric frequency range (oper-
ated from about 8–32 MHz) located in Kharkov, Ukraine. It consists of 2040 dipoles and has
an effective area of 150,000 m2 (Konovalenko et al. 2001). Its sensitivity of a few Jansky
(Jy) enables it to detect lightning from Saturn that is expected to produce a flux of the order
of 100 Jy at Earth (Zarka et al. 2004).

LOFAR: The future Low Frequency Array (LOFAR) will be a large baseline next-
generation radio-telescope that is being built in Northern Europe. It will operate in the
frequency range from 30 to 240 MHz, and its effective area should be >105 m2 (Kassim
et al. 2004). Besides astronomical observations, it could also be used to monitor lightning
on Saturn and Uranus (Zarka et al. 2004).

NASA/IRTF: This is the largest infrared telescope available for planetary science, with a 3-
m diameter mirror. Several upgrades and technological improvements have been made and
the observatory now contains five operational instruments: (a) SpeX, a 1–5 micron cross-
dispersed medium-resolution spectrograph (b) CSHELL, a 1–5 µm high-resolution spectro-
graph; (c) MIRSI, a 5–25 µm camera and low-resolution spectrometer; (d) NSFCAM2, a
2048 × 2048 pixel, 1–5 µm camera with a 0.04 arcsec/pixel scale; and (e) Low-resolution
3–14 µm spectrograph and high-resolution spectrographs for 8–25 µm. The IRTF allocates
50% of its observation time to solar-system bodies and made numerous contributions to
the study of the outer planets’ atmospheres (Sánchez-Lavega et al. 2001; Orton et al. 2006;
Simon-Miller et al. 2006; and many others). The IRTF is able to identify trace molecular
constituents in planetary atmospheres, thus providing indirect evidence of the presence of
lightning, based on the fact that lightning is a high-temperature discharge process that pro-
duces non-equilibrium chemical compounds (Bar-Nun 1975).

2 Lightning Activity and Atmospheric Electricity on Solid Surface Bodies

2.1 Earth

Hundreds of new papers and several comprehensive book chapters have been published
since the brief phenomenology of terrestrial lightning activity given in Desch et al. (2002),
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the most comprehensive one is the book by Rakov and Uman (2003). We shall present here
only those aspects that are essential for comparative studies of the meteorological and mi-
crophysical conditions conducive to the generation of lightning. Admittedly, there is a huge
body of new knowledge concerning the properties of lightning initiation and propagation,
the very nature of which may be different in alien circumstances. New techniques and ob-
servation systems have been developed that yield exciting insights into the intricate details
of the lightning phenomenon. However, the limited scope of this review dictates a focus
on the most basic and important aspects. Detailed information is found in the chapter by
Stolzenburg and Marshall (2008) in this issue.

2.1.1 Lightning

Lightning on Earth is concentrated between ±60◦ latitude, with the large majority (>90%)
above continental land-masses. The region of maximum lightning activity displays a dis-
tinct seasonal dependence and migrates with the Intertropical Convergence Zone (ITCZ) as
it moves across the equator to the summer hemisphere. The global planetary rate was esti-
mated by Christian et al. (2003) to be ∼45 flashes per second based on the OTD and LIS
space-borne sensors, a frequency similar to that which was estimated based on Cassini’s
HF measurements during its Earth flyby in 1999 (70 s−1, Gurnett et al. 2001). The global
lightning activity is concentrated in the convectively active continental tropical regions, and
shows a clear maximum around 16–17 LT and a minimum in the early morning hours 06–
09 LT. The oceanic lightning activity has a marginal contribution to the global rate and
is spread evenly along the day (the reader is invited to view the statistics published at
http://thunder.msfc.nasa.gov/). Most lightning occurs inside thunderclouds (IC or intracloud
flashes) and only the minority connects with the surface (CG or cloud-to-ground flashes).
For obvious reasons, CG lightning discharges have been the main focus of research and the
typical values of all their parameters are known quite accurately (see Table 1.1, page 7 in
Rakov and Uman 2003). The details of the discharge process in its various stages are also
well documented on the sub-millisecond scale (Table 1.2, ibid.).

In our solar system, cloud-to-ground lightning might be unique to Earth, because there
are no similar conditions in any other planet to allow the propagation of a (stepped) leader
from the clouds to the ground (with the possible exception of Mars). Thus, intracloud flashes
are probably the typical type of planetary lightning and hence we devote more attention to
their features. Intracloud discharges in terrestrial clouds often begin within the negative
charge center and are accompanied by strong initial breakdown pulses which last 50–80 µs.
They produce strong HF emissions whose amplitudes are 10 times larger than in CG flashes,
and are termed “compact intracloud discharges”. These discharges are thought to be respon-
sible for the Trans-Ionospheric Pulse Pairs (TIPPs) detectable by satellites (FORTE; Jacob-
son and Light 2003) and ground-based VLF/LF sensors (Smith et al. 2004). TIPPs appear as
pairs of very brief dispersed HF radio bursts, each lasting a few microseconds and separated
by a few tens of microseconds (Massey and Holden 1995), that were identified as the direct
and reflected signals of compact intracloud discharges.

Interestingly, Shao and Jacobson (2002) found the TIPPs observed with the FORTE satel-
lite to be highly polarized emissions on the contrary to other VHF signals accompanying
more common discharge processes like initial ground strokes, dart leaders or K-streamers.
The intracloud discharge process is slow and the initial breakdown pulses are separated
by 600–800 µs, a factor ∼10 longer compared to a CG flash. The processes in the late
stages of intracloud flashes resemble the J- and K-changes found in the interstroke in-
tervals of regular CGs. Recent advances in 3D VHF source mapping technology showed

http://thunder.msfc.nasa.gov/
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the bipolar nature of the intracloud discharge process (Thomas et al. 2001) and measured
the peak powers in the 60–66 MHz pass-band where they varied from a typical minimum
of about 1 W up to 10–30 kW. The radiation sources indicate the location of the main
charge regions in a storm and the strongest ones where found to reside in the upper pos-
itive charge center. Coleman et al. (2003) also used 3D VHF mapping and showed good
agreement between the altitudes of horizontal lightning channels and the altitudes of max-
imum electric potential (measured by balloons). Lightning flashes appear to deposit charge
of opposite polarity in relatively localized volumes within the clouds, thus modifying the
tri-polar state and creating a complex, multi-polarity structure (Stolzenburg et al. 2001;
Stolzenburg and Marshall 2008, this isuue).

2.1.2 Transient Luminous Events

Transient Luminous Events (TLEs) is the collective name given to a wide variety of optical
emissions which occur in the upper terrestrial atmosphere above active thunderstorms. Since
their discovery these very brief, colorful phenomena have been studied from the ground, bal-
loons, aircraft, the space shuttle, the ISS (International Space Station) and orbiting satellites.
There is a growing body of literature which covers the phenomenology and theory of TLE
generation (we refer the interested reader to the comprehensive volume edited by Füllekrug
et al. (2006). Distinct classes and names were given to the various forms of TLEs, all of
which allude to their rapid unpredictable nature: Jets, Sprites, Elves, Pixies to name but a
few. Telescopic imaging (Gerken and Inan 2001) and the use of high-speed imagers (Cum-
mer et al. 2006a) have greatly improved the knowledge of the fine structure of these emis-
sions and their initiation and propagation mechanisms. The inhomogeneous and transient
variability of the terrestrial atmosphere at these heights is believed to play a crucial role in
the initiation of TLEs—e.g. gravity waves, chemical reactions and meteors modify the local
electrical properties of the mesosphere, making it more conducive to electrical breakdown
processes. The molecular basis for the emissions observed in sprites is thoroughly discussed
by Pasko (2007). Sprites are usually associated with intense positive cloud-to-ground light-
ning and are initiated at a height of 70–80 km, from which they propagate in visible tendrils
downwards and upwards. Elves occur higher up, around 90–95 km above the ground and
are a result of the interaction between the propagating Electromagnetic Pulse (EMP) from
the lightning and the ionosphere (Inan et al. 1997). They have not been found to correlate
with the polarity of the parent lightning.

A new class of TLE which extends from cloud tops all the way up toward the ionosphere
was discovered by Pasko et al. (2002) and Su et al. (2003) and was nicknamed “gigantic
jets” (Fig. 1). It is believed to short-circuit the cloud charge to the upper atmosphere. The
Earth’s global rate of TLEs was estimated to be a few per minute based on observations
from the space shuttle (Yair et al. 2004), the International Space Station (Blanc et al. 2004)
and from the continuing monitoring by the FORMOSAT satellite (Cummer et al. 2006b).
Though TLEs have not been detected in any other planetary atmosphere, their existence is
theoretically possible and they are likely to occur (Yair et al. 2007).

2.1.3 Terrestrial Gamma Ray Flashes (TGFs)

Relativistic runaway electrons were considered by various authors (e.g. Gurevich et al. 1992;
Roussel-Dupré and Gurevich 1996; Lehtinen et al. 1997) as a potential source of ionization
and optical emissions related to sprites. In fact, runaway electrons necessarily must produce
X-rays and gamma rays in interaction with air particles. However, due to their attenuation in
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Fig. 1 Enhanced color image of
a gigantic jet, observed by Pasko
et al. (2002). The propagation of
the discharge was from cloud top
until the base of the ionosphere at
∼95 km

air, their detection is difficult. Suszcynsky et al. (1996) showed that for energies of the order
of MeV, the X-ray attenuation length is around 100 m to 1 km at thunderstorm altitudes.
Suszcynsky et al. (1996) also reviewed the ground-based and low-altitude measurements of
previous X-ray measurements and remained somewhat skeptical about positive results. But,
X-ray observations with balloon-borne measurements within thunderclouds were reported
by Eack et al. (1996), and Moore et al. (2001) associated their X-ray measurements with
stepped leaders from ground flashes observed on a mountain top. The first observations of
Terrestrial Gamma Ray Flashes (TGFs) from space were related to thunderstorms on Earth
by Fishman et al. (1994): The Burst and Transient Signal Experiment (BATSE) onboard the
Compton Gamma Ray Observatory detected 50 X-ray bursts with a typical duration of a
few milliseconds in four years. This detection was later confirmed by the RHESSI (Reuven
Ramaty High Energy Solar Spectroscopic Imager) satellite, which typically detects 10 to
20 TGFs per month (Smith et al. 2005). Dwyer and Smith (2005) inferred from Monte
Carlo simulations of TGF spectra in comparison with RHESSI observations that the TGFs
might stem from a source altitude around 15–21 km, which was also confirmed by Williams
et al. (2006). Dwyer et al. (2005) also reported the production of X-ray bursts by laboratory
sparks in air. In a recent paper, Stanley et al. (2006) link TGFs to intracloud discharges
which transport electrons upward. Although the detection of atmospheric gamma-ray bursts
and X-rays are somewhat difficult due to their attenuation in the surrounding medium, they
might open a new wavelength window for future detection and studying of lightning also in
other planetary atmospheres.

2.2 Venus

Venus is completely covered by a thick, optically opaque layer of sulfuric acid clouds, which
rotate faster than the planet (super-rotate). There are at least three cloud decks, between ∼50
and 70 km above ground, whose altitude, composition and size distribution (in 4 discrete
particle-size modes) was derived from descent probes measurements. There is little evidence
for small scale convective structures or for vigorous vertical motions within this essentially
stratus-like planetary scale envelope. Venus has an induced “magnetosphere”, where the
interplanetary magnetic field is draped around the planet. After the Magellan radar mapping
mission of the early 90s, Venus has become in the words of Schilling (2005) “our neglected
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neighbor”, and relatively little research effort was directed to what was once considered to
be “our sister planet”. As a result, the controversy concerning the very existence, location
and frequency of lightning on Venus remains unresolved.

Radio wave observations that were interpreted as likely due to lightning (Ksanfomaliti
1979; Russell 1991; Russell et al. 1993, 2006) have not been firmly confirmed by measure-
ments in the visible spectrum, though two optical observations are claimed—one performed
onboard Venera 9 (Krasnopolsky 1980) and another with a ground-based telescope (Hansell
et al. 1995). Similar radio waves detected by the Galileo and Cassini spacecraft during their
respective flybys were given different interpretations (Gurnett et al. 1991, 2001). The crux
of the matter is that apart from that single attempt by Hansell et al. (1995), no systematic
search for Venusian lightning by a dedicated instrument on a spacecraft or on the ground
was conducted, and the existing optical and electromagnetic data is insufficient to eluci-
date the matter completely. As Desch et al. (2002) state: “Progress in resolving the central
controversy of Venusian lightning will probably require either an extensive ground-based
optical search or an orbiter with a camera and HF receiver”. The non-detection of HF sig-
nals by the Cassini spacecraft (Gurnett et al. 2001) sets a lower limit on lightning activity,
but it can be argued that the short sampling time during the two flybys coincided with a
quiet period with subdued lightning activity, and thus misrepresents the true planetary rate
(see Zarka et al. 2008 in this issue for further discussion). The little numerical work done
on the possible charging mechanisms and electrical field build-up within Venusian clouds
all date back to the early 80 s, and lack the sophistication of contemporary terrestrial cloud
models (reviewed by Yair 2008 in this issue). This leaves the question on the ability of the
multiple stratiform cloud layers in Venus to actually separate sufficient charge for electrical
breakdown largely open.

Recently, high-resolution spectra of Venus in the NO band at 5.3 µm were acquired
using the TEXES spectrograph at the IRTF (Krasnopolsky 2006). An NO mixing ratio
of 5.5±1.5 ppb was detected below 60 km. The photochemical impact of the measured
NO abundance is significant and cannot be explained by chemical reactions induced by
cosmic ray ionization alone, leaving lightning as the only possible source (Krasnopol-
sky 2006). The required flux of NO corresponds to a lightning energy deposition of
0.19 ± 0.06 erg cm−2 s−1. For an assumed flash energy of ∼109 J, the global flash rate
should be ∼90 s−1 or ∼6 km−2 y−1. Such a high flash rate is consistent with the analysis
of the Pioneer Venus Orbiter (PVO) VLF data, that yielded a rate of 250 s−1 based on the
assumption that lightning occurs only between ±30◦ latitude and during 18–24 h LT (Ho
et al. 1995). Even if that calculation can be considered overly optimistic, additional support-
ing evidence for at least some lightning activity in the Venusian atmosphere was given by
Strangeway (1995), who maintained that lighting is the most probable explanation for the
plasma waves detected at low altitudes in the nightside ionosphere of Venus by the PVO.
The Venus Express mission has yet to produce optical images of lightning by the VMC and
VIRTIS instruments. However, Russell et al. (2007) reported clear indications of lighting
activity. A 128 Hz sampling rate was used by MAG for 2 minutes at periapsis for each or-
bit until December 2006, and from that time onwards the high-rate sampling switched to
10 minutes at periapsis. The received data show elliptically polarized signals that propagate
along the background magnetic field. When the field is horizontal the waves are not ob-
served, yet at larger inclinations the wave energy can reach the instrument in the whistler
mode. Most recently, Russell et al. (2007) discussed the measurements obtained in 37 or-
bits of VEX that took place between May and June 2006. When VEX passed through the
magnetic field lines at altitudes around 300 km (which is above the Venusian ionopause and
in a magnetic field strength ∼23 nT), the MAG instrument observed magnetic field fluctua-
tions of the order of 0.1 nT indicative of whistler mode waves. The fluxgate magnetometer
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Fig. 2 The three components of
the magnetic field as recorded by
the fluxgate magnetometer
(MAG) on-board the Venus
Express spacecraft. Signals
exhibit repeated bursts with
alerting amplitudes and duration,
hinting at lightning as the
probable source. The
x-component is towards the Sun,
z along the orbit plane and y in
opposite planetary motion. This
measurement was made from a
range of 305 km of the Venusian
surface as the spacecraft was
travelling at 24,000 km/h (from
Russell et al. 2007)

detected bursts of clear signals, with rapidly varying amplitudes and variable durations and
intermissions between successive bursts (Fig. 2). The typical durations were found to be
0.2–0.5 s.

The possibility that these signals were due to spacecraft interference was excluded by
subtracting the signals received by the two magnetometers. Russell et al. (2007) argues
that there is no other possible source for natural whistler-mode waves propagating from the
atmosphere to the ionosphere except lightning. However, the possibility that these waves
stem from ionospheric plasma waves should not be discarded yet, since on Earth lightning
whistlers at comparable altitudes are typically a factor of 10 shorter in duration (e.g. Holz-
worth et al. 1999) than the VEX-MAG whistler mode waves. Their deduced planetary flash
rate on Venus, based on the detector footprint of 0.06% of the planet’s surface, is 50 s−1.
Such a flash rate is comparable to Earth’s and is inconsistent with the lack of correlative
optical data. As the mission progresses there is hope that optical signatures will be received
on top of the robust electromagnetic data.

Obviously, lightning on Venus should be completely intracloud, namely occurring within
a given cloud layer or between layers. This is because the height of the cloud layer above
the surface and the extreme atmospheric pressure requires an extremely high electric filed
for cloud-to-ground breakdown to be produced. It is possible that Venusian intracloud dis-
charges will not resemble terrestrial intracloud flashes, and will have different signatures
in the electromagnetic and optical bands. It may well be that the luminosity of Venusian
lightning is significantly lower than that of terrestrial ones and that they are completely ob-
scured by the upper cloud layers. Hopefully future missions such as the Japanese Planet-C
(Takahashi 2008, this issue) will enable us to conduct better and prolonged observations.

2.3 Mars

The Martian environment has been studied using remote sensing and in situ observations,
but the electrical properties, such as those related to atmospheric electricity, are still poorly
known. The atmosphere consists mostly of CO2 with a mole fraction of ∼0.95; the near-
surface atmospheric density is about 70 times smaller than on Earth and the electron con-
ductivity is a few orders of magnitude higher than on Earth at similar altitudes. Surface
conductivity estimates evaluated by theoretical models vary between 10−12 and 10−7 Sm−1.
Berthelier et al. (2000) tentatively restrict the range down to 10−12–10−10 Sm−1. Further-
more, the composition of the surface at low and high latitudes is quite different due to the
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presence of ice deposits in the polar region, suggesting large variations in surface conduc-
tivity with latitude. Electrical discharges on Mars certainly would differ from that on Earth
because the environmental properties and discharge processes are markedly different on the
two planets (Farrell and Desch 2001). Aplin (2006) presents a comprehensive review of at-
mospheric electricity that also includes relevant information about the Martian environment.

Large electric fields have been measured in terrestrial dust storms, dust devils and regular
wind-blown saltation (Stow 1969; Farrell et al. 1999; Renno et al. 2004; Schmidt et al. 1998).
Melnik and Parrot (1998) used a numerical model to study the electrification of Martian dust
storms and predicted that large electric fields are generated in them. In dust storms, charge
transfer occurs during collisions between sand/dust particles with each other and the surface.
After collisions, the smaller dust particles become negatively charged with respect to the
larger sand particles and the surface, although the exact mechanism by which this occurs is
still under debate (Lowell and Truscott 1986; Desch and Cuzzi 2000; Kok and Renno 2008).
Gravitational and aerodynamic forces then separate the heavier, positively charged particles
from the lighter, negatively charged particles. The resulting charge separation produces the
observed bulk electric fields. On Earth these fields can exceed 100 kV/m, but on Mars they
are limited by the electric breakdown of the thin Martian air at about 20 kV/m, except
perhaps at very short distances (smaller than a few cm) from the surface. This happens
because the breakdown electric field decreases with the distance between electrodes and the
value of 20 kV/m is for a distance of the order ∼1 m (Naidu and Kamaraju 1999; Ito and
Terashima 2002).

The maximum charge of airborne dust particles can be calculated assuming that during
saltation, charging is limited by field emission (Bernhard et al. 1992) in collisions between
dust and sand particles. Then, a micro-discharge occurs while the particles move away from
each other and the particles are left with a residual charge of the order of that necessary
to produce electric discharges (Renno et al. 2003). Negatively charged dust particles of
a few µm in diameter then rise with the updraft while the larger positively charged sand
particles stay in the saltation layer. This produces charge separation and the bulk electric
fields observed in dusty phenomena. Then, knowing the dust particle concentration and
distribution, the bulk electric field can be calculated. Renno et al. (2004) showed theoretical
evidence that Martian dusty phenomena should emit non-thermal microwave radiation, and
supported it by the observation of terrestrial dust devil analogues. More recently, Renno
and his collaborators found evidence that electric discharges in Martian dust storms not
only should emit non-thermal radiation but also might excite Schumann resonance in the
surface–ionosphere cavity.

Delory et al. (2006) and Atreya et al. (2006) showed that the electric activity on Mars
may potentially produce large quantities of hydrogen peroxide, a powerful oxidant that could
make the surface inhospitable to life as we know it. Similar to the observations of Venus,
the TEXES spectrograph on the IRTF was used to study the Martian atmosphere. Measure-
ments on one NO line show some power increasing over the continuum, hence suggesting
that discharging processes might play a role in the atmosphere (Krasnopolsky 2006). The
inferred NO concentration is above the predictions of photochemical models by a factor of
3 but no definite explanation is provided for such a difference.

2.4 Titan

Saturn’s largest satellite Titan (radius of 2575 km) possesses a thick atmosphere dominated
by nitrogen and methane with a surface pressure and temperature of 1.5 bar and 94 K, re-
spectively. Since the Voyager 1 flyby of Titan in November 1980 the possibility of lightning
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Fig. 3 Tropospheric cloud features observed by Cassini/ISS on Titan. The sequence a–d shows the devel-
opment of Titan’s South polar cloud as imaged on July 2, 2004. Panels e–g show three examples of dis-
crete mid-latitude clouds, which are marked by arrows. They were imaged on May 29, October 23 and
25 (all 2004), respectively (taken from Porco et al. 2005a). Could lightning discharges develop in such
clouds?—Cassini/RPWS did not detect lightning associated radio emissions

on Titan has been investigated by theoretical and experimental studies of its complex at-
mospheric chemistry (Gupta et al. 1981; Borucki et al. 1984, 1988; Navarro-González et al.
2001), mostly with positive and promising results. The non-detection of Titan lightning
radio emissions by Voyager’s radio instrument (Desch and Kaiser 1990) still could be ex-
plained by Titan’s low or episodic flash rate (Lammer et al. 2001), and Tokano et al. (2001)
developed a model for thundercloud and lightning generation on Titan.

The multiple Cassini flybys of Titan as well as the descent of the Huygens Probe on
its surface in January 2005 revealed a fascinating Earth-like landscape with lakes and river
beds, bright high-land regions and dark flat lowlands. Besides geological processes, this
landscape is shaped mostly by weather, because there is wind, haze, drizzle, and most likely
rain in Titan’s atmosphere (Tomasko et al. 2005; Tokano et al. 2006). The Earth-based in-
frared observations of methane clouds on Titan (Griffith et al. 1998) were clearly confirmed
by Cassini imaging observations (Porco et al. 2005a; see Fig. 3). Convective clouds over
the South pole of Titan were observed for several months in 2004 before they vanished in
December of that year and reappeared shortly in December 2005 (Rodriguez et al. 2007).
Furthermore, elongated mid-latitude tropospheric clouds (Porco et al. 2005a) as well as
ethane clouds (Griffith et al. 2006) have been observed. The most likely places for light-
ning on Titan are the convective-type methane clouds as those that appeared over the South
Pole. Such clouds were modeled by Hueso and Sánchez-Lavega (2006) who found strong
updrafts with velocities up to 20 m s−1 in such methane storms. In a similar model Barth and
Rafkin (2007) got mixing ratios of cloud particles of the order of 1–10 g kg−1. Such updraft
velocities and mixing ratios are comparable to terrestrial thunderstorms (Rakov and Uman
2003).

Despite such promising conditions, the existence of lightning on Titan has not been
proven yet. Fulchignoni et al. (2005) reported the possible detection of the signature of light-
ning by the Huygens Atmospheric Structure Instrument (HASI), that measured impulsive
electric field events with the mutual impedance receiver during the descent of the Huygens
Probe. These impulses, recorded in the frequency range from 180 Hz to 11.5 kHz, could be
due to lightning, but one has to be careful in the interpretation with impulsive signals since
they could be as well caused by interferences from on-board instruments or particle impacts.
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Nevertheless, the number of events detected during the descent of the Huygens Probe estab-
lishes a maximum stroke rate not higher than 1% compared to stratospheric balloon cam-
paigns. A peak in the power spectrum detected at 36 Hz is most likely not a lightning caused
Schumann resonance since its frequency is not consistent with most models of Titan’s
ionospheric cavity (Simões et al. 2007), and its signal level is also much too high. Béghin
et al. (2007) favor waves created in Titan’s ionosphere as a possible source, and future lab-
oratory experiments at low temperatures could show if the 36 Hz line is simply created by
a mechanical vibration of the HASI antennas or not. The acoustic sensor on-board Huygens
did not record any thunder claps (Grard et al. 2006). The Huygens Probe also detected an
ionized layer at about 60 km altitude with a maximum conductivity of 3 nS/m (Hamelin et al.
2007), which is a few times higher than the surface conductivity measured at the landing site
(Grard et al. 2006). This layer, induced by cosmic rays, certainly plays a role in atmospheric
electrification, aerosol kinetics, and on the possible global electric circuit of Titan.

The Cassini/RPWS instrument searched for radio emissions from Titan lightning, but
nothing was found during any of the first 35 Titan close flybys (Fischer et al. 2007a). In
case of a Titan lightning storm RPWS should easily detect bursty signals above Titan’s
ionospheric cutoff frequency of about 500 kHz (Bird et al. 1997) that also show a quadratic
fall-off of signal intensity with spacecraft distance. The non-detection of RPWS tells us that
Titan lightning is an extremely rare event if it exists at all. Despite the similarities between
methane clouds on Titan and terrestrial thunderclouds, one key question is still whether an
efficient microscale electrification process can work in a Titan cloud given the low relative
dielectric constant of 1.7 of methane. The RPWS result does not rule out the existence of
other forms of atmospheric electricity like corona discharges. The search for Titan lightning
with RPWS will continue at least until the end of Cassini’s extended mission in mid-2010,
which will increase the total number of close Titan flybys to 70.

3 Lightning Activity and Atmospheric Electricity at the Gas Giants

Lightning is a very interesting phenomenon in the atmospheres of the four gas giants, Jupiter,
Saturn, Uranus and Neptune. It is likely to be more powerful than terrestrial lightning and
also acts as a diagnostic tool of the dynamics of the respective atmosphere. Equilibrium
cloud condensation models (Atreya and Wong 2004) suggest a similar cloud structure for
Jupiter and Saturn, as well as for Uranus and Neptune. For Jupiter and Saturn the outermost
cloud layer consists of ammonia (NH3) ice particles, which is followed by an intermediate
ammonium hydrosulfide cloud layer (NH4SH) and a deep water cloud (H2O). For Uranus
and Neptune there should be a methane (CH4) ice particle cloud around the 1-bar level fol-
lowed by nearly the same cloud layering as on Jupiter and Saturn, except that also hydrogen
sulfide (H2S) should be present at the same altitude where ammonia condenses (de Pater
et al. 1991).

At Jupiter, the water cloud at a pressure level around 4–5 bar has been identified as the
source of lightning by optical observations. Usually, the bright dots due to Jovian lightning
imaged by the cameras extend over more than one hundred kilometers, since the flashes
are scattered at various cloud layers. A Monte-Carlo model of this scattering process has
lead Borucki and Williams (1986) as well as Dyudina et al. (2002) to the same (already
mentioned) conclusion regarding the origin of Jovian lightning. The non-detection of optical
emissions from lightning on Saturn (Burns et al. 1983; Dyudina et al. 2007), Uranus (Smith
et al. 1986), and Neptune (Borucki and Pham 1992) could be due to very deep atmospheric
sources, as well as scattered ring light. The deep water cloud is a primary candidate, because
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it is located around the freezing level for all four gas giants and cloud particle charging could
work in a similar manner as in terrestrial thunderclouds. The smaller gravitation at Saturn,
Uranus, and Neptune compared to Jupiter leads to smaller temperature lapse rates and the
water clouds condense at higher pressure levels. According to the models of Atreya and
Wong (2004) the base of the water ice cloud should be around 5 bars and 10 bars for Jupiter
and Saturn, respectively, and around 40 bars for Uranus and Neptune.

A decisive parameter for the possibility of lightning discharges in planetary atmospheres
is the value of the breakdown electric field for the specific atmosphere. The measured value
for dry terrestrial air under standard conditions is 3 · 106 V/m and it scales with pressure.
Such high electric fields have never been directly measured in thunderclouds and observed
values are typically smaller by one order of magnitude (Rakov and Uman 2003) suggest-
ing that besides the conventional breakdown the so-called runaway breakdown might play
an important role in initiating lightning discharges. For Jupiter’s atmosphere, Yair et al.
(1995a) estimated the conventional breakdown field to be 2.3 · 106 V/m at a pressure of
5 bars. Recent modeling work by Dwyer et al. (2006) indicate that the electric field thresh-
old for the so-called runaway breakdown could be 10 times smaller in the atmospheres of
the gas planets compared to the conventional breakdown field. Kinetic calculations of run-
away and conventional breakdown fields in planetary atmospheres have been performed by
Sentman (2004) and are supplemented in the paper by Roussel-Dupré et al. (2008) in this
issue. The hydrogen–helium atmospheres of the gas planets facilitate electric breakdown,
but breakdown fields are still larger than at Earth at the pressure level where the deep water
clouds reside.

3.1 Jupiter

Lightning at Jupiter was first detected optically with the camera on-board Voyager 1 (Cook
et al. 1979), and further observations were made with Voyager 2 as well as by Galileo (Little
et al. 1999). The Voyager plasma wave instrument detected lightning whistlers in Jupiter’s
magnetosphere (Gurnett et al. 1979), and sferics attributed to lightning were observed with
the Galileo Probe inside Jupiter’s atmosphere (Rinnert et al. 1998). These observations as
well as the theoretical modeling of water clouds in Jupiters’s atmosphere (Gibbard et al.
1995; Yair et al. 1995a, 1995b) have been extensively reviewed by Desch et al. (2002). Here
we will focus on the recent optical observations obtained during the Jupiter flybys of Cassini
at the end of 2000 and New Horizons in 2007, respectively.

Nightside images by the Cassini/ISS camera using the Hα filter revealed four lightning
clusters, one at 24◦N (North), one at 34◦N, and two were repeated observations of the same
storm located around 14◦S (South; all planetocentric latitudes), in the turbulent wake region
of the Great Red Spot (Dyudina et al. 2004). The observations were performed from a rela-
tively large distance (140 to 200 Jovian radii). To diminish the scattered light, ISS used the
narrowband Hα filter. Interestingly, the Hα line was about ten times weaker than expected
from previous Galileo observations and laboratory simulations of Borucki et al. (1996) of
the Jovian lightning spectrum. This could suggest that lightning is generated in atmospheric
layers even deeper than 5 bar or that simply lightning frequency and intensity or cloud cov-
erage varied between Galileo and Cassini observations (Dyudina et al. 2004). Cassini/ISS
also studied the dayside appearance of the Jovian lightning storms.

On its way to Pluto and the Kuiper Belt, the New Horizons spacecraft flew by Jupiter as
close as 32 Jovian radii at the end of February 2007. Recent observations by the spacecraft
as well as ground-based thermal imagery have in fact revealed that the Jovian cloud cover
in 2007 has thinned substantially since the Cassini 2000 flyby (Baines et al. 2007). Further-
more, the New Horizons LORRI (Long Range Reconnaissance Imager) camera identified
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Fig. 4 Jovian lightning flashes as imaged by New Horizons/LORRI at various latitudes (planetographic) and
longitudes. Exposure time was typically 5 seconds, and the spatial extension is due to diffusive scattering of
flashes originating near the 5-bar water cloud level by aerosols and clouds above (taken from Baines et al.
2007)

Jovian lightning at high latitudes up to 80◦N and 74◦S (planetographic). Figure 4 displays
some representative lightning flashes. Previous lightning observations have found Jupiter
lightning only at lower latitudes, typically at the southern edges of westward-moving jets in
regions of cyclonic shear (Borucki and Magalhaes 1992). New Horizons has found flashes
also at the anticyclonic sides of eastward jets (60◦S and 66◦S), and the polar strikes (80◦N,
74◦S) are located in regions of relatively weak winds. All investigating spacecraft (includ-
ing New Horizons) have found Jovian lightning to be most optically active around 50◦N
(Baines et al. 2007). Jupiter lightning is more powerful than terrestrial lightning, since the
optical energy of a Jovian flash is of the order of 109 J, which corresponds to the typical total
energy of a terrestrial flash (the median value for the optical energy in terrestrial lightning
is 4.5 · 105 J; Kirkland et al. 2001). When considering the optical efficiency of the Jovian
atmosphere (Borucki and McKay 1987), the total energy of a Jovian flash is ∼1012 J, com-
parable to terrestrial “superbolts” (Turman 1977). These estimates were corroborated in the
numerical simulations by Yair et al. (1995b).

3.2 Saturn

Following the Voyager discovery (Warwick et al. 1981) and extensive studies (see e.g. the
review by Zarka 1985a, 1985b), our knowledge about atmospheric electricity at Saturn has
been greatly increased by the Cassini mission and this is reviewed in more detail in a separate
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article in this issue by Fischer et al. (2008). Several thousands of lightning sferics termed
SEDs (Saturn Electrostatic Discharges) have been measured by Cassini/RPWS in six SED
storms (Gurnett et al. 2005; Fischer et al. 2006, 2007b), but only one lightning whistler has
been identified (Akalin et al. 2006). As opposed to Jupiter, until now only two latitudes at
Saturn (whistler latitude excluded) have been found to produce lightning storms and these
are the equatorial region and the “storm alley” at 35◦S. The lightning flashes on Saturn have
not yet been detected optically, most probably because the lightning source is located very
deep in Saturn’s atmosphere, approximately at the 10-bar level. But, Cassini/ISS imaged
prominent cloud features in Saturn’s atmosphere, whose occurrence, longitudinal drift rate,
and brightness were strongly related to the SEDs (Porco et al. 2005b; Dyudina et al. 2007).
Images of these cloud features can be found in this issue in the article by Fischer et al.
(2008). During the Cassini mission there have been long time intervals with no SED activity.
A giant lightning storm in early 2006 (Fischer et al. 2007b) was followed by 21 months
of “silence”, but a seventh SED storm started in the end of November 2007. The intense
radio signals of SEDs (about 104 times more powerful compared to HF radio emissions
from terrestrial lightning) have been detected also by the giant UTR-2 radio-telescope in the
Ukraine (Konovalenko et al. 2006). SED characteristics and implications for ionospheric
studies are discussed in Zarka et al. (2008) in this issue.

3.3 Uranus and Neptune

High frequency radio signals similar to SEDs have been detected by the Voyager 2 radio in-
strument at Uranus and they were termed UED for Uranus Electrostatic Discharges (Zarka
and Pedersen 1986). At Neptune Voyager 2 detected 16 lightning whistler like events (Gur-
nett et al. 1990) as well as 4 possible lightning sferics (Kaiser et al. 1991). Since no other
spacecraft except Voyager 2 has ever visited Uranus and Neptune, the progress in our knowl-
edge concerning lightning activity on those two icy giants has been limited in the last years.
Considerable progress has been made concerning Earth-based cloud observations of Uranus
and Neptune in the infrared as well as visible wavelength region (e.g. Karkoschka 1998;
Hammel et al. 2001; Roe et al. 2001; de Pater et al. 2002; Gibbard et al. 2003; Sromovsky
and Fry 2005; Irwin et al. 2007). However, the lightning source might be in the water clouds
located at a pressure level of about 40 bar, which is not accessible with these observations
(Encrenaz et al. 2004). On the other hand, using a particle-growth and charge-separation
model Gibbard et al. (1999) suggested that lightning is inhibited in the deep water or NH4SH
cloud because of the high atmospheric pressures there and that lightning seems possible in
the H2S–NH3 cloud layer. Finally, Zarka et al. (2004, 2008) concluded that the sensitivity
of the future giant Low Frequency Array (LOFAR) would allow us to detect and monitor
lightning activity on Uranus (but not on Neptune) from Earth.

4 Laboratory Experiments

The early work done in laboratories in order to predict and to determine the production of
chemical compounds by lightning in planetary atmospheres is discussed in detail by Desch
et al. (2002), and we shall briefly touch upon some results that are of special relevance to
on-going missions. Conceptually, these experiments are mostly based on discharging elec-
trical sparks or on producing high-temperature plasma (LIP or laser induced plasma) in-
side a vessel containing the proper gas mixture at the relevant temperature and pressure,
simulating the atmosphere being studied. Alternatively, concentrated lasers can be used to
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produce shock waves in order to study shock-induced chemistry. Borucki et al. (1996) have
obtained the spectra of simulated lightning in gas mixtures of the atmospheres of Jupiter,
Venus and Titan, by observing laser-induced plasmas with a scanning spectrometer and an
optical multi-channel analyzer in the range 380–820 nm. The results show that atomic line
and continuum dominate the spectra, with some weak molecular band from CN for Venus
and Titan. At higher pressures, the dominance of the continuum over the atomic spectra in-
creased and some lines disappeared. That work was a continuation of earlier experiments
reported by Borucki and McKay (1987) which were aimed at obtaining the optical efficien-
cies of different atmospheres, namely, the capability of lightning light emanating from the
deep atmosphere to be detected by a sensor on an orbiting spacecraft. The results showed
that the fraction of the energy in lightning discharge channels that is radiated in the visi-
ble spectrum is similar for Earth, Venus and Titan, but quite different for Jupiter. However,
this conclusion can be challenged based on our lack of detection, after numerous orbits, of
visible light from flashes neither on Venus (Sect. 2.2) nor on Titan (Sect. 2.4). Arguably
the assumption that electrical discharges are essentially similar to terrestrial flashes may
be incorrect and it may well be that the characteristics of flashes in these two atmospheres
is completely different (for example, slower rise-time, shorter channels, smaller peak cur-
rents and lower total energies). This calls for re-evaluation of the simulation philosophy of
planetary lightning in laboratory-type atmospheres.

Due to its unique (pre-) biological aspect, considerable attention is being dedicated to the
study of Titan’s atmosphere. The notion that lightning can produce disequilibrium chem-
istry and lead to the formation of amino-acids and other complex organic compounds in
its N2-based atmosphere is not new and is considered, in the words of Desch et al. (2002),
“a tantalizing possibility”. Numerous new publications appeared since that review, espe-
cially in the exobiology literature, with a focus on production of organic pre-biotic chemical
compounds by electrical processes. Navarro-González et al. (2001) studied the chemical ef-
fects of corona and lightning discharges in CH4–N2 mixtures. They found that lightning is
approximately 2 orders of magnitude more efficient than corona discharges in producing
hydrocarbons and nitriles, and that corona discharges are producing linear and branched
hydrocarbons whereas lightning produces mainly unsaturated ones. Majumdar et al. (2005)
studied reactions in CH4/Ar and CH4/N2 gas mixtures at ambient pressures of 250–300
mbar. The products were higher order hydrocarbon molecules, typically CnHm with n up
to 9, and also different functional CN groups. In a different type of experiment, Somogyi
et al. (2005) studied the chemical reactions taking place in Titan’s stratosphere, by exposing
a mixture of 5% CH4 and 95% N2 to an AC electrical discharge at a temperature of 195
K inside a glass reaction vessel. The chemical reactions produced a thin layer of tholin on
the wall, that was scraped and analyzed by mass spectrometry using electrospray ionization
(ESI) and laser desorption (LD) techniques. The samples mimic the chemistry of aerosol
particles in Titan’s upper atmosphere, exhibiting the general formula of CxHyNz. Most re-
cently, Plankensteiner et al. (2007) conducted discharge experiments in order to simulate
the chemical evolution on the surface of Titan by allowing the hydrocarbon chemistry to be
exposed to water ice.

Electric discharges of 60 kV and 60 mA were pulsed with 5 Hz into the reaction chamber,
which was kept at a pressure of 1.46 bar (Titan’s atmospheric surface pressure) and at a
temperature of −32◦C. One electrode of the discharge gap was situated below a layer of
water ice simulating discharges into Titan’s surface. The results showed a robust production
of C–H–O, C–H–N and C–H–O–N compounds including several molecules important for
the formation of amino acids and nucleic acids. The uniqueness of this new experiment is
the introduction of oxygen atoms into the compounds, believed to be a “first step” in any
possible chemical evolution on the surface of Titan.
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Interesting experiments were conducted in rarefied gas mixtures subjected to high ex-
ternal voltage in order to study the light emissions from transient luminous events (namely
sprites). This type of discharge is very different to the high-energy high-temperature regime
of LIP experiments. The first successful set of experiments was conducted by Williams
(2001) for an N2–O2 mixture. The optical spectrum in the (red) positive column was found
to resemble the spectrum of the sprite body as observed by Hampton et al. (1996). Lately,
Goto et al. (2007) conducted similar experiments and proceeded to simulate a Venus-like
composition of nearly pure CO2 in different pressures. The results of the Venus experiment
show dominance of the oxygen atomic line O 777.6 nm (the one used for lightning detec-
tion by Hansell et al. 1995), with additional CO and CO2 lines at shorter wavelengths. This
type of experiments is useful for searching for sprites above the clouds of other planets (see
Takahashi 2008, in this issue).

5 Summary and Future Prospects

Considerable progress has been made in our understanding of lightning discharges since
the latest review by Desch et al. (2002), and new insights have been gained from observa-
tions of electrical activity on other planets. Additionally, laboratory studies have shed light
on the physics of charging and discharging processes in the atmospheres of other planets.
The continuation of observations from spacecraft and ground-based instruments is bound
to increase our inventory of data, and to enable us to gain deeper understanding of one of
the basic phenomena in nature. At Venus the VEX mission will continue to increase our
knowledge of atmospheric electricity at “our sister planet”. The occurrence of the detected
whistler-mode waves (Russell et al. 2007) as a function of local time should be evaluated.
The future Japanese Planet-C mission (to be launched in 2010) will have a sensitive camera
on-board for the detection of optical emissions from lightning and sprites. On our own planet
Earth, atmospheric electricity is under investigation by an increasing number of scientists.
The future Earth satellite mission, Taranis, described in this issue by Lefeuvre et al. (2008),
and the proposed Global Lightning Mapper on board a NOAA GOES geostationary satellite
which is due to be launched in 2012 will provide new insights on the physics of lightning.
On Mars, an instrument package for the investigation of atmospheric electricity and dust
storms to the surface of the red planet is overdue (Aplin 2006). An instrument capable of
measuring the electric field and the flux of charged particles has been developed for future
in-situ measurements on Mars and other bodies of the solar system (Renno and Kok 2008).
The future JUNO mission to Jupiter (to be launched in 2011) will provide further insights
into the dynamics of the Jovian atmosphere by using instruments to determine the water
content and to derive further physical characteristics of the atmosphere down to a pressure
level of about 100 bar. An optical camera as well as a plasma wave instrument are also
able of detecting optical or radio emissions (whistlers) from lightning. At Saturn the current
Cassini mission continues to monitor Saturn Electrostatic Discharges, and it searches for
evidence of Titan lightning. A future mission to Titan could be in the form of a balloon, and
Tokano and Lorenz (2006) simulated possible balloon trajectories. To our knowledge there
are presently no definite plans to revisit the icy giants Uranus and Neptune.
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Abstract This paper focuses on the rudimentary principles of discharge physics. The ki-
netic theory of electron transport in gases relevant to planetary atmospheres is examined
and results of detailed Boltzmann kinetic calculations are presented for a range of applied
electric fields. Comparisons against experimental swarm data are made. Both conventional
breakdown and runaway breakdown are covered in detail. The phenomena of transient lu-
minous events (TLEs), particularly sprites, and terrestrial gamma-ray flashes (TGFs) are
discussed briefly as examples of discharges that occur in the terrestrial environment. The
observations of terrestrial lightning that exist across the electromagnetic spectrum and pre-
sented throughout this volume fit well with the broader understanding of discharge physics
that we present in this paper. We hope that this material provides the foundation on which
explorations in search of discharge processes on other planets can be based and previous
evidence confirmed or refuted.
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Keywords Planetary atmospheres · Electrical discharges · Electrical breakdown ·
Lightning · Kinetic theory · Swarm · Electron transport · Atmospheric electricity ·
Boltzmann equation · Fokker-Planck equation · Relativistic breakdown · Ionization · Drift
velocity · Characteristic energy · Electron impact cross-sections · Electron attachment

1 Electron Transport and Avalanche in Gases

The acceleration, scattering, and energy loss or gain experienced by an electron as it moves
through a gas subject to an applied electric field depends entirely on the gas composition,
the details of the electron interactions with the constituent particles, and the boundary con-
ditions. For weak fields the electrons drift and diffuse through the gas while undergoing
elastic and inelastic collisions that together with the field define their momentum and en-
ergy distribution. The inelastic interactions that can occur include rotational, vibrational,
and electronic excitations of the gas particles as well as losses by way of attachment and
recombination. For stronger fields it is possible for ionizing collisions to take place. A gas
discharge is initiated when the applied electric field exceeds the threshold value necessary
for a sufficient population of electrons to overcome collisional drag and accelerate to ener-
gies beyond the gas ionization potential. In addition the ionization rate must exceed the net
dissociative attachment rate (if extant) in order to have a net growth in the electron popula-
tion. The energy or electric field at which the two balance each other defines the threshold
for a discharge to initiate. Three-body attachment may also play an essential role in defining
the overall development of the discharge as in air.

To date, two electrical breakdown mechanisms are known to operate in dielectrics.
The first is the conventional breakdown (CB) process that has been studied extensively
in the laboratory for a century or more and that is recognized as the sparks, arcs,
and glow discharges of routine occurrence (cf., Loeb 1939; Raether 1964; Raizer 1991;
Bazelyan and Raizer 1998). The second is a relatively new mechanism called runaway
breakdown (RB) that was first advanced by Gurevich et al. (1992) and involves an avalanche
of relativistic electrons that are collimated by the applied field to form an electron beam. RB
may play an important role in lightning discharges on Earth (cf., Gurevich and Zybin 2005).
Many of the fundamental ideas associated with electron runaway in thunderstorm electric
fields were discussed by Wilson (1925, 1956).

Both breakdown mechanisms can be understood in the context of Fig. 1 where the fric-
tional force, normalized to the minimum value at high energies, experienced by an electron
moving through air is plotted as a function of the electron energy. This plot was derived
by calculating the electron energy loss per unit length due to translational, rotational, vi-
brational, electronic, and ionizing collisions with air molecules. At high energies beyond
∼10 keV the plotted values agree well with the Bethe energy loss expression (Bethe 1930;
Bethe and Ashkin 1953) which is often referred to as the dynamical friction force. We see
that a local minimum corresponding to 218 keV/m in sea level air exists at approximately
1.4 MeV. Clearly, if an electric field whose magnitude exceeds the minimum is applied to
the medium then electrons with energies greater than the critical value εc at which the elec-
tric force equals the frictional force (see Fig. 1 for the case of an applied field equal to the
conventional breakdown field where εc is approximately 10 keV) will be maintained and
accelerated (runaway) to higher energies. It is also true that impact ionization of the air by
energetic electrons will lead to the production of energetic secondary electrons. Those sec-
ondary electrons whose energies exceed the critical value εc become part of the runaway
population and contribute to further ionization that also populates the runaway regime. The
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Fig. 1 Rough sketch of the electron energy loss rate in air, normalized to the local minimum at approximately
1.4 MeV, as a function of electron energy. The blue line represents the threshold for conventional breakdown
which is ten times the threshold for runaway (shown in red). The critical energy εc at which electrons runaway
in the presence of the conventional breakdown threshold field is shown at ∼10 keV. The ionization potential
for air (∼14.9 eV) is also shown

net result is an avalanche in which the electron population grows exponentially. Collima-
tion of these relativistic electrons by the electric field leads to the formation of an electron
beam that grows exponentially as it propagates through the medium as long as the electric
field exceeds a threshold defined near the minimum of the frictional force. In general, RB
initiation requires a seed energetic electron with energy of order 1–10s of keV depending on
the field strength. In planetary atmospheres, at altitudes below the ionosphere or the layer
where solar UV and EUV radiation is absorbed, cosmic ray (CR) interactions provide the
necessary seed population for initiation.

In the case of CB an applied electric field accelerates seed thermal electrons (∼0.03 eV
at STP) against the frictional drag such that some fraction of the electrons reach or exceed
the ionization potential of air and eject additional secondary electrons that accelerate to suf-
ficient energies to produce additional tertiary electrons and so on. The ensuing avalanche
is limited in its energy extent by the large and broad maximum in the ionization energy
loss rate depending on the field strength. Near the threshold for CB the electron distribution
function is characterized by a mean energy of a few eV (controlled by the nitrogen reso-
nant vibrational peak near 2 eV) together with a high-energy tail (tens of eV) that drives the
avalanche. When the electric force exceeds the maximum energy loss rate due to ionization
then a process referred to as cold or thermal runaway develops and feeds the RB mecha-
nism. In fully and partially ionized gases (Dreicer 1959, 1960) the threshold is known as the
Dreicer field which was derived using the Fokker-Planck treatment for electron transport
described below. The question of whether or not such high fields (∼10 times the CB thresh-
old) can be established in the natural environment remains an ongoing topic of debate. This
mechanism would compete with cosmic rays as seeds for the runaway process.

One important feature of RB is that the threshold electric field needed to initiate the
avalanche is a factor of ten below that for conventional breakdown (see Fig. 1). Interest-
ingly, macroscopic field strengths near or exceeding the threshold for CB have never been
measured in terrestrial thunderstorms while values near and exceeding the threshold for RB
have often been measured (see e.g., Marshall et al. 2005; Stolzenburg et al. 2007). At the
same time it is important to note that positive and negative leaders can propagate in long gaps
with sizes exceeding several tens of meters at ground pressure (Raizer 1991, p. 362) at fields
that are significantly below the CB threshold but the question of how the leader is initiated in
the first place particularly for lightning remains unanswered (e.g., Uman 2001, p. 79; Raizer
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1991, p. 370; Bazelyan and Raizer 1998, pp. 203, 253). One of the unique signatures of run-
away breakdown is the strong γ -ray flux produced by the beam interaction with the gas. The
past several decades of research into the phenomenon of terrestrial lightning has in fact seen
an accumulation of evidence for the existence of penetrating radiation (X- and γ -rays) in di-
rect association with many forms of the lightning discharge (McCarthy and Parks 1985;
McCarthy and Parks 1992; Fishman et al. 1994; Eack et al. 1996; Moore et al. 2001;
Dwyer 2003; Smith et al. 2005). At high altitudes above 25 km, the Earth’s atmosphere
becomes transparent to the gamma rays produced by RB and remote detection becomes
feasible as in the case of the terrestrial gamma ray flashes (TGFs) measured by the
BATSE and RHESSI satellite based detectors (Fishman et al. 1994; Smith et al. 2005;
Østgaard et al. 2008; Grefenstette et al. 2008).

While the basic properties of the electron beam formed in runaway breakdown such as
the full electron energy distribution function (Symbalisty et al. 1998; Babich et al. 2001),
the physical dimensions (Roussel-Dupré and Gurevich 1996; Babich et al. 2008), the dif-
fusion coefficients (Gurevich et al. 1994), and the avalanche rates (Symbalisty et al. 1998;
Lehtinen et al. 1999; Babich et al. 2001; and Dwyer 2003) have been studied with detailed
kinetic calculations and some initial laboratory experiments have been performed (Gurevich
et al. 1999; Babich et al. 2002), precise and comprehensive experimental validation is not
presently available. Recently a new source of high-energy electrons in the Earth’s magne-
tosphere due to Compton scattering and pair production by TGFs near the tropopause has
been identified (Dwyer et al. 2008). Because of the large avalanche scale lengths (of order
tens of meters at atmospheric pressure) necessary to produce an observable effect, RB is
not easily reproduced in the laboratory. As a result, the natural environment provides the
primary means for studying the details of this mechanism and satellite missions directed to-
wards Earth and other planets provide important platforms for fielding critical diagnostics.

The RB mechanism can be suppressed by an applied magnetic field when the energy
dependent electron gyro-frequency (= eB/γmc, where B is the magnetic field strength and
γ is the Lorentz factor) becomes comparable to the electron scattering rate (cf., Gurevich
et al. 1996; Lehtinen et al. 1999). This condition is met for the relativistic electrons above
approximately 30–40 km altitude in the terrestrial atmosphere. Once the electron becomes
magnetized it follows the field lines. In this way the geomagnetic field acts as an energy
filter as a function of height. The pitch angle distribution of the electrons once magnetized
will span a broad angular range that depends on the angle of the magnetic field relative to
the driving electric field and the runaway distribution function itself in the region above
the thunderstorm. Another important effect is that the total current generated in an RB dis-
charge can be significant (tens of kA) and can lead to a self magnetic field approaching and
exceeding the geomagnetic field. This beamed plasma is subject to various forms of plasma
instabilities that can affect the development of RB and further broaden electron pitch-angle
distributions. This RB regime has yet to be explored and may be accessed in TLEs and
TGFs.

2 Kinetic Theory

The kinetic theory of non-uniform gases was put on a firm mathematical and statistical foun-
dation by Maxwell and Boltzmann by the end of the 19th century. The kinetic treatment of
electron transport in gases that was also formulated nearly a century ago (see discussion
in Chapman and Cowling 1970) forms the basis even today for calculating the momentum
distribution and the statistical motion of electrons through a gas subjected to an applied
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electric field. Cross-sections that quantify the probability of elastic or inelastic collisions are
an important ingredient in the kinetic formulation and can also be derived from the inter-
action potentials for specific processes (e.g., rotational, vibrational, electronic, or ionizing
interactions) or measured in the laboratory.

The Boltzmann equation in its most general form is a six dimensional integro-differential
equation. The frequently referenced and utilized Maxwell-Boltzmann distribution function
is a solution of this equation and it describes the probability distribution of particle momen-
tum and energy for a uniform gas in thermodynamic equilibrium. The Boltzmann equation
is still used even today to study the kinetic properties of gases and how they evolve in time.
Much of the progress made in our understanding since the seminal works of Maxwell and
Boltzmann is based on approximations that make the Boltzmann equation mathematically
more tractable. In particular the assumption that the mean-free-path between binary col-
lisions is small compared to the scale lengths that characterize non-uniformities in gases
forms the basis for an expansion about the uniform state. Chapman and Enskog employed
this approximation to develop a rigorous mathematical formulation that yielded the trans-
port coefficients of particle diffusion, viscosity, the stress tensor, electrical conduction, heat
conduction, and thermal diffusion. Inherent to this analysis is the assumed form of the inter-
action potential that characterizes the outcome of collisions between two particles. Simple
models that ranged from rigid elastic spheres to spherically symmetric fields of force that
fall off as a specified power of the distance from the particle center were utilized.

These overly simplified forms for the interaction potentials proved inadequate as more
and more detail showing the complexity of molecular structures was gathered by spectro-
scopic means. Eventually, these problems were circumvented in part by relying on mea-
surements of cross-sections that describe the probability of a certain outcome (scattering,
momentum transfer, and/or energy loss) following a collision. In the modern computing
era in fact it is possible to solve the Boltzmann equation numerically without resorting
to analytic formulations and other simplifications. This approach is outlined below in our
treatment of electrical discharges. With a full accounting of the relevant cross-sections as a
function of the electron energy and scattering angle it is possible to compute the electron
velocity distribution function from either the Boltzmann equation or from statistical Monte
Carlo calculations that simulate many electron encounters. The Boltzmann equation when
solved numerically can be effected by significant numerical diffusion depending on the de-
tails of the grid chosen to represent the momentum and spatial domains. The accuracy of
Monte Carlo calculations on the other hand depends strongly on the number of particles
and trajectories chosen per simulation and the extent of the spatial and momentum volumes.
Generally, the Boltzmann formulation has an advantage at high gas densities (large numbers
of collisions) and vice versa. However, the two methods have been checked against each
other in the case of RB with discrepancies in the avalanche rates of only a few to tens of
percent (Babich et al. 2001). Good agreement between discharge characteristics obtained by
both methods has also been demonstrated in the conventional breakdown regime (e.g., Moss
et al. 2006, and references therein). Our discussions below will focus on the Boltzmann
treatment of electron transport.

2.1 Kinetic Equations for Runaway Breakdown

Assuming a spatially uniform applied electric field (no spatial dependence) we need only
consider two momentum coordinates (azimuthal symmetry exists about the electric field
direction) which in a spherical geometry are the momentum amplitude p and the cosine of
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the angle between the applied electric field and the electron momentum direction μ. In this
coordinate system the relativistic Boltzmann equation can be written:

∂f

∂t
−

[
(1 − μ2)

p

∂f

∂μ
+ μ

∂f

∂p

]
eE = ∂ef

∂t
(2.1)

where f (t,p,μ) is the electron distribution function, m is the electron mass, E is a self con-
sistent or applied electric field, and ∂ef/∂t is the Boltzmann collision integral for electron-
gas interactions. Electron-gas interactions are, at high energies, primarily Coulomb in nature
and the electrons undergo small deflections in both velocity space and configuration space.
In this limit, the collision integral reduces to a Fokker-Planck form (derivation provided in
Chapman and Cowling 1970; Krall and Trivelpiece 1973) that is given by:
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where Z is the mean molecular charge, γ is the Lorentz factor (= 1/
√

1 − β2, β = v/c,
v = electron speed, c = speed of light), FD is the dynamical friction force first obtained by
Bethe, namely,
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with I equal to the mean excitation potential of the gas, e is the electron charge, Nm is the
molecular gas density, and Qion is an ionization term that accounts for the production of
secondary energetic electrons by more energetic primary electrons. This term is essential
for modeling the effects of runaway breakdown (e.g. Gurevich et al. 1992, 1996, 1998;
Roussel-Dupré et al. 1994; Roussel-Dupré and Gurevich 1996) and is given by,

Qion = Nmc
β

γ 2 − 1

2πZe4

mc2

∫ ∞
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1

π

∫ π

0
dαf (t, ε′,μ′) (2.4)

where ε is the electron kinetic energy, and the Møller cross section QM is given by,

QM(ε, ε′) =
[
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]
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Experimental results are in agreement with the Møller formula to within 8% (see e.g. Scott et
al. 1951). Equation (2.5) is valid for ε > ε′, and the integration is over all incident electrons
with energy ε′ greater than εL (= 2ε), and with

μ′ = μμ0 +
√

(1 − μ2
0)(1 − μ2) cosα (2.6)

where μ0 =
√

ε(ε′+2mc2)

ε′(ε+2mc2)
is the cosine of the angle between the primary μ′ and secondary

μ electron momentum vectors and α is the azimuthal angle around the primary electron’s
momentum vector.
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2.2 Kinetic Equations for Conventional Breakdown

Under the same approximations of a uniform applied electric field and azimuthal symme-
try around the field, the non-relativistic Boltzmann equation for the electron distribution
function, f (v,μ, t), can be written in a spherical coordinate system as:

∂f
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−

[
(1 − μ2)

v

∂f

∂μ
+ μ

∂f
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]
eE

m
= ∂ef

∂t
(2.7)

where t represents time, e the charge on an electron, m the electron mass, and E the applied
field. The right hand side of this equation defines changes to the distribution function due to
encounters with neutral gas molecules (the collision operator) and can be broken down as:
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where

w2= v2
h+v2, εI= v2

I+v2 + εb, and μ′=μμβ +
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√
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Sums are taken over all inelastic states h and ionization states I . Nm is the molecular gas
density; σe the elastic differential cross-section (angular); σh the inelastic differential cross-
section (angular); σI the ionization differential cross-section (energy); σItot the total ioniza-
tion cross-section; εI the incident electron energy in ionizing collisions; εb the scattered
electron energy in ionizing collisions; vh the inelastic threshold velocity for excitation; vI

the threshold velocity for ionization; v the electron velocity; and M the molecular mass.

3 Interaction Cross-Sections for Planetary Gases

3.1 Input to Non-relativistic Boltzmann Collision Integral

In order to solve the Boltzmann equation for electrons a collision integral (∂ef/∂t) must be
formulated that represents the interactions between the electrons and the medium through
which they travel. At high electron energies the Fokker-Planck form may be used, as the
interactions are primarily Coulomb in nature and small angle scattering dominates. At lower
electron energies the interactions begin to couple to internal states of the medium, e.g. an
electronic excitation of molecular nitrogen, and collisions characterized by large angle scat-
tering and/or energy loss become important. In this case it is necessary to have knowledge
of the various internal states of the medium, as well as its susceptibility to ionization and
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attachment, in order to properly formulate the collision integral. Here we will quickly re-
view the current state of knowledge of the cross sections for elastic, inelastic (rotational,
vibrational, and electronic), attachment (both three body and dissociative), and ionizing in-
teractions between electrons and those gases relevant to planetary atmospheres: molecular
nitrogen (N2), molecular oxygen (O2), molecular hydrogen (H2), carbon dioxide (CO2),
methane (CH4), and helium (He).

We have taken data from the peer-reviewed and institutional literature at times, but
there are two additional sources of relevant cross sections available on the Internet. The
first is the well-known ‘public private communication’ by A.V. Phelps, available by ftp
at ftp://jila.colorado.edu/collision_data (availability checked as of January 11, 2008); the
second is the set of cross sections employed by the Magboltz code maintained by CERN
and copyrighted by Biagi (1999). Plots of the Magboltz cross sections are available at
http://rjd.web.cern.ch/rjd/cgi-bin/cross and the tabular data can be extracted from the code
itself which is available at http://consult.cern.ch/writeups/magboltz/magboltz-7.1.f (avail-
ability checked as of January 11, 2008). Both of these sources have references to some of
their source publications, and both include modifications or interpretations of their primary
sources. The Phelps compilation does not include the elastic cross section for any of the
gasses, providing instead an effective momentum transfer cross section, which is appropriate
for use in the two-term spherical harmonic expansion treatment. The effective momentum
transfer cross section is equal to the sum of the (angular integrated) inelastic cross sections
plus the elastic momentum transfer cross section (Pitchford and Phelps 1982). We are not
concerned with any form of the momentum transfer cross section here.

It is not our intent to attempt a comprehensive review of the literature here. The most
recent ‘best value’ compilations owe much to earlier work and references can be found in
papers referred to here. Our intent is to inform our readers of where readily available tabu-
lated data resides, and give references to the most recent publications that include tabulated
data. We will mention two early works in this introduction, both of which were helpful to
the authors: the text “The diffusion and drift of electrons in Gases” by Huxley and Cromp-
ton (1974), and the review “Electron Scattering by Molecules II. Experimental Methods and
Data” by Trajmar et al. (1983). A good deal of additional recent information is available in
a review article by Brunger and Buckman (2002), which helps outline the uncertainties in
the cross sections but does not recommend specific values.

3.1.1 Nitrogen

Both the Phelps and Magboltz compilations cover N2, and in fact the Magboltz compila-
tion references Phelps as its source. Recently Itikawa (2006) published a compilation of his
recommended values of the N2 cross-sections; here we focus on those three sources. The
various compilations are in reasonable agreement but there are some differences as well.
Table 1 lists the various inelastic interactions along with their associated energy loss terms.

In Table 1 we see that Itikawa only specifically recommends values for the v = 0 → 1
transition, he does discuss and provide references to the higher transitions all the way up to
v = 0 → 17. The vibrational cross sections utilized by Magboltz are identical to the Phelps
compilation. For the electronic transitions the Magboltz treatment starts from work pub-
lished by Phelps and Pitchford (1985) (JILA Report No. 26), but combines some transitions
that are close together in energy. Individual electronic states sometimes show large differ-
ences with Itikawa recommending a peak value of 4.73×10−17 cm2 for the a′1	g transition
at 16.5 eV while Phelps recommends a peak value of 2.023 × 10−17 cm2 at 17 eV. Some
of these differences are compensated for with respect to the total scattering cross section by
differences in other cross sections.

ftp://jila.colorado.edu/collision_data
http://rjd.web.cern.ch/rjd/cgi-bin/cross
http://consult.cern.ch/writeups/magboltz/magboltz-7.1.f
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Table 1 Inelastic processes excited by electron impact with N2 and the associated energy loss

Excited State Energy Loss (eV) Reference

Rotation 0.02, 0.00148 Phelps, Itikawa

Vibrational (v = 0 → 1) 0.29 Phelps, Itikawa

Vibrational (v = 0 → 2) 0.59 Phelps, Magboltz

Vibrational (v = 0 → 3) 0.88 Phelps, Magboltz

Vibrational (v = 0 → 4) 1.17 Phelps, Magboltz

Vibrational (v = 0 → 5) 1.47 Phelps, Magboltz

Vibrational (v = 0 → 6) 1.76 Phelps, Magboltz

Vibrational (v = 0 → 7) 2.06 Phelps, Magboltz

Vibrational (v = 0 → 8) 2.35 Phelps, Magboltz

A3
+
u , Triplet1 6.17, 6.169, 6.17 Phelps, Itikawa, Magboltz

B3	g , Triplet3 7.35, 7.353, 7.35 Phelps, Itikawa, Magboltz

W3�u 7.36, 7.362 Phelps, Itikawa

Triplet5 7.80 Magboltz

B ′3
−
u 8.16, 8.165 Phelps, Itikawa

a′1
−
u 8.40, 8.399 Phelps, Itikawa

a1	g , Singlet2 8.55, 8.549 Phelps, Itikawa, Magboltz

W1�u 8.89, 8.890 Phelps, Itikawa

C3	u, Triplet7 11.03, 11.032, 11.03 Phelps, Itikawa, Magboltz

E3
+
g , Triplet8 11.88, 11.875, 11.87 Phelps, Itikawa, Magboltz

a′′1
+
g 12.25, 12.255 Phelps, Itikawa

b1	u 12.500 Itikawa

c′
4

1
+
u 12.935 Itikawa

b′1
+
u 12.854 Itikawa

Sum of singlet, Singlet5 13.0, 13.0 Phelps, Magboltz

Figure 2a shows a plot of the various N2 cross-sections represented as energy loss per
distance traveled at sea level as a function of energy. To construct this plot we have taken the
elastic cross section from Magboltz, the inelastic cross sections from Phelps, and the ioniza-
tion cross section from Itikawa. Figure 2a also shows the relativistic energy loss calculated
from the Bethe formula (2.3).

3.1.2 Oxygen

Both the Phelps and Magboltz compilations cover O2. Jeon (2003) has also published a full
set of cross sections for O2, which started from the set compiled by Phelps along with higher
energy electronic states from a personal communication with M. Hayashi, and adjusted to
match experimentally determined transport coefficients calculated from a two-term approx-
imation of the Boltzmann equation. Magboltz again starts with the Phelps compilation but
has done more extensive adjustments to match more recent experimental work, including
work by Jeon and Nakamura (1998). The various compilations are in reasonable agreement
with differences of less than 30% in most cases. Table 2 lists the various inelastic interac-
tions along with their associated energy loss terms. Figure 2b shows a plot of the various O2

cross-sections represented as energy loss per distance traveled at sea level as a function of
energy. To construct this plot we have taken the cross sections from the Magboltz compila-
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Fig. 2 a–f Energy loss in MeV/m for an electron traveling through pure gasses at sea level plotted as a
function of electron energy. The total energy loss is represented by the thick red line, elastic scattering by the
dash dot pattern, ionization by the dash pattern, and inelastic processes by the thin black line. The blue line
was calculated from the Bethe formula (2.3). Figures a–f represent the gases N2, O2, H2, CO2, CH4, and He
respectively

tion along with an elastic cross section taken from Kanik et al. (1993). It is worth noting that
there is large variation among the various published elastic scattering cross section determi-
nations and recommendations. Figure 2b also shows the relativistic energy loss calculated
from the Bethe formula (2.3).

3.1.3 Hydrogen

Both the Phelps and Magboltz compilations cover H2. There is also a useful review by
Tawara et al. (1990a), which unfortunately does not include tabulated data. It is important to
keep in mind that the dissociation energy of molecular hydrogen is about 4.5 eV, therefore
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Table 2 Inelastic processes excited by electron impact with O2 and the associated energy loss

Excited State Energy Loss (eV) Reference

Three Body Attachment Phelps, Jeon, Magboltz

Dissociative Attachment Phelps, Jeon, Magboltz

Rotation 0.02, 0.02, 0.02 Phelps, Jeon, Magboltz

Vibrational (v = 0 → 1) 0.19, 0.19, 0.193 Phelps, Jeon, Magboltz

Vibrational (v = 0 → 2) 0.38, 0.38, 0.386 Phelps, Jeon, Magboltz

Vibrational (v = 0 → 3) 0.57, 0.57, 0.579 Phelps, Jeon, Magboltz

Vibrational (v = 0 → 4) 0.75, 0.75, 0.772 Phelps, Jeon, Magboltz

a1�g 0.977, 0.977, 0.977 Phelps, Jeon, Magboltz

b1
+
g 1.627, 1.627, 1.627 Phelps, Jeon, Magboltz

4.5 Loss, c1
−
u + c3�u 4.5, 4.5 Phelps, Magboltz

6.0 Loss, A3
+
u 6.0, 6.0, 6.1 Phelps, Jeon, Magboltz

8.4 Loss, B3
−
u 8.4, 8.4, 8.4 Phelps, Jeon, Magboltz

9.97 Loss 9.97, 9.97, 9.3 Phelps, Jeon, Magboltz

10.29 Loss 10.29 Jeon

13.3 Loss 13.3 Jeon

Table 3 Inelastic processes excited by electron impact with H2 and the associated energy loss

Excited State Energy Loss (eV) Reference

Dissociative Attachment Magboltz

Rotation (J = 0 → 2) 0.044, 0.0439 Phelps, Magboltz

Rotation (J = 1 → 3) 0.073, 0.727 Phelps, Magboltz

Vibration (v = 0 → 1) 0.516, 0.516 Phelps, Magboltz

Vibration (v = 0 → 2) 1.0, 1.023 Phelps, Magboltz

Vibration (v = 0 → 3) 1.5, 1.48 Phelps, Magboltz

b3
+
u , Triplet States 8.9, 8.85 Phelps, Magboltz

B1
+
u 11.3 Phelps

c3	u 11.75 Phelps

a3
+
g 11.8 Phelps

Singlet States 12.0 Magboltz

C1	u 12.4 Phelps

Lyman Alpha 15.0 Phelps

Rydberg Sum 15.2 Phelps

Balmer Alpha 16.6 Phelps

many electronic excitations lead to dissociation. Table 3 lists the various inelastic interac-
tions along with their associated energy loss terms. Figure 2c shows a plot of the various H2

cross-sections represented as energy loss per distance traveled at sea level as a function of
energy. To construct this plot we have taken the cross sections from the Phelps compilation
along with an elastic cross section estimated from data compiled by Brunger and Buckman
(2002), and a plot in the Tawara et al. (1990a). Figure 2c also shows the relativistic energy
loss calculated from the Bethe formula (2.3).
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3.1.4 Carbon Dioxide

Both the Phelps and Magboltz compilations cover N2. In 2002, Itikawa published a com-
pilation of his recommended values of the CO2 cross-sections (Itikawa 2002). This work
by Itikawa includes tabulations for the total, elastic, momentum transfer, three vibrations
(100,010,001), ionization, and the dissociative attachment cross sections. In the conclusion
Itikawa acknowledges the omission of electronic states from his compilation saying that
they are either small or not known quantitatively. Indeed his review of even the state assign-
ments show little agreement, nor do they agree with the compilations looked at here. He
also discusses the vibrational resonance region around 3.8 eV saying that there are likely
significant overtone bands in this region, indicated by the difference between total and elas-
tic cross sections there. This assessment is consistent with the differences seen between the
Phelps and Magboltz compilations, which are significant especially in the light of energy
loss rather than total cross section. The Magboltz compilation includes ‘Polyad’ transitions,
which we take to be vibrational resonances sometimes referred to as Fermi dyads; these con-
tribute significantly to the energy loss if not so much the total cross section. Table 4 lists the
various inelastic interactions along with their associated energy loss terms. Figure 2d shows
a plot of the various CO2 cross-sections represented as energy loss per distance traveled at
sea level as a function of energy. To construct this plot we have taken the cross sections from
the Magboltz compilation. Figure 2d also shows the relativistic energy loss calculated from
the Bethe formula (2.3).

3.1.5 Methane

Methane is the only gas we address that is not covered by the Phelps compilation. Mag-
boltz does include it, and there is some additional information in the paper by Kanik et al.
(1993). Kanik estimates and tabulates integral elastic, vibrational, and electronic cross sec-
tions. Summing over Magboltz cross sections to give an appropriate comparison shows large
differences between the compilations, exceeding a factor of 2 in some cases. Tawara et al.
(1990b) also published a review in 1990, but does not include tabulated data and does not
recommend any electronic transitions. Table 5 lists the various inelastic interactions along
with their associated energy loss terms. Figure 2e shows a plot of the various CH4 cross-
sections represented as energy loss per distance traveled at sea level as a function of energy.
To construct this plot we have taken the cross sections from the Magboltz compilation, as it
is the most complete. Figure 2e also shows the relativistic energy loss calculated from the
Bethe formula (2.3).

3.1.6 Helium

Helium is an important gas because it is commonly used as the standard in relative flow
techniques to obtain absolute scattering cross-sections. It has the useful property that only
elastic scattering is available below its inelastic threshold of about 19.8 eV. Both the Phelps
and Magboltz compilations cover Helium. Comments in the Magboltz code claim an accu-
racy of 0.2% at all fields. We have not found this level of agreement in the open literature
(see e.g. Brunger et al. 1992). Table 6 lists the various inelastic interactions along with their
associated energy loss terms. Figure 2f shows a plot of the various He cross-sections repre-
sented as energy loss per distance traveled at sea level as a function of energy. To construct
this plot we have taken the cross sections from the Magboltz compilation. Figure 2f also
shows the relativistic energy loss calculated from the Bethe formula (2.3).
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Table 4 Inelastic processes excited by electron impact with CO2 and the associated energy loss

Excited State Energy Loss (eV) Reference

Dissociative Attachment

Asymmetric Stretch, V (010) Bend Mode 0.083, 0.08275 Phelps, Magboltz

Vibration 2, V (020) Bend Mode Resonance 0.167, 0.15937 Phelps, Magboltz

V (100) Symmetric Stretch 0.17211 Magboltz

0.252 Loss, V (030) + V (110) 0.252, 0.251 Phelps, Magboltz

Vibration 3, V (001) Asymmetric Stretch 0.291, 0.29126 Phelps, Magboltz

0.339 Loss, Polyad 3 0.339, 0.335 Phelps, Magboltz

0.422 Loss, V (130) + V (210) 0.422, 0.422 Phelps, Magboltz

0.505 Loss, Polyad 4 0.505, 0.505 Phelps, Magboltz

Polyad 5 0.685 Magboltz

Polyad 6 0.825 Magboltz

Polyad 7 0.995 Magboltz

Polyad 8 1.16 Magboltz

Polyad 9 1.32 Magboltz

2.5 Loss, Sum Higher Polyads 2.5, 2.5 Phelps, Magboltz

3.85 Loss 3.85 Phelps

7.0 Loss 7.0 Phelps

Excitation 1 7.9 Magboltz

Excitation 2 8.9 Magboltz

10.5 Loss, Excitation 3 10.5, 10.5 Phelps, Magboltz

Excitation 4 12.2 Magboltz

13.3 Loss, Excitation 5 13.3, 13.2 Phelps, Magboltz

Excitation 6 15.0 Magboltz

Table 5 Inelastic processes
excited by electron impact with
CH4 and the associated
energy loss

Excited State Energy Loss (eV) Reference

Dissociative Attachment

VIB V 2 + V 4 0.1625 Magboltz

VIB V 1 + V 3 0.3743 Magboltz

VIB HAR1 0.544 Magboltz

VIB HAR2 0.736 Magboltz

EXC DISOCIATION1 9.000 Magboltz

EXC DISOCIATION2 10.000 Magboltz

EXC DISOCIATION3 11.000 Magboltz

EXC DISOCIATION4 11.800 Magboltz

3.2 Input to Relativistic Boltzmann Equation

In the Fokker-Planck treatment described in Sect. 2.1 the electron encounters with gas mole-
cules are represented as a mean drag (energy loss) plus a scattering in angle. The gas parame-
ters that enter into this formulation are the mean charge Z and the mean excitation energy I .
Values appropriate for planetary gases are listed in Table 7. The resulting energy loss is plot-
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Table 6 Inelastic processes
excited by electron impact with
He along and associated
energy loss

Excited State Energy Loss (eV) Reference

Triplet State, 19.8 Loss 19.82, 19.8 Phelps, Magboltz

Singlet Excitation 20.61 Magboltz

Table 7 Mean charge and
excitation energy for planetary
gases. Data taken from ICRU
(1993)

GAS Mean Charge (Z) Mean Excitation Energy (I in eV)

H2 2 19.2

N2 14 82.0

O2 16 95.0

CH4 10 41.7

CO2 22 85.0

He 2 41.8

ted in Figs. 2a–f. The corresponding numbers for gas mixtures are found by weighting the
values for the individual constituents by the gas fractional concentration. We note that the
energy loss calculated from the Bethe formula and that calculated from the tabulated cross
sections do not always agree. The source of this disagreement, and how best to address it, is
not yet clear to us.

4 Solutions of the Kinetic Equations

4.1 Numerical Solution Techniques

4.1.1 Relativistic Boltzmann Equation

In this section we describe the numerical solution of the relativistic Boltzmann kinetic equa-
tion for the electron distribution function, f (t,p,μ), in a uniform atmosphere and with an
applied, fixed, external electric field. Recall that p is the magnitude of the electron mo-
mentum, μ is the cosine of the angle between the electric field and the momentum vector,
and δ0 is the ratio of the electric field strength to the runaway threshold field or the over-
voltage. This parameter represents the natural scaling for runaway breakdown and has been
used extensively in the literature. It is related to the scaled electric field E/Nm expressed
in Townsend or Td (where Nm is the molecular gas density and 1 Td = 10−21 V m2) in air
by E/Nm = 8 · δ0. The corresponding formula for the other planets can be derived from the
values given in the last column of Table 8. From f (t,p,μ), we can compute the avalanche
time, the average electron beam energy, and the spread in the beam energy. We recast the
relativistic Boltzmann equation into a form, through a change of variables, that allows one
to use the machinery of computational fluid dynamics for its numerical solution. The new,
normalized, variables are:

p = p/mc; F = FD/FD,min; ε = ε/mc2;
ρ = pf ; t = (FD,min/mc)(Nm/N0

m)t.

With these variables, (2.1) and (2.2) can be written as:

∂ρ

∂t
+ ∇ · (ρv) = ∂

∂μ

{
�

∂ρ

∂μ

}
+ pSion (4.1)
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Table 8 Relative concentrations of the constituent gases that make up the atmosphere’s of the major planets
as well as Titan and Triton are listed along with the corresponding mean molecular charge (Z), mean excita-
tion energy (I ), and threshold electric field at STP. The scaled electric field (E/Nm) in Td is also provided
in each case. The asterisks indicate the specific gas mixtures (planets or moons) for which detailed kinetic
calculations have been performed

Planet Gas Mixture Mean Charge Mean Excitation Runaway Threshold

*Modeled (Z) Energy I (eV) Eth (kV/m)

Venus* 96.5% CO2 21.7 85 320 (11.9 Td)

3.5% N2

Earth* 78% N2, 14.5 80.5 215 (8.00 Td)

21% O2,

1% Ar

Mars 95.5% CO2 21.7 85 320 (11.9 Td)

2.8% N2

1.7% Ar

Jupiter* 89% H2 2.01 19.2 34.1 (1.27 Td)

10.9% He

0.1% CH4

Saturn 96.3% H2 2.01 19.2 34.1 (1.27 Td)

3.6% He

0.1% CH4

Neptune 80% H2 2.12 19.2 36.0 (1.34 Td)

18.5% He

1.5% CH4

Uranus 82.5% H2 2.18 19.2 37.0 (1.38 Td)

15.2% He

5% CH4

Triton* 95% N2 13.8 82 204 (7.59 Td)

5% CH4

Titan 95% N2 13.8 82 204 (7.59 Td)

5% CH4

where the effective velocities in (p,μ) space are

vμ = −δ0(1 − μ2)

p
, vp = −(F + μδ0) (4.2)

and the diffusion coefficient, due to elastic scattering, is

� = (1 + Z/2)

4

F

γ

(1 − μ2)

p
. (4.3)

We have now reduced the problem to solving a continuity equation with a diffusion term and
source term. The effective velocity field is constant for a given electric field strength. We use
a finite volume, cell centered, time explicit, spatially second order accurate algorithm from
the CAVEAT code (Addessio et al. 1992) to solve this equation. The finite volume solution
requires a discretization of the ionization term over a finite volume element. Our code runs
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were initialized with an isotropic distribution of electrons having a specified mean energy,
typically around several MeV though other values were tested to ensure that the distribution
function evolved to the same steady state form. The model was run to a final time such that
the distribution function was no longer changing, or was self-similar in the cases where the
distribution function magnitude or electron density continues to change due to the runaway
avalanche. Details of the solution can be found in Symbalisty et al. (1998).

4.1.2 Non-relativistic Boltzmann Equation

The numerical method used to solve the non-relativistic Boltzmann equation revolves
around the technique described above and in Symbalisty et al. (1998). We first choose a new
independent variable ρ = vf and then recast the advective terms in (2.7) into a form that
is equivalent to the usual hydrodynamic equations (see Symbalisty et al. 1998 for details).
Then we use the well-known and well-tested numerical solution algorithms from compu-
tational fluid dynamics to derive an operator that acts on ρ and represents the change in ρ

due to the left hand side of (2.7). Cross sections are weighted according to the number con-
centration presented in Table 8. The collision term (2.8) is discretized and an operator that
acts on ρ at each cell in our grid is derived. The final solution is obtained by expressing the
modified distribution function ρ as a vector with each element representing a cell defined
by a specific momentum and angle in our grid. The flow and encounter terms were then
formulated as matrices within the same dimensional space. The encounter matrix/operator
was notated A, and the flow matrix/operator as S. The differential equation was then solved
using an explicit time stepping method, with a time-step picked to ensure that the change of
velocity remains smaller than our smallest grid volume in velocity space, i.e., satisfies the
Courant condition. Thus, we rearrange the Boltzmann equation to:

ρ(t + �t) = ρ(t) × (1 + A�t − ES�t). (4.4)

E is again the applied field.
The model initializes with an isotropic distribution of electrons having a specified mean

energy, typically this value was 0.38 eV though other values were tested to ensure that the
distribution function evolved to the same steady state form regardless of the starting energy.
The model was run to a final time such that the distribution function was no longer chang-
ing, or was self-similar in the cases where the distribution function magnitude continues to
change due to ionization or attachment. The model was run with all terms normalized to
Standard Temperature and Pressure (STP) equivalents, but the output could be adapted to
any altitude by rescaling the length (L) and time scales (τ) such that NL = constant and
Nτ = constant and applying an additional correction for the three body attachment rate (in
the case of oxygen and air). Thus, velocity and energy have no scaling factor while rates
and accelerations (e.g., E) are proportional to the density (N) and hence the utility of the
scaled parameter E/N (i.e., independent of gas density). Though we have all the mecha-
nisms in place to employ differential cross sections, and we intend to do so in the future, we
are currently assuming all processes to be isotropic.

4.2 Results

Solutions of both the relativistic (runaway breakdown regime) and non-relativistic (conven-
tional breakdown or swarm regime) Boltzmann equations were obtained for gas mixtures
relevant to a number of planetary and lunar atmospheres. The relative concentrations of the



Physical Processes Related to Discharges in Planetary Atmospheres 67

Fig. 3 Electron energy loss rate
or dynamical friction force as a
function of electron energy for
Venus, Earth, Triton, and Jupiter

constituent gases that make up the atmosphere’s of the major planets as well as Titan and
Triton are listed in Table 8 along with the corresponding mean molecular charge (Z), mean
excitation energy (I ), and threshold electric field at STP. Detailed calculations were per-
formed for Venus (similar to Mars), Earth, Jupiter (representing the gas giants), and Triton
(identical to Titan) as indicated by the asterisks in Table 8. The results are presented be-
low for STP and for a range of scaled values of the electric field (E/Nm) given in Td. The
electron distribution function was evolved in time until a self-similar solution was obtained.

4.2.1 Runaway Breakdown Regime

One of the primary inputs to the relativistic Boltzmann equation is the dynamical friction
force or drag, FD , resulting from electron-gas interactions. A plot showing the energy de-
pendence of FD for Venus, Earth, Triton, and Jupiter is provided in Fig. 3. Immediately
evident from this plot as from Table 8 is the fact that the local minimum around 1.4 MeV
(or the runaway threshold) is much lower in magnitude for the gas giants (Jupiter) than for
Earth (by a factor of ∼6.3) or the other planets and moons. Thus, runaway breakdown is
more likely to be initiated on Jupiter provided the same electric field environments can be
attained.

Table 9 lists the avalanche time τ , the average beam energy 〈ε〉, and the spread (or stan-
dard deviation) σ in the beam energy derived from solutions of the relativistic Boltzmann
equations for a number of electric field strengths and for the Earth at 1 atmosphere of pres-
sure. The final time of the simulation, TMAX, is also listed. TMAX is always greater than
5 times the avalanche time, in order to allow a similarity solution to develop for the electron
distribution function. The avalanche time is found to equilibrate 2 to 3 times faster than the
average beam energy.

Similar calculations were performed for Venus, Jupiter, and Triton. The results are shown
in Figs. 4a–c where the avalanche time, mean energy, and spread in energy, are plotted as
a function of the scaled electric field (E/N ) in Td, respectively. One key result is that the
avalanche time is smaller for Jupiter than for Earth by large factors at low E/N and by
factors of 2–3 at high E/N , in agreement with the findings of Dwyer et al. (2006). The
indication again is that runaway breakdown initiates more easily and proceeds faster on
the gas giants for the same applied electric field. In addition, the mean energy and spread
in energy tends to be smaller. As a result we can expect diagnostics such as gamma ray
flashes from bremsstrahlung radiation produced by a runaway discharge on Jupiter to be
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Table 9 The avalanche time τ ,
average beam energy 〈ε〉, and the
spread (or standard deviation) σ

in the beam energy are listed for
a number of scaled electric field
strengths E/N or
overvoltages δ0. These results
were obtained from solutions of
the relativistic Boltzmann
equation for the Earth at STP.
The final time of the simulation,
TMAX, is also listed

E/N (Td) δ0 TMAX (ns) τ (ns) 〈ε〉 (MeV) σ (MeV)

15 1.85 1000 194 6.91 10.8

16.22 2.0 900 158 7.05 11.3

20 2.466 600 100 7.24 12.1

24.33 3.0 435 70.8 7.34 12.5

28.39 3.5 300 55.4 7.35 12.5

32.44 4.0 279 45.5 7.39 12.8

35 4.316 248 40.8 7.40 12.9

40.55 5.0 200 33.3 7.39 12.9

50 6.165 140 25.3 7.34 12.8

56.77 7.0 125 21.5 7.32 12.9

64.9 8.0 110 18.2 7.26 12.9

72.99 9.0 95 15.7 7.20 12.8

75 9.248 80 15.2 7.16 12.6

81.10 10.0 70 13.8 7.10 12.4

100 12.33 60 10.7 6.92 12.3

125 15.41 55 7.93 6.64 11.9

150 18.50 50 6.24 6.36 11.5

200 24.66 25 4.23 5.82 10.6

significantly different. In particular, the spectrum of the gamma rays would be softer on
Jupiter than on Earth.

Results for the electron distribution at high energies for the various planets and moons
and for E/N = 20 Td and E/N = 200 Td are presented in Figs. 5 and 6, respectively.
Clearly evident in these plots is the collimation of the electrons anti-parallel to the electric
field. The collimation increases significantly at the larger field strength. Also evident is that
the electrons are significantly more aligned with the electric field in the Jovian atmosphere
for the same field strength. This result indicates that the gamma emissions produced by
a runaway discharge on Jupiter would be significantly more forward directed (along the
electric field) for the same electric field.

4.2.2 Non-relativistic Regime

Here we present representative results from our kinetic calculations of electron swarms in
various pure gases and compare them to various experimental determinations.

Summary of Planets

Figures 7, 8, 9, 10 show that we are accurately representing the bulk properties of the elec-
tron swarm within this range of applied fields. We do not have the data necessary to bench-
mark calculations of the gas mixtures that mirror the planetary atmospheres. Nevertheless
we have performed those calculations and some of the results are presented below. Fig-
ures 11 and 12 show the self-similar distribution functions obtained for calculations of the
atmospheres of Jupiter, Triton, and Venus at applied fields of 20 and 200 Townsend respec-
tively. At 20 Td, Fig. 11, the applied electric field lies below the ionization threshold for all
gas mixtures and we see that the mean electron energy and shape of the distribution function
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Fig. 4 a Avalanche time in ns,
b Mean electron energy, and
c Electron energy spread in MeV
as a function of scaled electric
field (E/N ) in Td for Venus,
Earth, Triton, and Jupiter

a

b

c
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Fig. 5 Two-dimensional plots of the electron distribution functions as a function of the cosine of the angle
μ between the electric field and the electron momentum and as a function of the electron energy ε for Venus,
Earth, Triton, and Jupiter and for (E/N) = 20 Td

depends strongly on the details of the vibrational collision cross-sections around several eV
(plotted along side the distribution functions for reference). In particular, the distribution
function is depleted by the energy loss associated with vibrational excitation of N2 (Triton)
and CO2 (Venus) but not H2 (Jupiter). See also Figs. 2a–f. At 200 Td, Fig. 12, the electric
field exceeds the threshold for ionization in all cases and we see a splitting of the distrib-
ution function in the case of N2 and CO2 caused by the strong energy loss associated with
vibrational transitions. In the case of Jupiter we see a broader, more energetic distribution
function peaked in the direction of the electric field. Note that the energy scales vary from
plot to plot.

5 Earth’s High-Altitude Discharges

In this section we briefly describe the recently discovered discharge phenomena of transient
luminous events (TLEs) and terrestrial gamma-ray flashes (TGFs). Sprites are covered in
more detail because of the large body of relevant data that exists and because of their close
tie to well known discharge processes. Examples of diagnostics that can and have provided
information about the physical nature and origin of sprites is included. The phenomena of
TLEs and TGFs may well have counterparts on other planetary systems and it is important
to understand their characteristics as manifested on Earth, their impact on the terrestrial
environment, and how to detect them.
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Fig. 6 Two-dimensional plots of the electron distribution functions as a function of the cosine of the angle
μ between the electric field and the electron momentum and as a function of the electron energy ε for Venus,
Earth, Triton, and Jupiter and for (E/N) = 200 Td

Fig. 7 Calculated Drift Velocities and Ionization rates in N2(g) (at STP) plotted along with experimental
determinations

TLEs are believed to result from a discharge process that develops in the quasi-
electrostatic fields that appear in the upper atmosphere following a cloud-to-ground light-
ning discharge in which large quantities of positive charge (∼100 to several hundred
Coulombs) and occasionally negative charge are transferred to ground. The optical mea-
surements of TLEs (over 10000 events have been recorded) both from the ground (Lyons
2006) and from orbit (e.g., ISUAL on FORMOSAT-2, Mende et al. 2006) have resulted in
the phenomenological identification of a large number of processes that have been organized
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Fig. 8 Calculated Drift Velocities and Ionization Rates in O2(g) (at STP) plotted along with experimental
determinations

Fig. 9 Calculated Drift Velocities and Ionization Rates in H2(g) (at STP) plotted along with experimental
determinations

Fig. 10 Calculated Drift Velocities and Ionizations Rates in CO2(g) (at STP) plotted along with experimental
determinations

into a taxonomy that includes many descriptive and non-descriptive names such as column
and carrot sprites, angels, trolls, jets, giant jets, halos, elves, and beads (i.e. Sentman and
Wescott 1993; Lyons et al. 2003a, 2003b; Lyons 2006; Cummer et al. 2006a, 2006b; Asano
et al. 2008). The relevant scale lengths range from tens of meters to tens and hundreds of
kilometers while the temporal scales range from hundreds of µs to hundreds of ms. The
total energy dissipated in individual events is generally around tens of MJ with power mea-
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sured in gigawatts (Heavner et al. 2000). The electron densities generated in the mesosphere
can exceed 106 cm−3 (cf., Liu and Pasko 2004) while the individual electron energies in
these postulated electrical discharges can range from a few eV to tens of MeV and produce
emissions throughout the electromagnetic spectrum. While our understanding of certain as-
pects of TLEs, e.g., elves, halos, and sprites, is progressing or in hand, many of the de-
tails, especially concerning their chemical effects in the atmosphere (e.g., Enell et al. 2008;
Sentman et al. 2008), are not. Dedicated satellite missions are presently in planning to fur-
ther study energetics and chemical effects of sprites and other transient luminous events on
the upper atmosphere (e.g., Blanc et al. 2007).

TGFs are thought to be a manifestation of a RB process that occurs inside thunder-
storms. These energetic phenomena were first discovered by the Burst and Transient Source
Experiment (BATSE) on the Compton Gamma Ray Observatory (CGRO, Fishman et al.
1994) and are presently being monitored by the Reuven Ramaty High Energy Solar Spec-
troscopic Imager (RHESSI) satellite, which to date has observed some 10–20 TGFs per
month (Smith et al. 2005). The time duration of individual events ranges from hundreds
of µs to ms. The geographical distribution of TGFs roughly corresponds to the geograph-
ical distribution of lightning over continents at low latitude and also to the distribution of
sprites (Christian et al. 2003; Chen et al. 2005). However TGF emissions are rarely de-
tected over the Southern US where many sprites are observed at ground level (Smith et
al. 2005). TGF spectra measured by RHESSI reveal energies up to 30 MeV (Smith et al.
2005), in agreement with energies predicted by the RB mechanism triggered by cosmic rays
(Roussel-Dupré and Gurevich 1996; Roussel-Dupré et al. 2005; Dwyer and Smith 2005;
Østgaard et al. 2008). The low energy part of the TGF spectrum (below 100 keV) is most
sensitive to the TGF emission altitude, due to the large attenuation of low energy gamma
rays in the atmosphere. However, in the case of RHESSI, which was not designed to look
for TGFs, the instrument response to terrestrial events precludes using the low energies to
ascertain source altitude. The analysis of the RHESSI spectra around 1 MeV suggests that
their source is in the range of 15–21 km, implying that thunderstorms and not sprites may
initiate TGFs (Dwyer and Smith 2005). A recent analysis, however, of BATSE spectra shows
that the source of BATSE TGFs could extend continuously from 15 km to 60 km altitude
rather than in a narrow altitude range (Østgaard et al. 2008). The possibility of two kinds of
TGFs corresponding to low and high altitude sources can be envisaged. A lightning leader
as a source of TGFs is predicted by Moss et al. (2006) who show that thermal electrons can
be accelerated in the leader streamer zone up to energies of several hundreds of keV and
possibly up to several tens of MeV. This mechanism then predicts that some TGFs can be
produced by high altitude leader processes.

5.1 General Phenomenology of Sprites

Sprites are large luminous discharges, which appear in the altitude range <40–90 km
above large thunderstorms typically following intense positive cloud-to-ground lightning
discharges (Sentman et al. 1995; Boccippio et al. 1995; see also Fig. 13). The evolution
of these discharges and their optical emissions are strongly dependent on the details of the
electron distribution functions associated with the coupled, self-consistent electric fields that
drive the process. The kinetic calculations and methodology outlined above are essential to
modeling and understanding these phenomena. Below we describe the observations.

Recent telescopic imaging of sprites at standard video rates (i.e. with 16 ms time
resolution) revealed an amazing variety of generally vertical fine structure with trans-
verse spatial scales ranging from tens to a few hundreds of meters (Gerken et al. 2000;
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Fig. 13 Lightning related TLEs. Several types of TLEs are known, and some examples are shown here: rela-
tively slow-moving fountains of blue light, known as ‘blue jets’, which emanate from the top of thunderclouds
up to an altitude of 40 km (Wescott et al. 1995; Lyons et al. 2003a), ‘sprites’ that develop at the base of the
ionosphere and move rapidly downwards at speeds up to 10 000 km s−1 (Sentman et al. 1995; Lyons 1996;
Stanley et al. 1999), ‘elves’, which are lightning induced flashes that can spread over 300 km laterally (Fuku-
nishi et al. 1996; Inan et al. 1997; Kuo et al. 2007), and upward moving ‘gigantic jets’, which establish
a direct path of electrical contact between thundercloud tops and the lower ionosphere (Pasko et al. 2002;
Su et al. 2003; Pasko 2003). Reprinted from (Pasko 2003) with permission from Nature

Gerken and Inan 2002, 2003, 2005). First high-speed (1 ms) telescopic imaging of sprites
has been reported indicating that streamer-like formations in sprites rarely persist for
more than 1–2 ms (Marshall and Inan 2005, 2006). Also recently, it has been demon-
strated that sprites often exhibit a sharp altitude transition between the upper diffuse and
the lower highly structured regions (Gerken and Inan 2002, 2003; Stenbaek-Nielsen et
al. 2000; Pasko and Stenbaek-Nielsen 2002). Many sprites are observed with an amor-
phous diffuse glow at their tops, the so-called sprite ‘halo’ (cf., Gerken and Inan 2003;
Barrington-Leigh et al. 2001).

The appearance of fine structure in sprites has been interpreted in terms of positive and
negative streamer coronas, which are considered as scaled analogs of small-scale stream-
ers, which exist at high atmospheric pressures at ground level (cf., Pasko et al. 1998;
Sentman et al. 2008). Streamers are filamentary plasma structures, which can initiate spark
discharges in relatively short (several cm) gaps at near ground pressures in air and which
are commonly utilized in applications such as ozone production and pollution control
(Raizer 1991; van Veldhuizen 2000) and references cited therein), and also represent im-
portant components involved in the triggering of combustion in spark ignition engines (Tar-
diveau et al. 2001; Tardiveau and Marode 2003). An excellent recent review of various
applications of streamers is provided in Ebert et al. (2006). In ground air pressure applica-
tions a typical transverse scale of individual streamer filaments is a fraction of a millimetre
(Pancheshnyi et al. 2005; Briels et al. 2005). It is quite remarkable that the filamentary
structures observed in sprites (Gerken and Inan 2005) are the same phenomenon known as
streamer discharges at atmospheric pressure, only scaled by reduced air density at higher
altitudes (Pasko et al. 1998; Liu and Pasko 2004, 2006; Pasko 2006). These aspects of sprite
phenomenology are important for interpretation of optical emissions observed from them.

Table 10 (Liu et al. 2006) summarizes emissions documented in sprites. These include
the First Positive (1PN2) and Second Positive (2PN2) band systems of N2, N2 Lyman–
Birge–Hopfield (LBH) band system and the First Negative band system of N+

2 (1NN+
2 ).
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Table 10 Summary of observed emissions from sprites (Liu et al. 2006)

Emission band Transition Excitation energy Lifetime at Quenching

System threshold (eV) 70 km Alt. Alt. (km)

1PN2 N2(B3	g) → N2(A3
+
u ) ∼7.35 5.4 µs ∼53

2PN2 N2(C3	u) → N2(B3	g) ∼11 50 ns ∼30

LBH N2 N2(a1	u) → N2(X1
+
g

) ∼8.55 14 µs ∼77

1NN+
2 N+

2
(B2
+

u
) → N+

2
(X2
+

g
) ∼18.8 69 ns ∼48

The collisional excitation rates needed to obtain the fluorescence efficiencies are derived
from kinetic calculations of the electron distribution function; the relevant states are noted
in Table 1.

In this section we provide a review of related observations. Spectra of sprites in the
stratosphere/mesosphere above electrically active cumulonimbus clouds were first acquired
by Hampton et al. (1996) on 22 June, 1995, from an observation site atop Mt. Evens, and
independently by Mende et al. (1995) on 16 July 1995, from an observation site near Fort
Collins, Colorado. The Hampton et al. (1996) observations used a video slit spectrograph to
obtain optical spectra of sprites. Twenty-five events were observed in the wavelength range
540–840 nm with spectral resolution approximately 6 nm and recorded with a 33 ms time
resolution. The Mende et al. (1995) observations were conducted with a spectral resolution
of approximately 9 nm and spectra recorded at a normal video rate (33 ms/frame) using an
imaging spectrometer covering the wavelength range ∼450–800 nm. Both sets of observa-
tions detected four distinct features in the 600–760 nm region which were identified as the
N2 First Positive system with � = 2,3 and 4 from the v = 2,4,5,6 vibrational levels of the
N2 (B3	g) state.

The spectral observations of both groups were analyzed in detail by Green et al. (1996)
using energy dependent electron excitation cross sections and laboratory data to extract in-
formation on the vibrational distributions of the excited N2 (B3	g) state and the energies
of electrons producing the red sprite radiance. It was concluded that the sprite electrons
appear to be of energy sufficient to dissociate and ionize N2. Results indicated excitation
by electrons with a Boltzmann temperature of 1 eV (range 0.4–2 eV). Green et al. (1996)
also derived an estimate for the electric field magnitude driving sprite phenomenon of 100–
200 V m−1 at 70 km altitude. This field appears to be fully consistent with the breakdown
field.

The spectral resolution (6–9 nm) employed in Mende et al. (1995), Hampton et al. (1996)
has not permitted accurate rotational temperature determination (Green et al. 1996), and
we note that up to the present date there are no data available on the rotational temper-
ature in sprites. In existing sprite models the rotational lines are computed at a temper-
ature 220–230 K (Green et al. 1996; Bucsela et al. 2003). Recently, well-distinguishable
infrasound signatures of sprite events have been reported (Liszka 2004; Farges et al. 2005;
Liszka and Hobara 2006), indicating a possibility of heating of ambient atmospheric gas by
sprite discharges. The measurements of rotational intensity distributions of N2 molecular
bands may be potentially used for remote sensing of variations of gas temperature in sprite
discharges (Phillips 1976; Vallance-Jones 1974, p. 157).

A time-dependent N2 vibrational level population model has been used in (Morrill et al.
1998) to simulate the spectral distributions and absolute intensities observed in sprites. Com-
parison of modeling results with the sprite spectrum taken at the TV field rate (17 ms resolu-
tion) measured with 7–11 nm resolution from the Wyoming Infrared Observatory (WORO)
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on Jelm Mountain during July 1996 led to a vibrational distribution of the N2 (B3	g), which
required an average electron energy of only 1–2 eV, generally consistent with earlier results
reported in (Green et al. 1996). Analysis also indicated the presence of weak spectral fea-
tures that were attributed to N+

2 Meinel emissions (Morrill et al. 1998). Additional analysis
of a sprite spectrum from 53 km altitude from the same data set has been conducted in Buc-
sela et al. (2003). The obtained N2 (B3	g) vibrational distribution appeared to be consistent
with those observed in laboratory afterglows, indicating an energy transfer process at lower
altitudes in sprites (i.e. in sprite tendrils) between vibrationally excited N2 ground state and
the lowest-energy, metastable electronic state:

N2(A
3
+

u ,w) + N2(X
1
+

g , υ ≥ 5)

→ N2(B
3	g,w

′)+N2(X
1
+

g , υ ′ ∼ 0). (5.1)

The recently reported altitude-resolved sprite spectra (Kanmae et al. 2007) recorded with
an imaging spectrograph with 3 ms and 3 nm temporal and spectral resolution, respectively,
are consistent with this hypothesis. The metastable oxygen molecules O2 (a1�g) are abun-
dantly produced in streamer discharges (Lowke 1992; Naidis 1999), and a possible contri-
bution to sprite N2 (B3	g) emissions of energy transfer between O2 (a1�g) and N2 (A3
+

u )

metastable species has recently been discussed in Kamaratos (2006). However, in a simula-
tion of the plasma chemistry associated with sprite streamers at 70 km altitude Sentman et
al. (2008) found that this process is not a major contributor to sprite optical emissions.

The low temporal resolution (<17–33 ms) of spectral measurements in Mende et al.
(1995), Hampton et al. (1996), and in the spectra used for subsequent analysis reported in
Green et al. (1996), Bucsela et al. (2003), Morrill et al. (1998), represents a likely reason
why more energetic electrons and higher electric fields, associated with streamer tips, have
not been detected in these early measurements. A sub-millisecond time resolution is needed
for accurate studies of sprite streamers. Following original observations of Mende et al.
(1995), Hampton et al. (1996), narrow band photometric and blue-light video observations
of sprites had been conducted (Armstrong et al. 1998, 2000; Suszcynsky et al. 1996), which
indicated presence of a short (<1 ms) energetic ionizing event at the initial stage of sprite
formation sufficient to ionize and excite molecular nitrogen, followed by secondary lower
energy processes which give rise to the dominant and relatively long-lasting red emission.
Specifically, sub-millisecond time resolution data on the 399.8 nm N2 (1,4) Second Positive
band, 427.8 nm N+

2 (0,1) and 470.9 N+
2 (0,2) First Negative bands generated by sprites were

analyzed in conjunction with supporting video imaging in Armstrong et al. (1998, 2000),
Suszcynsky et al. (1996). The measured impulsive ionization emission during the sprite
initiation exhibited an exponential decay time constant of only 0.3 ms. The presence of
more energetic electrons at the initial stage of sprite formation has also been confirmed by
subsequent photometric observations reported in Miyasato et al. (2003), Takahashi et al.
(2000).

During the EXL98 aircraft mission, sprites were observed by narrow band cameras that
measure the N+

2 First Negative (0,1) band at 427.8 nm and the N2 Second Positive (0,0)
band at 337.0 nm (Morrill et al. 2002). The observations integrated the sprite emissions
over 33 ms so that temporal information was limited. The analysis indicated characteristic
electron energies on the order of 2 eV and electric field magnitudes which closely followed
the breakdown threshold field up to 55 km altitude and dropped below that level above
55 km (Morrill et al. 2002). These results are generally consistent with previous observations
conducted with similar time resolution.
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The recently launched FORMOSAT-2 satellite carries the Imager for Sprites and Upper
Atmospheric Lightning (ISUAL) instrument (Chern et al. 2003; Mende et al. 2005, 2006;
Frey et al. 2005). The ISUAL science payload provides a unique opportunity to conduct a
global survey of sprites and other TLEs from space using an intensified CCD imager, a six
channel spectrophotometer and two array photometers (Mende et al. 2006), avoiding many
complications associated with observations from ground-based and airborne platforms due
to atmospheric transmission and absorption effects in the blue, violet and ultraviolet regions
of the spectrum. Recently, in addition to the high time resolution photometric data on 1PN2,
2PN2 and 1NN+

2 sprite emissions, the ISUAL instrument has successfully observed far-UV
(FUV) emissions from sprites due to the N2 Lyman–Birge–Hopfield (LBH) band system
(Mende et al. 2005, 2006; Frey et al. 2005).

6 Implications for Planetary Atmospheres

The kinetic theory and computational results presented in this introductory section form the
basis for understanding the initiation and development of discharges in the gas mixtures that
comprise planetary and lunar atmospheres. Both conventional breakdown and the recently
discovered runaway mechanism were addressed and detailed solutions of the non-relativistic
and relativistic Boltzmann equations presented. Our preliminary findings lead us to the fol-
lowing relevant conclusions:

• The threshold electric field for runaway breakdown is ∼6.3 times lower on the gas giants,
about equal on the moons, and ∼1.5 times larger on Venus and Mars.

• For the same electric field and atmospheric density, the runaway avalanche time is
(a) smaller on the gas giants by large factors near the runaway threshold on Jupiter and
by a factor of ∼2 to 3 at the higher electric fields, (b) larger on Mars and Venus by a fac-
tor of ∼1.3, and (c) approximately equal on the moons when compared to the equivalent
avalanche time on Earth.

• The Bremsstrahlung spectrum expected from a runaway discharge would be softer on
the gas giants, slightly softer on the moons, and harder on Mars and Venus for the same
electric field and atmospheric density.

• Emissions (RF and γ -ray) from the runaway beam would be highly collimated on the gas
giants.

• The threshold electric field for conventional breakdown is a factor of ∼2 times lower for
the gas giants, ∼1.3 time larger for Mars and Venus, and about the same for the moons
compared to Earth.

The precise manner in which an electrical discharge would evolve on a given planet depends
on the magnitude and atmospheric profile of the electric fields. In other words, the charging
mechanisms and the gas density profile are crucial to establishing the conditions that are
conducive to gas breakdown. These issues are addressed in other parts of this manuscript. We
can however indicate, in agreement with Dwyer et al. (2006), that under similar conditions
runaway breakdown is more likely to occur on the gas giants than conventional breakdown
when compared to Earth or the other planets.

With these results in mind it is relevant to ask what we might expect to see on the other
planets in light of what we observe on Earth given that our present understanding is that
both conventional breakdown and runaway breakdown are at work. Of the many forms that
a discharge can take in the terrestrial environment, lightning is by far the most spectacular
and the most dangerous. The amount of energy expended in a single event is generally
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more than gigajoules with power levels reaching tens to hundreds of gigawatts. The currents
that flow in a cloud-to-ground (CG) discharge range in magnitude from hundreds of amps
to hundreds of kiloamps and transfer Coulombs to tens of Coulombs of charge. The bulk
of this electrical energy flows through small cross-sectional areas with radii ranging from
centimeters to tens of centimeters and over long distances extending to many kilometers.
The kinetic energy density in lightning is sufficient in many cases to heat the air to tens of
thousands of degrees Kelvin and to generate acoustic shock waves that can be heard out to
tens of kilometers. Terrestrial lightning is easily observed from the ground and from space
in the optical, the radio frequency, and most recently in the X-ray and gamma ray parts of
the electromagnetic spectrum. The physical manifestations of the lightning discharge are
so diverse as to precipitate the proliferation of a descriptive and non-descriptive taxonomy
that includes ribbons, balls, jets, sprites, elves, halos, angels, starters, trolls, beads, carrots,
superbolts, and spiders.

The temptation to extrapolate the properties of terrestrial lightning to other planets and
astrophysical systems is great. However, our present understanding of this seemingly well
understood and extensively studied physical process is undergoing a significant change as a
result of the many recent measurements of penetrating radiation in coincidence with stepped
leader processes, intra-cloud discharges, and potentially high-altitude discharges. Early at-
tempts to rely on laboratory discharge experiments to understand the lightning phenomenon
met with some success but ultimately could not explain the almost ubiquitous presence of
energetic radiation. Our final understanding of this incredibly fascinating natural phenom-
enon will not rest on a phenomenological taxonomy nor on extrapolation of small-scale lab-
oratory experiments but rather on a fundamental shift in our thinking that must ultimately
include a role for cosmic rays, relativistic electron beams, large scales, and energetic feed-
back processes. The detection of lightning on other planets by means of diagnostics that
span the electromagnetic spectrum will help us understand the fundamental nature of the
discharge process.

Acknowledgements The participation of V.P. Pasko has been supported by the United States National
Science Foundation under the NSF ATM-0741589 grant to Penn State University.

References

F.L. Addessio, J.R. Baumgardner, J.K. Dukowicz et al., Caveat: A computer code for fluid dynamics problems
with large distortion and internal slip, 1992

R.A. Armstrong, J.A. Shorter, M.J. Taylor et al., J. Atmos. Sol. Terr. Phys. 60, 787 (1998)
R.A. Armstrong, D.M. Suszcynsky, W.A. Lyons et al., Geophys. Res. Lett. 27, 653 (2000)
T. Asano, M. Hayakawa, M. Cho et al., J. Geophys. Res.—Space Phys. 113, A02308 (2008)
L.P. Babich, E.N. Donskoy, I.M. Kutsyk et al., IEEE Trans. Plasma Sci. 29, 430 (2001)
L.P. Babich, E.N. Donskoy, K.F. Zelenskii et al., Dokl. Phys. 47, 1 (2002)
L.P. Babich, A.Y. Kudryavtsev, M.L. Kudryavtseva et al., J. Exp. Theor. Phys. 106, 65 (2008)
C.P. Barrington-Leigh, U.S. Inan, M. Stanley, J. Goephys. Res. 101, 1741 (2001)
E.M. Bazelyan, Y.P. Raizer, Spark Discharge (CRC Press, Boca Raton, 1998)
H.A. Bethe, Ann. Phys. 5, 325 (1930)
H.A. Bethe, J. Ashkin, in Experimental Nuclear Physics, ed. by E. Segre (Wiley, New York, 1953), p. 277
S.F. Biagi, Nucl. Inst. Methods A 421, 234 (1999)
E. Blanc, F. Lefeuvre, R. Roussel-Dupré et al., Adv. Space Res. 40, 1268 (2007)
D.J. Boccippio, E.R. Williams, S.J. Heckman et al., Science 269, 1088 (1995)
T.M.P. Briels, E.M. van Veldhuizen, U. Ebert, IEEE Trans. Plasma Sci. 33, 264 (2005)
M.J. Brunger, S.J. Buckman, L.J. Allen et al., J. Phys. B: At. Mol. Opt. Phys. 25, 1823 (1992)
M.J. Brunger, S.J. Buckman, Phys. Rep. 357, 215 (2002)
E. Bucsela, J. Morrill, M. Heavner et al., J. Atmos. Sol. Terr. Phys. 65, 583 (2003)



Physical Processes Related to Discharges in Planetary Atmospheres 81

S. Chapman, T.G. Cowling, The Mathematical Theory of Non-uniform Gases (Cambridge University Press,
London, 1970)

B. Chen, Y. Lee, R. Hsu et al., Global distribution and seasonal distribution variation of transient luminous
events. AGU Fall meeting, San Francisco, 2005

J.L. Chern, R.R. Hsu, H.T. Su et al., J. Atmos. Sol. Terr. Phys. 65, 647 (2003)
H.J. Christian, R.J. Blakeslee, D.J. Boccippio et al., J. Geophys. Res. 108 (2003)
S.A. Cummer, N. Jaugey, J. Li et al., Geophys. Res. Lett. 33, L04104 (2006a)
S.A. Cummer, H.U. Frey, S.B. Mende et al., J. Geophys. Res. 111, A10315 (2006b)
H. Dreicer, Phys. Rev. 115(2), 238 (1959)
H. Dreicer, Phys. Rev. 117(2), 343 (1960)
J.R. Dwyer, Geophys. Res. Lett. 30, 2055 (2003)
J.R. Dwyer, D.M. Smith, Geophys. Res. Lett. 32, L22804 (2005)
J.R. Dwyer, L.M. Coleman, R. Lopez et al., Geophys. Res. Lett. 33, L22813 (2006)
J.R. Dwyer, B.W. Grefenstette, D.M. Smith, Geophys, Res. Lett. 35, L02815 (2008)
K.B. Eack, W.B. Beasley, W.D. Rust et al., Geophys. Res. Lett. 23, 2915 (1996)
U. Ebert, C. Montijn, T.M.P. Briels et al., Plasma Sources Sci. Technol. 15, S118 (2006)
C.F. Enell, E. Arnone, T. Adachi et al., Ann. Geophys. 26, 12 (2008)
T. Farges, E. Blanc, A. Le Pichon et al., Geophys. Res. Lett. 32, L01813 (2005)
G.J. Fishman, P.N. Bhat, R. Mallozzi et al., Science 264, 1313 (1994)
H.U. Frey, S.B. Mende, S.A. Cummer et al., Geophys. Res. Lett. 32, L13824 (2005)
H. Fukunishi, Y. Takahashi, M. Kubota et al., Geophys. Res. Lett. 23, 2157 (1996)
E.A. Gerken, U.S. Inan, J. Geophys. Res 107, 1344 (2002)
E.A. Gerken, U.S. Inan, J. Atmos. Sol. Terr. Phys. 65, 567 (2003)
E.A. Gerken, U.S. Inan, IEEE Trans. Plasma Sci. 33, 282 (2005)
E.A. Gerken, U.S. Inan, C.P. Barrington-Leigh, Geophys. Res. Lett. 27, 2637 (2000)
B.D. Green, M.E. Fraser, W.T. Rawlins et al., Geophys. Res. Lett. 23, 2161 (1996)
B.W. Grefenstette, D.M. Smith, J.R. Dwyer et al., Geophys. Res. Lett. 35, L06802 (2008)
A.V. Gurevich, K.P. Zybin Phys. Today 37 (2005)
A.V. Gurevich, G.M. Milikh, R.A. Roussel-Dupré, Phys. Lett. A 165, 463 (1992)
A.V. Gurevich, G.M. Milikh, R.A. Roussel-Dupré, Phys. Lett. A 187, 197 (1994)
A.V. Gurevich, J.A. Valdivia, G.M. Milikh et al., Radio Sci. 31, 1541 (1996)
A.V. Gurevich, R.A. Roussel-Dupré, K.P. Zybin, Phys. Lett. A 237, 240 (1998)
A.V. Gurevich, K.F. Sergeichev, I.A. Sychov et al., Phys. Lett. A 260, 269 (1999)
D.L. Hampton, M.J. Heavner, E.M. Wescott et al., Geophys. Res. Lett. 23 (1996)
M.J. Heavner, D.D. Sentman, D.R. Moudry et al., in Geophysical Monograph Series, ed. by D.E. Siskind,

S.D. Eckerman, M.E. Summers (Am. Geophys. Union, Washington, 2000)
L.G.H. Huxley, R.W. Crompton, The Diffusion and Drift of Electrons in Gases (Wiley, New York, 1974)
ICRU, ICRU Report No. 49, ed. by Bethesda, 1993
U.S. Inan, C. Barrington-Leigh, S. Hansen et al., Geophys. Res. Lett. 24, 583 (1997)
Y. Itikawa, J. Phys. Chem. Ref. Data 31, 3 (2002)
Y. Itikawa, J. Phys. Chem. Ref. Data 35, 31 (2006)
B.-H. Jeon, J. Korean Phys. Soc. 43, 513 (2003)
B.-H. Jeon, Y. Nakamura, J. Phys. D 31, 2145 (1998)
E. Kamaratos, Chem. Phys. 323, 271 (2006)
I. Kanik, S. Trajmar, J.C. Nickel, J. Geophys. Res. 98, 7447 (1993)
T. Kanmae, H.C. Stenbaek-Nielsen, M.G. McHarg, Geophys. Res. Lett. 34, L07810 (2007)
N.A. Krall, A.W. Trivelpiece, Principles of Plasma Physics (McGraw-Hill, New York, 1973)
C.-L. Kuo, A.B. Chen, Y.J. Lee et al., J. Geophys. Res. 112, A11312 (2007)
N.G. Lehtinen, T.F. Bell, U.S. Inan, J. Geophys. Res. 104, 24 (1999)
L. Liszka, J. Low Freq. Noise, Vib. Act. Control 23, 85 (2004)
L. Liszka, Y. Hobara, J. Atmos. Sol.-Terr. Phys. 68, 1179 (2006)
N. Liu, V.P. Pasko, J. Geophys. Res.—Space Phys. 109, A04301 (2004)
N. Liu, V.P. Pasko, J. Phys. D: Appl. Phys. 39, 327 (2006)
N. Liu, V.P. Pasko, D.H. Burkhardt et al., Geophys. Res. Lett. 33, L01101 (2006)
L.B. Loeb, Fundamental Processes of Electrical Discharge in Gases (Wiley, New York, 1939)
J.J. Lowke, J. Phys. D: Appl. Phys. 25, 202 (1992)
W.A. Lyons, J. Geophys. Res. 101, 29641 (1996)
W.A. Lyons, in Sprites, Elves and Intense Lightning Discharges, ed. by M. Füllekrug, E.A. Mareev, M.J.

Rycroft (Springer, Berlin, 2006)
W.A. Lyons, T.E. Nelson, R.A. Armstrong et al., Am. Meteorol. Soc. 445 (2003a)
W.A. Lyons, T.E. Nelson E, R. Williams et al., Mon. Weather Rev. 131, 2417 (2003b)



82 R. Roussel-Dupré et al.

R.A. Marshall, U.S. Inan, Geophys. Res. Lett. 32, L05804 (2005)
R.A. Marshall, U.S. Inan, Radio Sci. 41, RS6S43 (2006)
T.C. Marshall, M. Stolzenburg, C.R. Maggio et al., Geophys. Res. Lett. 32, L03813 (2005)
M.P. McCarthy, G.K. Parks, Geophys. Res. Lett. 12, 393 (1985)
M.P. McCarthy, G.K. Parks, J. Geophys. Res. Lett. 97, 5857 (1992)
S.B. Mende, R.L. Rairden, G.R. Swenson et al., Geophys. Res. Lett. 22, 2633 (1995)
S.B. Mende, H.U. Frey, R.R. Hsu et al., J. Geophys. Res. 110, A11312 (2005)
S.B. Mende, Y.S. Chang, A.B. Chen et al., in Sprites, Elves and Intense Lightning Discharges, ed. by

M. Fullekrug, E.A. Mareev, M.J. Rycroft (Springer, Berlin, 2006)
R. Miyasato, H. Fukunishi, Y. Takahashi et al., J. Atmos. Sol. Terr. Phys. 65, 573 (2003)
C.B. Moore, K.B. Eack, G.D. Aulich et al., Geophys. Res. Lett. 28, 2141 (2001)
J.S. Morrill, E.J. Bucsela, V.P. Pasko et al., J. Atmos. Sol. Terr. Phys. 60, 811 (1998)
J. Morrill, E. Bucsela, C. Seifring et al., Geophys. Res. Lett. 29, 1462 (2002)
G.D. Moss, V.P. Pasko, N. Liu et al., J. Geophys. Res. 111, A02307 (2006)
G.V. Naidis, J. Phys. D: Appl. Phys. 32, 2649 (1999)
N. Østgaard, T. Gjesteland, J. Stadsnes et al., J. Geophys. Res. 113, A02307 (2008)
S.V. Pancheshnyi, M. Nudnova, A.Y. Starikovskii, Phys. Rev. E 71, 016407 (2005)
V.P. Pasko, Nature 423, 927 (2003)
V.P. Pasko, in Sprites, Elves and Intense Lightning Discharges, ed. by M. Füllekrug, E.A. Mareev, M.J.

Rycroft (Springer, Berlin, 2006)
V.P. Pasko, U.S. Inan, T.F. Bell, Geophys. Res. Lett. 25, 2123 (1998)
V.P. Pasko, M.A. Stanley, J.D. Mathews et al., Nature 416, 152 (2002)
V.P. Pasko, H.C. Stenbaek-Nielsen, Geophys. Res. Lett. 29, 1440 (2002)
A.V. Phelps, L.C. Pitchford, Technical Report #26, JILA Information Center Report, University of Colorado,

Boulder, CO, USA (1985)
D.M. Phillips, J. Phys. D: Appl. Phys. 9, 507 (1976)
L.C. Pitchford, A.V. Phelps, Phys. Rev. A 25, 540 (1982)
H. Raether, Electron Avalanches and Breakdown in Gase (Butterworths, London, 1964)
Y.P. Raizer, Gas Discharge Physics (Springer, New York, 1991)
R.A. Roussel-Dupré, A.V. Gurevich, J. Geophys. Res. 101, 2297 (1996)
R.A. Roussel-Dupré, A.V. Gurevich, T. Tunnell et al., Phys. Rev. E 49, 2257 (1994)
R.A. Roussel-Dupré, E.M.D. Symbalisty, L. Triplett et al., Cal Meeting, Crete, 2005
M.B. Scott, A.O. Hanson, E.M. Lyman, Phys. Rev. 84, 638 (1951)
D.D. Sentman, E.M. Wescott, Geophys. Res. Lett. 22, 1205 (1993)
D.D. Sentman, E.M. Wescott, D.L. Osborne et al., Geophys. Res. Lett. 22, 1205 (1995)
D.D. Sentman, H.C. Stenbaek-Nielsen, M.G. McHarg et al., J. Geophys. Res.: Atmos. (2008, in press)
D.M. Smith, L.I. Lopez, R.P. Lin et al., Science 307, 1085 (2005)
M. Stanley, P. Krehbiel, M. Brook et al., Geophys. Res. Lett. 26, 3201 (1999)
H.C. Stenbaek-Nielsen, D.R. Moudry, E.M. Wescott et al., Geophys. Res. Lett. 27, 3829 (2000)
M. Stolzenburg, T.C. Marshall, W.D. Rust et al., Geophys. Res. Lett. 34, L04804 (2007)
H.T. Su, R.R. Hsu, A.B. Chen et al., Nature 423, 974 (2003)
D.M. Suszcynsky, R. Roussel-Dupré, G. Shaw, J. Geophys. Res. 101, 23 (1996)
E.M.D. Symbalisty, R. Roussel-Dupré, V. Yukhimuk, IEEE Trans. Plasma Sci. 26, 1575 (1998)
Y. Takahashi, M. Fujito, Y. Watanabe et al., Adv. Space Res. 26, 1205 (2000)
P. Tardiveau, E. Marode, J. Phys. D: Appl. Phys. 36 (2003)
P. Tardiveau, E. Marode, A. Agneray et al., J. Phys. D: Appl. Phys. 34, 1690 (2001)
H. Tawara, Y. Itikawa, H. Nishimura et al., J. Phys. Chem. Ref. Data 19, 617 (1990a)
H. Tawara, Y. Itikawa, H. Nishimura et al., NIFS-DATA-6, 1990b
S. Trajmar, D.F. Register, A. Chutjian, Phys. Rep. 97, 219 (1983)
M.A. Uman, The Lightning Discharge (Dover, New York, 2001)
A.V. Vallance-Jones, Aurora (Reidel, Norwell, 1974)
E.M. van Veldhuizen, Electrical Discharges for Environmental Purposes: Fundamentals and Applications

(Nova Science, New York, 2000)
E.M. Wescott, D. Sentman, D. Osborne et al., Geophys. Res. Lett. 22, 1209 (1995)
C.T.R. Wilson, Proc. R. Soc. Lond. 37, 32D (1925)
C.T.R. Wilson, Proc. R. Soc. Lond. 236, 297 (1956)



An Overview of Earth’s Global Electric Circuit
and Atmospheric Conductivity

Michael J. Rycroft · R. Giles Harrison · Keri A. Nicoll ·
Evgeny A. Mareev

Originally published in the journal Space Science Reviews, Volume 137, Nos 1–4.
DOI: 10.1007/s11214-008-9368-6 © Springer Science+Business Media B.V. 2008

Abstract The Earth’s global atmospheric electric circuit depends on the upper and lower
atmospheric boundaries formed by the ionosphere and the planetary surface. Thunderstorms
and electrified rain clouds drive a DC current (∼1 kA) around the circuit, with the current
carried by molecular cluster ions; lightning phenomena drive the AC global circuit. The
Earth’s near-surface conductivity ranges from 10−7 S m−1 (for poorly conducting rocks) to
10−2 S m−1 (for clay or wet limestone), with a mean value of 3.2 S m−1 for the ocean. Air
conductivity inside a thundercloud, and in fair weather regions, depends on location (espe-
cially geomagnetic latitude), aerosol pollution and height, and varies from ∼10−14 S m−1

just above the surface to 10−7 S m−1 in the ionosphere at ∼80 km altitude. Ionospheric
conductivity is a tensor quantity due to the geomagnetic field, and is determined by parame-
ters such as electron density and electron–neutral particle collision frequency. In the current
source regions, point discharge (coronal) currents play an important role below electrified
clouds; the solar wind-magnetosphere dynamo and the unipolar dynamo due to the terrestrial
rotating dipole moment also apply atmospheric potential differences.
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Detailed measurements made near the Earth’s surface show that Ohm’s law relates the
vertical electric field and current density to air conductivity. Stratospheric balloon measure-
ments launched from Antarctica confirm that the downward current density is ∼1 pA m−2

under fair weather conditions. Fortuitously, a Solar Energetic Particle (SEP) event arrived
at Earth during one such balloon flight, changing the observed atmospheric conductivity
and electric fields markedly. Recent modelling considers lightning discharge effects on the
ionosphere’s electric potential (∼ + 250 kV with respect to the Earth’s surface) and hence
on the fair weather potential gradient (typically ∼130 V m−1 close to the Earth’s surface. We
conclude that cloud-to-ground (CG) lightning discharges make only a small contribution to
the ionospheric potential, and that sprites (namely, upward lightning above energetic thun-
derstorms) only affect the global circuit in a miniscule way. We also investigate the effects
of mesoscale convective systems on the global circuit.

Keywords Atmospheric electric circuit · Conductivity models · Fair weather
observations · Electrostatic modelling

1 The Global Atmospheric Electric Circuit

The conceptual model of the Earth’s global electric circuit has been introduced by Aplin
et al. (2008). In brief, the circuit is formed between the Earth’s surface, which is a good con-
ductor of electricity, and the ionosphere, a weakly-ionized plasma at ∼80 km altitude. Be-
tween them is the atmosphere; this is a reasonably good electrical insulator, i.e. it is a leaky
dielectric medium. Electrical “batteries” exist below or inside electrified clouds (e.g., thun-
derclouds); these cause an electric current to flow up to the ionosphere. The “DC” (direct
current) electric circuit is completed by downward currents flowing through the majority of
the Earth’s atmosphere in the “fair weather” region remote from thunderstorms, and through
the rocks and oceans of the Earth’s crust (Williams 2002; Harrison 2004a; Rycroft 2006;
Markson 2007; Rycroft et al. 2007 and references therein).

There is a corresponding “AC” (alternating current) circuit in which phenomena are pro-
duced by lightning discharges (Williams 2002). Lightning discharges radiate radio signals
across the electromagnetic spectrum, the lowest frequencies of which propagate completely
around the globe. These standing wave signals at ∼10 Hz excite the resonant cavity formed
between the Earth and the ionosphere; these are the so-called Schumann resonances (Schu-
mann 1952). Details of Schumann resonance phenomena are dealt with by Simoes et al.
(2008).

2 Conductivities in the Circuit

In general, when considering electromagnetic wave propagation in partially conducting me-
dia, with a wave field proportional to e−iωt , the wave vector k in the medium is defined
as ω/vφ . Here vφ is the phase velocity of the wave of angular frequency ω; it is equal to
the velocity of light in free space c, divided by the refractive index, η. The refractive index
squared, which is equal to the relative permittivity of the medium, εr , is given by

η2 = εr = 1 +
(

iσ

ε0ω

)
, (2.1)
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where i = √
( − 1), ε0 is the permittivity of free space, 8.85 × 10−12 F m−1, and σ is the

conductivity of the medium (Jackson 1962, p. 223). This equation clearly shows why it
is crucial to consider the conductivities in the constituent parts of the global circuit. The
medium behaves as a good conductor, when σ/ε0ω � 1. So, for ω ∼ 60 s−1, at 10 Hz, the
medium can thus be considered to be a good conductor if σ � 5×10−10 S m−1. Conversely,
it will behave like a poor conductor if σ � 5 × 10−10 S m−1.

The amplitude of an electromagnetic wave decreases exponentially with distance as it
propagates into a conductor. The scale length for penetration into a medium whose relative
magnetic permeability is 1, termed the skin depth δ, is given by

δ2 = 2

μ0ωσ
, (2.2)

where μ0 is the permeability of free space, 4π × 10−7 H m−1, or 12.6 × 10−7 H m−1. Thus,
at 10 Hz, δ = 160/(

√
σ) m. Putting the value of σ at the boundary between good and bad

conductors, δ ∼ 7000 km. For media of different conductivities, δ increases as σ decreases,
being inversely proportional to

√
σ .

3 Conductivity of the Earth near the Surface

The Earth’s surface and subsurface is composed of many different rock types whose con-
ductivities vary greatly, from 10−8 S m−1 for marble to 10−7 S m−1 for poorly conduct-
ing rocks, and up to 10−2 S m−1 for clay or wet limestone. Thus the skin depth at 10 Hz
would be expected to vary from ∼1.6 m to ∼1600 km. The average value of the near-
surface conductivity used in most geophysical models is near 10−2 S m−1 (see Lowrie 2007;
Uyeshima 2007, his Fig. 14), and so the average near-surface skin depth can be taken to
be ∼1.6 km. For ocean water, the conductivity varies with salinity and temperature, but an
overall value of 3.2 S m−1 may be taken (Olsen and Kuvshinov 2004). The skin depth for
the oceans at 10 Hz is ∼100 m. For all components of the Earth’s surface and subsurface,
the medium is a good conductor at 10 Hz.

When discussing propagation near 10 Hz, therefore, the important factor is the ocean
conductivity to a depth of 100 m, and the continental conductivity to 1.6 km and some-
what greater depths. Information on surface and subsurface conductivities is derived from
comprehensive studies of induction effects, in the field termed magnetotellurics, details of
which may be found in Bahr and Simpson (2005), Bedrosian (2007), Korja (2007) and
Uyeshima (2007). Based on this technique, Olsen and Kuvshinov (2004) have published
a valuable global map which shows the conductance, i.e. the conductivity multiplied by a
depth of 4 km. Figure 1 is based upon that work; a typical conductance value for the land is
10−2 S m−1 × 4000 m = 40 S, as shown in yellow. For future work on detailed theoretical
treatments of the AC global circuit, this compilation should be extremely useful.

4 Air Conductivity in the Lower Troposphere

The electrical conductivity of air results from the concentration of small ions which it
contains. Immediately above the continental surface, the total conductivity (the sum of
the positive and negative ion conductivity) ranges typically between 2 × 10−15 S m−1 and
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Fig. 1 Map of the conductance in Siemens [S], of the Earth’s surface and subsurface, to a depth of 4 km.
Over the land the value is ∼40 S (shown as yellow), and for the oceans, ∼3.2 × 4000 = 12,800 S (greenish
blue); values for the deeper ocean are in blue, whereas for the mid-ocean ridges they are green (based on
Olsen and Kuvshinov 2004)

2 × 10−14 S m−1 (Chalmers 1967) and is up to 4 × 10−14 S m−1 in clean marine air (Cobb
and Wells 1970). The air’s total conductivity is defined by

σt = e(μ+n+ + μ−n−), (4.1)

where n+ and n− are the positive and negative small ion number concentrations, respec-
tively, and μ+ and μ− are the mean positive and negative ion mobilities. (The ion mobility,
in units of m2 V−1 s−1, is the velocity acquired by an ion in unit electric field.)

In general, the ion concentrations are described by the ion balance equation (Harrison and
Carslaw 2003), which describes the production and loss of ions. For an ion pair production
rate of q per unit volume, in steady-state with the ion loss rate, the ion balance equation is

q − αn2 − nβN = 0, (4.2)

where n is the mean bipolar ion number concentration, α is the ion–ion recombination co-
efficient and β is the ion-aerosol attachment coefficient. This determines the loss rate to
monodisperse aerosol particles (i.e. all with the same radius) of number concentration N;β
is proportional to the aerosol particle radius (Gunn 1954).

Air conductivity varies with height, because the ion sources q (cosmic rays, radon iso-
topes and terrestrial radioactivity) and the primary sink (to aerosol particles) all have height
profiles. In addition, the recombination rate α and ion mobility μ vary with temperature and
pressure. In terms of the individual sources, the ion production rate q can be expressed as a
function of height z as

q(z) = q1(z) + q2(z) + q3(z), (4.3)
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where q1(z) is the ion production rate from radioactive gases, q2(z) is the ion production
contributed by radioactive substances in the soil, and q3(z) is the ion production rate from
cosmic rays. q1(z) is determined by vertical turbulent transport. Sophisticated models for
q3(z) are now available which include the effect of geomagnetic shielding on cosmic rays
(Bazilevskaya et al. 2008). At the continental surface, typical values are q1 = 4 ion pairs
cm−3 s−1, q2 = 4 ion pairs cm−3 s−1 and q3 = 2 ion pairs cm−3 s−1 (Chalmers 1967).

The major ion loss in air near the continental surface is through the attachment of ions
to aerosol particles. Aerosol particle concentrations vary with height, generally having their
greatest concentration in the atmospheric boundary layer.1 Considering the particles to be
monodisperse, the variation with height can be represented by an exponential vertical profile
(or profiles), such as

N(z) = Ns exp(−z/zsh), (4.4)

where N is the particle number concentration at a height z,N s is the surface aerosol number
concentration, and zsh is an appropriate scale height. Combining (4.2) and (4.1) gives air
conductivity in terms of ion production rate and aerosol concentration, both of which vary
with height.

Combining all these effects, the variation of total conductivity with height is given by

σt (z) = e
μ(T ,P )

α(T ,P )

√
[β(T ,P )2N(z)2 + 4α(T ,P )q(z)] − β(T ,P )N(z)], (4.5)

where T and P are the temperature and pressure evaluated at height z. From the air con-
ductivity profile, the columnar resistance, namely the resistance of a unit area column of
atmosphere from the surface to the ionosphere, can be found. The columnar resistance Rc is
defined by

Rc =
∫ ∞

0

dz

σt (z)
. (4.6)

Rc was first measured directly from the measured air conductivity profile during the 1935
stratospheric balloon flight of Explorer II (Gish 1944). An alternative method is to use si-
multaneous measurements of the ionospheric potential V I and vertical conduction current
density J z, which are related by Ohm’s law as

Rc = V I

J z
. (4.7)

Using this approach, the columnar resistance was determined above the urban site at Kew
Observatory, London, for 37 values obtained between 1969 and 1971 (Harrison 2005). The
values of Rc range from 64 P� m2 to 310 P� m2, with a median value of 145 P� m2, and
these are shown in Fig. 2.

The major contribution to the columnar resistance is the resistance of the boundary layer,
where the ion production rate is relatively small and the loss rate is large. To account for
this, Harrison and Bennett (2007b) proposed a simple parameterization for Rc which sepa-
rated the boundary layer and free troposphere resistances. For a free troposphere columnar

1The boundary layer is the part of the troposphere in which motions are directly influenced by the presence
of the Earth’s surface. Its thickness shows a diurnal variation over land and is typically between 100 m and
3 km (Stull 1988).
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Fig. 2 Histogram of the
frequency distribution of
columnar resistance Rc values
found above Kew Observatory,
London, during 1969 to 1971; it
shows that 7 of the 37 columnar
resistance values lie between 50
and 100 P� m2, and 14 between
100 and 150 P� m2, etc.

Fig. 3 Proportional contribution
to the total columnar resistance
Rc, as a function of height (from
Harrison and Bennett 2007a,
their Fig. 2)

resistance RFT, and using the surface air conductivity σ s to determine the resistance near the
surface, Rc was represented as

Rc = k

σ s
+ RFT, (4.8)

where k is a constant. For Kew, the quantities were found as RFT = (93 ±18) P� m2 and
k = (270 ± 90) m. k is related to the conductivity profile in the polluted layer, but could also
be understood as representing the height of a constant conductivity layer near the surface.

Generally, >95% of the columnar resistance lies at altitudes below 10 km (Harrison and
Bennett 2007a, 2007b). This is shown by the proportional contributions to the total Rc as a
function of altitude in Fig. 3. There are few measurements of the conductivity profile made
through the surface atmospheric layer. Measurements by Israelsson et al. (1994) show the
important role played by turbulence in the formation of this profile.

5 Atmospheric Conductivity, and Properties of a Model Profile

For the Earth’s atmosphere, or indeed that of any planetary body, the most significant vari-
ation of the pressure (or density) with height is due to gravity. For Earth, the density of the
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neutral gas decreases exponentially with increasing height, with a scale height of ∼7 km.
Thus, for each 15 km of altitude, the density decreases by an order of magnitude (see, e.g.,
Rycroft 2003).

The atmosphere is weakly conducting due to ionization by galactic cosmic rays. These
extremely energetic (>100 MeV) charged particles originating beyond the solar system are
incident from all directions at the top of the atmosphere. The maximum production rate of
ionization (up to 3 × 107 ion pairs m−3 s−1 (Bazilevskaya et al. 2000, 2008; Usoskin et al.
2004)) occurs at altitudes between 12 and 20 km (Carslaw et al. 2002; Harrison and Carslaw
2003; Aplin and McPheat 2005; Tinsley and Zhou 2006). Another source of ionization, at
sub-auroral latitudes (∼60 degrees geomagnetic latitude) is relativistic electron precipitation
(REP, ∼1 MeV) from the magnetosphere, i.e. precipitation from the van Allen radiation
belts (Tinsley and Zhou 2006). Further, within the polar cap, (>67 degrees geomagnetic
latitude) there is occasional ionization due to solar energetic protons (SEP, ∼100 MeV). At
the Earth’s surface, and up to ∼2 or 3 km over land, the radioactive element radon emanating
from the Earth produces up to 10 × 106 ion pairs m−3 s−1.

These atmospheric ions collide with, and attach to, molecules to form small cluster ions,
e.g. H+(H2O)n. It is clear that, to quantify this process, the humidity of the air is an important
parameter (Harrison and Aplin 2007). Small cluster ions then attach to pollutants and to
aerosols in the atmosphere, forming large ions. Thus, there is a spectrum of sizes of charged
particles some of which, in the absence of competing processes, could in principle grow
large enough to act as cloud condensation nuclei (termed CCN, see Yu and Turco 2001;
Carslaw et al. 2002; Harrison and Carslaw 2003). Figure 4, taken from Carslaw et al. (2002,
their Fig. 3), illustrates how this could work, and the sizes of particles involved.

Recent studies emphasize the significance of a poorly understood phenomenon, namely
the “nucleation burst”, which is the intense emission of ultrafine (nm size) aerosols (abbre-
viated as ENA2), and their relation to intermediate-ion production (e.g., Smirnov 2005).
In ENA events, the concentration of nano-particles initially grows rapidly to values of
109 − 1011 m−3. One or two hours later, the so-called nuclei fraction with diameters D = 3–
15 nm is produced. The appearance of the Aitken fraction with D = 20–80 nm and the
enlargement of aerosol particles in the accumulation fraction D = 80–200 nm may occur
during the following 4–6 h. Thus, the cycle of formation and growth of atmospheric aerosol
particles in the size range from a few to some 200 nanometers happens over 6–8 h. A specific
synoptic feature of ENA events over land is that they occur when polar air is transported to
the measuring sites and the temperature difference between day and night is large. During
ENA periods, the formation rate of condensation nuclei with a diameter of 100 nm increases
10- to 100-fold. Observations made during an experiment carried out in the spring of 2000,
in Finland, showed that each nucleation burst of particles with diameters between 3 and 100
nm was preceded by the emission of intermediate-ions with mobilities ranging from 0.25 to
0.8×10−4 m2 V−1 s−1. The physical nature and the role of intermediate ions in atmospheric
electric processes is one of the most intriguing questions in atmospheric ion/aerosol studies
today (Smirnov and Savchenko 2006).

For positive and negative ions mixed in equal concentrations (n+ = n− = n̄), the air con-
ductivity is defined by (4.1). The ion number density at ground level is typically 3×108 m−3

(Usoskin et al. 2004, their Fig. 4), rising to a maximum value of ∼3 × 109 m−3 at 15 km
altitude. Key, representative values of conductivity σ t are ∼10−14 S m−1 (= 10 fS m−1) just
above the Earth’s surface (e.g., Harrison 2007), ∼10−11 S m−1 at 30 km altitude (as observed

2Emission of Nanometer Aerosol.
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Fig. 4 This shows a possible
mechanism by which ion-induced
nucleation of ultrafine
condensation nuclei (UCN), from
trace condensable vapours, may
eventually grow into cloud
condensation nuclei (CCN). It is
thought that the presence of
charge lowers the nucleation
barrier and stabilizes the
embryonic particles, allowing
nucleation to occur at lower
ambient vapour concentrations
than in a non-ionized atmosphere
(from Carslaw et al. 2002, their
Fig. 3)

on many stratospheric balloons, see, e.g., Bering et al. 2005), ∼10−10 S m−1 at 55 km alti-
tude, and 10−7 S m−1 at the bottom of the night-time ionosphere.

Using Ohm’s law, conductivity relates the current density J to the electric field E by

J = σE. (5.1)

In the atmosphere, σ is a scalar quantity. However, in the ionosphere it is a tensor quan-
tity, due to the Earth’s magnetic field (see Rishbeth and Garriott 1969).

By Gauss’ law,

∇ · E = ρ

ε0
, (5.2)

where ρ is the electric charge density and ε0 is the permittivity of free space, 8.85 × 10−12

F m−1. In one dimension, the vertical direction z being positive upwards, this becomes

dE(z)

dz
= ρ(z)

ε0
. (5.3)

This equation readily shows that, wherever E(z) changes markedly with z, a layer of electric
charge exists.

Referring back to Fig. 1 of Aplin et al. (2008), in the fair weather region, remote from
thunderstorms and electrified shower clouds, the downward current density J z ∼ 2 pA m−2

and the fair weather electric field at the surface is ∼ − 130 V m−1 (Rycroft et al. 2000). The
electric field is considered positive upwards, if it would cause a positive test charge to move
upwards under the influence of the field. The potential gradient (PG) has the same magnitude
as the electric field, but the opposite sign. This is because E = −∇ V = −dV/dz, in one
dimension.

For a 1 m2 column from the ionosphere down to the Earth’s surface,

I = V I

Rc
= 250 kV

125 P�m2
= 2 pA. (5.4)

Based upon the measurements compiled by Hale (1984), (see Rakov and Uman 2003, p. 9),
and the method of Makino and Ogawa (1985), Rycroft et al. (2007) presented a model
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Fig. 5 Model conductivity
profile for the atmosphere up to
80 km altitude; the dashed line
variation is within a
thundercloud. Also shown is the
relaxation time τ , defined in the
text. (From Rycroft et al. 2007)

atmospheric conductivity profile (Fig. 5.) This profile fits closely to the four representative
values mentioned earlier, and the profile of Pasko and George (2002, their Fig. 2). This
profile demonstrates that the Earth’s atmosphere behaves as an insulator at ∼10 Hz up to
60 km altitude, where the conductivity approaches 5 × 10−10 S m−1. Also plotted is the
electrostatic (or dielectric) relaxation time constant defined as τ = ε0/σ . τ varies from ∼15
minutes at the Earth’s surface to ∼1 s at 30 km, 0.1 s at 55 km and 0.1 ms at 80 km.

Unfortunately, very few measurements of conductivity have been made aloft, espe-
cially within clouds. Evans (1969) reported dropsonde measurements of conductivity
made to about 50% accuracy, which showed regions of enhanced conductivity (up to
5 × 10−11 S m−1) in thunderstorm clouds. Rust and Moore (1974) used a tethered balloon
to carry an electric field meter and a Gerdien condenser designed for measuring conductiv-
ity within large electric fields. The conductivity reduced rapidly as the instrument entered
the first few metres of visible cloud. The mean polar air conductivities (with standard devia-
tions) in cloudy air were σ− = (2.3±0.8) fS m−1 and σ+ = (2.1±1.0) fS m−1, respectively.
Rust and Moore (1974) noted that the conductivity of cloudy air was about 1/6th that of the
adjacent clear air, and about 1/10th of that of clear air at the same level but in the absence
of any cloud. However, the conductivity of air within the heart of a thunderstorm remains a
significant unknown parameter (MacGorman and Rust 1998).

Some theoretical treatments suggest that the electrical conductivity within a thundercloud
is several times less than in the surrounding free air (Phillips 1967). Makino and Ogawa
(1985) considered the ion attachment coefficient inside the thundercloud to be larger than
outside. This accounts for the six-fold reduction of conductivity inside the thundercloud as
modelled by Rycroft et al. (2007) and illustrated in Fig. 5. (Although the relative permittivity
of water is rather large, 81, the water vapour concentration even in a dense cloud is insuf-
ficient to change the real part of the relative permittivity of air from its value of 1 assumed
in (2.1).)

To compare with Fig. 3 (taken from Harrison and Bennett 2007a, their Fig. 2), Fig. 6
shows, for the model conductivity profile presented here, the columnar resistance at low al-
titudes as a percentage of the total columnar resistance between the surface and 10 km. Some
50% of the columnar resistance occurs in the lowest 1.5 km, which is generally within the
planetary boundary layer. Almost 80% of the columnar resistance shown occurs below 4 km
(∼13,100 feet) altitude. This means that, on a mountain of the same height, the columnar
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Fig. 6 Variation of the
percentage of columnar
resistance up to 10 km altitude
plotted for the non-thunderstorm
model conductivity profile given
in Fig. 5

resistance to the ionosphere is only a little more than a quarter of that from sea level. This
is because the model columnar resistance to 10 km altitude is 156 P� m2, whilst the total
columnar resistance from the surface to the ionosphere is 167 P� m2. For this model profile,
∼93% of the total columnar resistance is below 10 km altitude.

Tinsley and Zhou (2006) presented a comprehensive model of the atmospheric conduc-
tivity in the fair weather part of the global circuit. Their model incorporates varying galac-
tic cosmic ray fluxes from solar minimum to solar maximum, a realistic latitude/longitude
and seasonal dependence of radon ionization at ground level and its transport by winds,
varying aerosol populations, and the effects of large volcanic explosions on stratospheric
aerosols (and hence on the electrical conductivity of the stratosphere). Following a northern
hemisphere volcanic eruption introducing sulphur dioxide and water vapour into the lower
stratosphere, ultrafine aerosol particles participate in the inter-hemispheric circulation of the
stratosphere/mesosphere (see Karlsson et al. 2007). Thus, these particles are incident from
above over the Antarctic.

Figure 7 (Fig. 10 in Tinsley and Zhou 2006) shows the particle effect in reducing the
stratospheric conductivity dramatically; the solid line in panel (d) is for solar minimum
conditions and the dot-dash line is for solar maximum. For low volcanic activity conditions,
the dotted and dashed lines are for solar minimum and maximum conditions, respectively.
Panel (a) shows conditions over the ocean where there is no radon source, (b) over the desert
where there is a significant radon source, and (c) above the Himalayas.

Figure 8 shows a new compilation of measurements made from 1966 to 1979 by the
UK Met Office at Kew Observatory, just to the west of London, U.K. (52◦N, 0◦W). These
measurements determined the potential gradient PG, total air conductivity σ t and the vertical
conduction current density J z on all fine (i.e. electrically undisturbed) days at 15 hours
Universal Time (UT). The PG ranges from 57 V m−1 to 1197 V m−1, and has a mean value
of 358 V m−1. More than 95% of the PG values measured at Kew exceed our model typical
value of 130 V m−1. The values of J z are generally small, ranging from 0.1 pA m−2 to 3.6
pA m−2, with a mean value of 1.4 pA m−2. The total air conductivity was not measured
directly, but calculated as J z/PG using the Wilson method (Harrison and Ingram 2005).
From the distribution of σ t, 95% of the values are less than 10 fS m−1, and the mean value
of σ t is 4.5 fS m−1. The low conductivity values and high PGs measured at Kew indicate
that this was a polluted site.

By contrast, at Marsta, a rural site 10 km north of Uppsala, Sweden (60◦N, 17◦E), from
1993 to 1998 the mean conductivity was found to be large, ∼40 fS m−1, due to the relatively



An Overview of Earth’s Global Electric Circuit and Atmospheric Conductivity 93

Fig. 7 Plots (a) to (c) are model conductivity profiles for a variety of surface types, (a) ocean, (b) desert,
(c) Himalayas. Plot (d) shows conductivity at high latitudes during periods of solar minimum (solid line),
solar maximum (dot-dash line), low volcanic activity (dotted line) and high volcanic activity (dashed line).
(Taken from Tinsley and Zhou 2006)

Fig. 8 Histograms of the frequency distributions of potential gradient (PG), total air conductivity (σ t) and
vertical conduction current density (J z) as measured at the Kew Observatory, London, from 1966 to 1979

large concentration of radon there, and the mean electric field small, ∼65 V m−1 (Israelsson
and Tammet 2001, their Fig. 1). These values lead to a mean J z of ∼2.6 pA m−2. Both the
electric field and conductivity values vary, typically by a factor of two.

It is concluded from these results that atmospheric conductivity is the most important
determinant of the global electric circuit and its properties.
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6 Ionospheric Conductivity

In the lowest ionosphere, at heights ∼80 or 90 km, where electron–neutral collisions are
very frequent (∼106 s−1), the ionospheric conductivity is due to electrons. It is equal to
neeμe, using (4.1), where, by definition μe = e/(meν), and is the velocity gained in unit
electric field E. The conductivity may also be expressed as

σ = nee
2

meν
, (6.1)

where ne is the electron density, e is the charge on the electron, me is the mass of the elec-
tron and ν is the electron–neutral collision frequency (Rishbeth and Garriott 1969, p. 133,
Schunk and Nagy 2000, p. 131). This may also be expressed as

σ = εoω
2
p

ν
, (6.2)

with ω2
p being nee

2/ε0me. Near 90 km at night the plasma frequency and e–n collision
frequency are essentially equal so that the conductivity is ε0ωp, which is ∼5 × 10−6 S m−1;
the ionosphere is evidently an extremely good conductor at ∼10 Hz.

In the presence of the geomagnetic field B , charged particles do not move directly along
an electric field E applied from above; they move in cycloidal paths across the planetary
magnetic field as well as up or down it (Rishbeth and Garriott 1969, their Fig. 31). There-
fore the ionospheric conductivity is a tensor quantity (Rishbeth and Garriott 1969, p. 137),
because currents can flow

(a) parallel to E, parallel to B , when the “direct” conductivity (as in the previous paragraph)
is used,

(b) parallel to E, perpendicular to B , when the Pedersen conductivity is appropriate, and
(c) perpendicular to E, perpendicular to B , when the Hall conductivity is used (Schunk and

Nagy 2000, p. 131).

Up to 105 km altitude, electrons dominate when considering the Earth’s ionosphere and
its magnetic field, and from 105 to 140 km ions are important. More complicated expressions
for the refractive index of a plasma result when the geomagnetic field is included. These
involve magnetoionic theory and the Appleton-Hartree dispersion relation for waves which
can propagate in the plasma, and are given, e.g., by Budden (1985) and Stix (1962).

7 Observations of Global Atmospheric Electric Circuit Parameters

7.1 Surface Potential Gradient Measurements in Clean Air

Locating global circuit signals in continental surface station measurements is difficult as
these are often masked by local changes due to aerosol pollution, space charge, radioactive
pollution, and disturbed weather conditions. In order, the most suitable parameters for mon-
itoring the global circuit are the ionospheric potential VI, the vertical air–Earth conduction
current Jz, and the PG. Even so, clear evidence of the atmospheric electric circuit exists in
potential gradient (PG) data obtained in remote locations, far from sources of pollution, and
during fair weather conditions. One of the first such PG data sets, with enduring importance,
is that obtained by the research ship Carnegie.
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Fig. 9 (a) Histogram of the frequency distribution of hourly PG values obtained on Carnegie cruises 4, 5,
6 and 7 (1915–1929). (Note that the 36 values above 600 V m−1 have been excluded for clarity, and there
are 6784 data points remaining.) (b) Diurnal variation of the Carnegie mean hourly PG with values selected
to illustrate fair weather conditions: hourly values >200 V m−1 have been excluded, as have days on which
there were less than 12 hours of fair weather

The Carnegie’s ocean cruises occurred between 1915 and 1921 (cruises 4, 5 and 6), with
its final cruise (cruise 7) between 1928 and 1929 before the vessel was destroyed by fire.
Figure 9(a) shows the distribution of all available positive hourly PG values measured by
the Carnegie during cruises 4, 5, 6 and 7. The maximum PG was 1137 V m−1, but the few
values above 600 V m−1 (36 out of a total of 6820 values) have been excluded from the
following analysis. (This was primarily for clarity, but such large positive values are not
known to occur in fair weather conditions and are therefore expected to have resulted from
local effects unrepresentative of the global circuit, such as fog, mist or sea-spray. These
outliers did not contribute to the shape of the PG distribution, and the long right hand tail
contains very little information compared to the rest of the distribution.) On cruises 4, 5,
and 6, the PG was measured hourly during “diurnal runs”, which were made twice a month
and only when there was “no abnormal weather”. Cruise 7 measured the hourly PG on
most days, and in all weather conditions. On all cruises the PG was not recorded if it was
negative. From Fig. 9(a) it is clear that most of the values lie between approximately 50
and 250 V m−1. The interquartile range is from 106 to 168 V m−1, and the median value is
134 V m−1.

It is possible to select only fair weather (FW) PG data by utilizing the simultaneous
weather records from cruise 7, and noting that from Fig. 9(a) 85% of PG values are less
than 200 V m−1. Figure 9(b) shows the Carnegie diurnal variation of mean hourly FW PG,
selected using the above criteria. This characteristic diurnal variation in PG, which was in-
dependent of the global position of the ship, is one of the most famous results in atmospheric
electricity, widely known as the Carnegie curve. It has a single diurnal cycle variation, with
a maximum at about 19UT, and a minimum at 04UT. It was later shown that the Carnegie
diurnal variation has a similar shape to the average UT variation of global thunderstorm ac-
tivity (Whipple and Scrase 1936), providing corroborating evidence (Aplin et al. 2008) that
thunderstorms play an important role in the global circuit. The Carnegie curve is regarded
as the standard against which measurements are compared to demonstrate a global circuit
variation. If the correlation between measured data and the Carnegie curve is good, then it
is inferred that the measurements are likely to be globally representative (Markson 2007).
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Fig. 10 Seasonal variation in PG data obtained during cruises 4, 5, 6 and 7 of the Carnegie for the four sea-
sons, representing the distribution of hourly values with notched box plots, for (a) DJF = December, January,
and February, (b) MAM = March, April, and May, (c) JJA = June, July and August, (d) SON = September,
October and November. All PG values are for fair weather and <200 V m−1. (The box width is proportional
to the square root of the number of values in each interval, and the edges, and line in the centre, of each box
show the upper and lower quartiles, and the median, respectively. Notches indicate the 95% confidence limits
on the medians and the whiskers extend to 1.5 times the inter-quartile range)

This curve emerges when hourly PG data are averaged over a suitably long time period, but
is rarely seen in a single day’s data, as local effects tend to dominate over the global circuit
variation.

Figure 10 shows plots of Carnegie diurnal variation in FW PG for four different sea-
sons, (a) DJF, (b) MAM, (c) JJA, (d) SON. (DJF = December, January, and February,
MAM = March, April, May, JJA = June, July and August, and SON = September, October
and November.) From Fig. 10 it is clear that most seasons have similar single cycle diurnal
variations, with the exception of JJA. A possible explanation for the difference during JJA
is that the small number of FW values available was insufficient to give a true indication of
the hourly PG. (The mean number of points used in the calculation of the mean hourly PG
was 56 in DJF, 46 in MAM, 94 in SON, but only 31 in JJA.) From Fig. 10, we see that the
times of the maxima differ with season, ranging from 15UT in DJF, to 20UT in SON, whilst
the minima occur more consistently between 03UT and 04UT. It can also be seen that the
difference between the hourly maxima and minima median PG is statistically significant at
the 95% confidence level for DJF, MAM and SON.

7.2 Ionospheric Potential Measurements

The ionospheric potential VI is measured by integrating the vertical electric field profile from
the surface to the ionosphere, using balloon ascents or aircraft. The ionosphere is thought to
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Fig. 11 Plot of VI data measured by the research ship Meteor in the Atlantic (vertical scale at right, solid
points, and dashed line), and surface PG data, measured at Lerwick, Scotland (vertical scale at left, open
points, and solid line), against simultaneously measured VI data from Weissenau, Germany from 17 March–2
April 1969

be an equipotential surface (i.e. the ionospheric potential has the same value everywhere),
except near the poles, where the solar wind interacts most strongly with the geomagnetic
field. Mülheisen (1971) plotted VI data, measured by the research ship Meteor in the At-
lantic, against simultaneously measured VI data from Weissenau, Germany in 1969. This
plot can be seen in Fig. 11; the gradient of 0.989 is very close to unity, which would be
the case if the simultaneous values at both sites were exactly equal. With the square of the
correlation coefficient between the two variables, R2, being 0.67, it is clear that there is a
close link between VI as measured at both sites. The additional set of points in Fig. 11 shows
surface PG data, measured at Lerwick, Scotland (a remote location in the Shetland Isles) on
fair weather days for the same period, against the Weissenau VI. There is also a linear re-
lationship, indicating that the surface PG at Lerwick is related to the ionospheric potential
above (Harrison and Bennett 2007b).

7.3 Atmospheric Electrical Measurements in Polluted Air

The PG is primarily determined by conditions near the Earth’s surface, and is sensitive to
surface layer aerosol pollution and space charge (Chalmers 1967). Unlike PG, the vertical
conduction current J z is controlled by the total columnar resistance from the surface to
the ionosphere, and is thus not so susceptible to local surface conditions. Figure 12 shows
an example from the atmospheric electrical measurements at Kew observatory, London,
during 1966–1978. Figure 12(a) displays PG, (b) total air conductivity σ t, and (c) J z. The
air conductivity in Fig. 12(b) was not measured directly, but calculated from Ohm’s law
when simultaneous measurements of PG and J z were available. It is clear that there is a
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Fig. 12 (a) PG, (b) total air conductivity σ , and (c) J z data from Kew observatory during 1966 to 1978

strong annual cycle in the PG and conductivity, but not in J z. This is a result of local aerosol
pollution, which affects the conductivity, and in turn the PG. In regions having large aerosol
concentrations, the small ions, which are responsible for the conductivity of atmospheric air,
are scavenged by the much larger aerosol particles; as a result the conductivity decreases. If
J z is constant, or shows only a small variation, a conductivity decrease will increase the PG.

The diurnal variation in surface PG in clean air has a single daily maximum, as shown
by the Carnegie curve. However, at polluted sites, there are usually two maxima, coincident
with the time of maximal local aerosol concentrations (Harrison 2006). Because of the low
sensitivity of J z to conductivity changes, there is a greater chance of detecting global sig-
nals from long-term surface measurements of J z. However, it must be recognized that J z

observations are rare compared with observations of PG.

7.4 Similarities in Electrical Measurements at Different Sites

Synchronous variations of the electric field recorded at widely spaced stations are a direct
manifestation of the operation of the global atmospheric electric circuit. One such example is
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the Carnegie curve diurnal variation. Another example is the similar variation of the electric
current density at Vislandi, Estonia, and Waldorf (USA), stations approximately 8000 km
apart (Ruhnke et al. 1983).

Simultaneous observations of atmospheric electric field have been performed in the sum-
mers of 2005 and 2006 at three Russian stations—Borok (58◦04′N, 38◦14′E), Prozorovo
(58◦23′N, 37◦39′E) and Gorodets (56◦41′N, 43◦26′E)—where the station separations lie
between 100 and 370 km (Anisimov et al. 2007). Variations of the electric currents and
the atmospheric conductivities were also measured at the two stations (Anisimov et al.
2007). Cross-correlation of the electric field data from 27 July to 8 August 2005, under fair
weather conditions, revealed two statistically significant maxima for the stations of Borok
and Gorodets, shown in Fig. 13(a). The first corresponds to synchronous data, while the sec-
ond exhibits a time lag of 10 hours, from which we conclude that both global and regional
(i.e. synoptic meteorological) scale perturbations exert an influence on the global circuit.
Using wavelet spectra on 2 and 3 August 2005, the amplitude of harmonics with 8–16 hour
periods (at Gorodets) and 6–10 hour periods (at Borok) increased simultaneously. Account-
ing for the detailed geophysical and meteorological conditions occurring enabled correlated
observations to be associated with geophysical events, particularly a magnetic storm on 19–
20 August 2006.

Recent observations clearly demonstrate the important role played by local and regional
(convective) generators; these arise due to the mixing of charged particles in the boundary

Fig. 13 (a) Recordings of the electric field at spaced stations from 27 July to 8 August 2005 (upper trace
Borok, lower trace Gorodets). Data are smoothed by a low pass, 1 h, filter (Anisimov et al. 2007). (b) Compar-
ison of monthly mean PG for December at Wank, Eskdalemuir and Lerwick, adapted from Harrison (2004b,
Fig. 4a). (c) Percentage deviations of mean annual PG from the 12 year mean from 1924–1936 at Ebro,
Watheroo and Huancayo, as measured by the Carnegie Institute (Wait and Mauchly 1937)
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layer over the land surface and lead to short-period (with periods from 1 to 1000 s) electric
field, current and conductivity perturbations (Anisimov et al. 2002). Studies of the spectra
of these perturbations can be used to distinguish between local and global perturbations of
the global circuit.

Similarities between PG values measured at Mt Wank in the Bavarian Alps (47◦30′N,
11◦09′E), and the Scottish stations of Eskdalemuir (55◦19′N, 3◦12′W) and Lerwick (60◦8′N,
1◦11′W), can be seen in Fig. 13(b), adapted from Harrison (2004b). The monthly mean
values of PG for December were calculated for each site, and plotted in Fig. 13(b) as a
comparison of the annual December values. The similar PG variations demonstrate a long-
range correlation between the three sites, as the distances from Eskdalemuir to Wank, and
Lerwick to Wank are 1320 and 1620 km, respectively.

Further evidence of the influence of the global circuit can be seen in Fig. 13(c), adapted
from Wait and Mauchly (1937). In addition to their survey vessels, the Carnegie Institute
of Washington ran three observatories, Ebro (Spain, 40◦43′N, 00◦44′E), Watheroo (Western
Australia, 30◦16′S, 116◦4′E), and Huancayo (Peru, 12◦4′S, 75◦13′W), all chosen for their
lack of pollution. Figure 13(c) shows the percentage deviations of the mean annual PG from
its 12 year mean value, for 1924–1936. Again there are substantial similarities between the
three stations, providing further evidence of the global electric circuit concept.

7.5 Influence of Solar Energetic Particles on Electrical Parameters

A small number of large helium-filled balloons instrumented to measure tropospheric and
stratospheric electric fields and both positive and negative ion conductivities have been
launched from interesting locations since the 1970s. As an example of the results obtained
by such studies, Fig. 14 shows observations made near 71◦S, 10–20◦W, between 30 and
33 km altitude, on 20 January 2005 by Kokorowski et al. (2006) on a balloon launched from
SANAE station, Antarctica. To the left of the vertical dashed line at 06.51 UT, panel (a)
shows measurements of the total ion conductivity of 10 × 10−12 S m−1 (the legend on the
scale should be pS m−1) and panel (b) shows a measured downwards electric field, which is
rather variable, but has a typical value of 0.1 V m−1. Using Ohm’s law, the fair weather ver-
tical current density J z is calculated and plotted in panel (d); its typical value is 1 pA m−2.

Farrell and Desch (2002) predicted that a solar proton event could change the fair weather
electric field at ground level by ∼5%. At 06.51 UT on 20 January 2005, a Solar Energetic
Particle (SEP) event occurred, providing, serendipitously, an unusual experimental opportu-
nity for investigating solar influences on the global circuit. The additional ionization created
by the SEP in the stratosphere increased the total conductivity by an order of magnitude. In
the observations, the vertical electric field falls to near zero, and gradually recovers over the
next few hours until 14.00 and 15.56 UT when sudden changes occur; these are unexplained
as yet. For four hours from 10–14 UT the deduced fair weather current density increased
from ∼2 to up to 6 pA m−2 at this location, inside the southern polar cap. Taking the area
of the polar caps bounded by the auroral ovals to be ∼2.5% of the Earth’s surface area, the
fair weather current density would presumably decrease by ∼10% over the remainder of
the Earth to compensate for this, on the assumption that nothing else changed in the DC
global circuit. It would be very interesting to examine simultaneous atmospheric electric-
ity data from stations around the world to investigate whether related changes were indeed
observed, or whether the situation was more complex.
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Fig. 14 Balloon observations made between 31 and 33 km altitude on 20 January 2005 of (a) atmospheric
conductivity in pS m−1, (b) vertical electric field (positive upwards) in V m−1, (c) weak horizontal electric
fields in V m−1, and (d) calculated vertical current density through the atmosphere in pA m−2. At 06:51
U.T. (left hand vertical dashed line) the onset of a solar energetic particle (SEP) event occurred; at 14:00 and
15:56 UT (two vertical dashed lines towards the right) the observed vertical electric field suddenly changed.
(Taken from Kokorowski et al. 2006, their Fig. 2) (Copyright American Geophysical Union, reproduced with
permission)
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8 Model Studies

Global circuit modelling is a subject of long-term interest (see, e.g., Volland 1995, and
references therein). Recent studies are based on new experimental results, and they seem to
provide a deeper understanding of how the global circuit operates.

In terms of possible comparisons with the atmospheric electricity of other planets, recent
studies of global circuit energetics are of especial interest. In particular, Mareev and Anisi-
mov (2007) estimated the total electrostatic (not electromagnetic) energy of the atmosphere
and the total mean rate of energy dissipation; this has allowed an estimate to be made of the
lifetime of electric energy in the atmosphere. This time turns out to be rather small, from
about 30 to 120 seconds, depending on the assumptions made about the parameters control-
ling the global electric circuit. In particular, the energy lifetime is less than the relaxation
time of the global capacitor (∼125 s, see Rycroft et al. 2007), and of the field relaxation
time near the Earth’s surface (∼15 minutes). This is explained by the fact that the main con-
tributions to the total energy and its dissipation rate are related to the higher altitudes of the
most active parts of thunderstorm clouds.

The important role of mesoscale convective systems (MCSs) in the global electric circuit
has been quantified through model calculations. Davydenko et al. (2004) developed a 3-D
model which allowed the electric field and current distribution, based upon experimental re-
sults, to be calculated. Depending on the polarity, magnitude, and thickness of the stratiform
region, an MCS can either serve as a generator for, or a discharger (Davydenko et al. 2004)
of, the global circuit. The electrostatic energy in a typical thunderstorm is estimated to be
1010–1011 J, while for the most intense thunderstorms it can exceed 1012 J (see Davydenko
et al. 2004; Mareev and Anisimov 2007).

In recent work, Rycroft et al. (2007) used the model atmospheric conductivity profile pre-
sented here as Fig. 5 in an “electrical engineering” software model of the global atmospheric
electric circuit. Their model has thunderstorm generators and precipitation from electrified
shower cloud generators of comparable magnitude which maintain the ionosphere at a po-
tential of 250 kV with respect to the Earth at zero potential, and provide a fair weather
current density (vertically downwards) of 2 pA m−2 through a resistance r = 250 �. The
time constant of the fair weather circuit is rC = 125 s.

Rycroft et al. (2007) calculated the electric field distribution and charge density below,
through and above a model thunderstorm which produces either negative cloud-to-ground
(−CG) or +CG lightning discharges. They found that 1 ms after a +CG discharge (having
significant continuing current) the electric field from 76 km down to 55 km exceeded the
threshold for the creation of positive streamers. Thus, a sprite, a mesospheric discharge (for
a full discussion of these, see Fullekrug et al. 2006) could develop there, with downward
moving positive streamers. They also found that the ionospheric potential was reduced by
∼40 V following the +CG model discharge, after which the potential recovered with the rC
time constant.

Further, Rycroft et al. (2007) modelled a sprite as a high conductivity region (10−7 S m−1)

moving from 70 km altitude down to 50 km in 4 ms. This caused a reduction of 1 V in the
ionospheric potential and, hence, a ∼4 × 10−4% reduction in the fair weather electric field.
It would be interesting to investigate whether, under quiet conditions, a superposed epoch
analysis “triggered” by large +CG discharges, occurring anywhere on the Earth’s surface,
could detect such a tiny change. Such large +CG discharges are known preferentially to
cause sprites (see Fullekrug et al. 2006) and to be the source of the so-called “Q bursts”
(Ogawa et al. 1967), strong radio signals at ∼10 Hz which propagate all the way around the
Earth.
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Recently a numerical model of the transient electric field due to CG and inter-cloud (IC)
lightning flashes and their Maxwell relaxation (slow transients) has been developed (Mareev
et al. 2007). The electric field and current distributions, the electric field decay time, and the
total charge transferred to the ionosphere and to the ground have been calculated. Balloon
electric field data have been used to verify the theory. The CG flash efficiency (i.e. the
percentage of net charge contributed to the circuit by both fast and slow lightning transients)
depends strongly on the height of the localized charge in the conducting atmosphere. It
varies from about 15% to 90% as the altitude of the region of charge ranges from 1 to
14 km, for a model with an exponential atmospheric conductivity profile unperturbed by the
thunderstorm. Typical CG flash efficiencies are 55–75%, and IC flash efficiencies 5–15%.
Both CG and IC lightning flashes drive significant slow (∼100 s) transient currents to the
ionosphere and to the ground, in addition to the rapid (∼100 ms) transfer of charge by such
flashes. A comparison of transient (fast) and sustained (slow) currents for particular storms
is extremely important in order to make more definite conclusions on the current balance in
the global circuit, and its variations.

For the study of the general properties of planetary electricity, it is necessary to consider
additional electrical sources in the global circuit besides thunderstorms. One of these is a
unipolar dynamo mechanism caused by the non-rigid rotation of the planet-plasmasphere
system (Bespalov and Chugunov 1996). A magnetized rotating planet, whose magnetic mo-
ment is M , and the surrounding plasma envelope form a planetary generator with an output
voltage of ∼μ0Mω0/(4πR) volts (where ω0 and R are the angular velocity and radius of the
planet, respectively, and μ0 is the magnetic permeability of free space), which is applied to
the upper atmosphere. Distributions of the electric potential, current density and charge den-
sity in the atmosphere and in the magnetosphere have been determined, taking into account
the altitude variation of the atmospheric conductivity for fair weather conditions (Bespalov
et al. 1996). The model gives a reasonable value for the electric current density in the at-
mosphere near the Earth’s surface, about 10−12 A m−2. Davydenko et al. (2004) emphasized
the significance of the conductivity exponentially increasing with height for this mecha-
nism. They also showed that the variation of the atmospheric conductivity distribution with
latitude gives rise to an additional, latitudinally uniform, radial electric field in the lower
atmosphere. For the Earth, the additional potential arising from this effect is of the order of
15% of the potential difference applied to the atmosphere.

9 Conclusions

In the Earth–atmosphere–ionosphere system, the vertical profile of the electrical conductiv-
ity from the surface to the ionosphere is such that it fortuitously bounds a low conductivity
region (the atmosphere) by two high conductivity regions (at the Earth’s surface and the
ionosphere). This has interesting and important consequences for electric current flow and
the propagation of electromagnetic waves. In the first case, electric currents generated in
disturbed weather regions (i.e. thunderstorms and electrified shower clouds) permit current
flow in fair weather regions (the “DC global circuit”) whereas, in the second case, electro-
magnetic waves radiated by lightning discharges propagate an Extremely Low Frequency
(ELF) radio wave all the way around the world in the surface–ionosphere waveguide (the
“AC global circuit”).

For the DC global circuit, measurements made close to the surface are relatively the most
abundant, particularly those of the PG. Local variations in aerosol frequently dominate such
PG measurements, causing a diurnal cycle in the PG which is that of the local smoke or
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aerosol variations. In clean air, or air with small aerosol variations over the diurnal cycle,
a diurnal variation known as the Carnegie curve can be obtained through averaging. This
variation is independent of location and local time of day, and is a characteristic of the global
circuit. A global circuit parameter measured at the surface less sensitive to local aerosol
pollution is the vertical air–Earth current density. This current density is associated with
the potential difference between the two bounding equipotential regions of the ionosphere
and surface; Ohm’s law applies. Several results of recent modelling studies of atmospheric
electric phenomena are discussed, and these complement the observational results well.

The most important conclusion drawn is that the atmospheric conductivity profile deter-
mines the existence of both DC and AC global electric circuits, and substantially influences
their properties.
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Abstract Charged molecular clusters, traditionally called small ions, carry electric currents
in atmospheres. Charged airborne particles, or aerosol ions, play an important role in genera-
tion and evolution of atmospheric aerosols. Growth of ions depends on the trace gas content,
which is highly variable in the time and space. Even at sub-ppb concentrations, electrically
active organic compounds (e.g. pyridine derivatives) can affect the ion composition and size.
The size and mobility are closely related, although the form of the relationship varies de-
pending on the critical diameter, which, at 273 K, is about 1.6 nm. For ions smaller than
this the separation of quantum levels exceeds the average thermal energy, allowing use of a
molecular aggregate model for the size-mobility relation. For larger ions the size-mobility
relation approaches the Stokes-Cunningham-Millikan law. The lifetime of a cluster ion in
the terrestrial lower atmosphere is about one minute, determined by the balance between ion
production rate, ion-ion recombination, and ion-aerosol attachment.

Keywords Atmospheric electricity · Lightning · Atomic and molecular clusters · Electrical
properties · Particles and aerosols in meteorology
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1 Sources of Ions and Ionization Rate

The ionization rate q quantifies how many ion pairs are created per unit volume of gas
per unit time (Israël 1970). Ions and free electrons are generated in a gas when a molecule
or atom is excited with an energy exceeding the ionization potential. Typical ionization
potentials for some gases in the terrestrial atmosphere are: H2 15.4 eV, N2 15.6 eV, and O2
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12.1 eV. Ions are also created when an ion or electron encounters a neutral molecule in a
strong electric field, which leads to an ionization avalanche and electric breakdown, such as
in a lightning discharge.

In the terrestrial upper atmosphere, the mean free path of ions is long and even a relatively
low electric field can cause ionization by ion-molecule collisions. This is not, however, a
dominant ionization process in planetary upper atmospheres, where the main ionizing agents
are electromagnetic and corpuscular radiation emitted by the Sun.

Thermal ionization is generally negligible in atmospheres, which can be demon-
strated from the Saha-Langmuir theory (Engel 1965). Using this theory, the concentra-
tion of ions (in cm−3) generated by thermal collisions is roughly estimated as 1.3 ×
1017

√
p
√

T exp(−11600ϕ/T ), where the gas pressure p is in mbar, the ionization poten-
tial φ is in eV, and temperature T in Kelvin. For an ionization potential of 10 eV, an ion
concentration of ∼1 cm−3 requires a temperature of ∼1300 K at 1000 mbar pressure, and
∼1400 K at 1 mbar. As typical maximum temperatures in planetary atmospheres are about
850 K, the probability of thermal ionization is therefore small.

Electromagnetic ultra-violet radiation ionizes dayside planetary atmospheres for wave-
lengths λ less than the Lyman beta wavelength (λ = 103 nm). Only exceptional gases like
NO (ionization potential 9.3 eV) can be ionized by the more intense Lyman alpha radia-
tion (λ = 122 nm), although dayside photoionization also seems important in the Martian
atmosphere (Tripathi et al. 2008). Another important factor in upper atmosphere ionization
is the precipitation of solar electrons and protons, and meteoritic sources (Molina-Cuberos
et al. 2008). The maximum ionization rate in the terrestrial upper atmosphere is of order
103 cm−3 s−1.

Solar corpuscular and shortwave electromagnetic radiation are efficiently absorbed in the
terrestrial upper atmosphere and do not generally directly affect the lower atmosphere. In the
terrestrial lower troposphere, some ions are generated by photoemission of electrons from
aerosol particles, a process which requires less than half the energy necessary for ioniza-
tion of gas molecules. Photoemission is usually neglected in the terrestrial atmosphere. In
Titan’s atmosphere, photoemission charging has been considered important (Borucki et al.
2006), from assuming that the photoemission threshold appropriate for Titan’s haze is that
for graphitic particles (Bakes et al. 2002). Predictions of the Titan conductivity profile de-
rived from such assumptions differ from the Huygens probe’s preliminary findings however,
therefore photoemission may be considerably less important (Borucki and Whitten 2008).

The terrestrial lower atmosphere is ionized by galactic cosmic rays, from which the ion-
ization rate reaches a maximum of about 50 cm−3 s−1 in the stratosphere, between 10 and
20 km (Bazilevskaya et al. 2008). Ion transport occurs in planetary atmospheres having
global circuits, which leads to vertical ion transport in the earth’s atmosphere (Aplin 2006;
Aplin et al. 2008). Near to the terrestrial surface, an additional source of ionization is from
natural radioactivity, and the decay of radon and airborne radon daughter nuclides. In sum-
mary, the ionizing factors in the terrestrial lower atmosphere are (Israël 1970):

• Galactic cosmic rays (∼2 ion pairs cm−3 s−1 in the lowest kilometre, increasing with
height up to 50 cm−3 s−1 in the stratosphere). Terrestrial magnetic field variations cause
the cosmic ray ion production rate to vary with geomagnetic latitude.

• Gamma rays emitted from soil and rocks (∼4 ion pairs cm−3 s−1 up to 200–300 m from
surface).

• Alpha radiation from 222Rn and its progeny (∼3 ion pairs cm−3 s−1 up to 1–2 km from
surface).
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The typical ionization rate from all sources near to the terrestrial continental surface is 4
to 8 cm−3 s−1 (Hirsikko et al. 2007) but during calm nocturnal conditions accumulations
of radon (222Rn) and thoron (220Rn) occasionally enhance the ionization rate up to at least
100 cm−3 s−1 in the lowest metre (Nagaraja et al. 2003, 2006). Additionally, deposited radon
daughters can create ions immediately adjacent to the surface. Willett (1985) modelled the
atmospheric electric field close to the surface in calm conditions (known as “the electrode
effect”) over a grass surface, and pointed out that despite the short path of alpha particles,
radon daughter nuclide deposition is an important ionizing factor.

2 Evolution and Classification of Ions in the Terrestrial Troposphere

A free electron and a positive ion are the primary particles resulting from ionization. In
a typical lower atmosphere, the electron encounters an electronegative molecule (e.g. O2)

during the first microsecond, forming a negative molecular ion. If the collision frequency
is high, minor traces of electronegative gases will scavenge all the electrons. In general,
electrons can remain free at low pressure in upper atmospheres, but can only remain free in
lower atmospheres if electronegative gases are absent. For example, in Titan’s atmosphere,
no electrophilic species are present, and free electrons and positive ions remain.

The enhanced chemical activity of ions results in a chain of ion-molecule reactions from
ion-neutral collisions, and a charged molecular cluster known as a “cluster ion” or “small
ion” is formed. The cluster ion lifetime in earth’s lower atmosphere is about one minute,
during which it undergoes thousands of ion-molecular reactions (Luts and Salm 2004; Beig
and Brasseur 2000). The corresponding evolution in ion size and electric mobility depends
on the air’s trace gas content, which is highly variable in the time and space. Theoretical
calculations indicate that, in terrestrial air free of exotic trace gases, the following cluster
ions would be typical (Luts and Salm 2004; Beig and Brasseur 2000):

NO−
3 (HNO3)H2O, NO−

3 (HNO3)n, HSO−
4 (H2O)n,

NH+
4 (H2O)n, H+(NH3)m(H2O)n, H3O+(H2O)n,

where n and m are small integers. If the air contains trace gases with high electron or pro-
ton affinity then longer-lived cluster ions will also include molecules of these gases (Beig
and Brasseur 2000; Parts and Luts 2004). Some electrically-active compounds like pyridine
derivatives can affect the ion composition and size, even at concentrations of less than one
ppb. Thus the measured size and mobility distributions of the cluster ions depend on the mi-
nor contaminants present in the air, therefore the ion property measurements contain some
indirect information about air pollution.

Most cluster ions will be lost through their attachment to an aerosol particle or through
their recombination with another cluster ion having the opposite polarity. In some situa-
tions the cluster ions can continue their growth and become charged aerosol particles, called
aerosol ions. This is known as ion-induced or ion-mediated nucleation (Curtius et al. 2006;
Yu 2006; Kazil et al. 2008; Arnold 2008). This is one mechanism by which new aerosol par-
ticle formation occurs in the earth’s atmosphere (Harrison and Carslaw 2003; Kulmala 2003;
Kanawade and Tripathi 2006). The aerosol particles formed encounter further small ions,
and will be neutralized or recharged on timescales of minutes. Many new neutral aerosol
particles form through other mechanisms, becoming aerosol ions by the attachment of clus-
ter ions.
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Table 1 Classification of terrestrial atmospheric ions according to Hõrrak et al. (2000)

Class of air ions Mobility Diameter Typical

μ (cm2 V−1 s−1) d (nm) concentrations

ntyp (cm−3)

Cluster ions Small cluster ions 1.3–3.2 0.36–0.85 250

Big cluster ions 0.5–1.3 0.85–1.6 100

Aerosol ions Intermediate ions 0.034–0.5 1.6–7.4 100

Light large ions 0.0042–0.034 7.4–22 400

Heavy large ions 0.00087–0.0042 22–80 1300

Cluster ions and aerosol ions may be discriminated by the ratio of the average separation
of internal energy levels �E to the thermal energy kT , where k (k = 1.38 × 10−23 J K−1)

is Boltzmann’s constant and T is temperature. If �E � kT , the internal energy will be
unaffected by thermal collisions and the scattering of gas molecules by ions will be elastic. If
�E � kT , then the colliding molecules will acquire the ion’s internal temperature, causing
the scattering to be inelastic. In the first case (�E � kT ) the ion can be considered as a
charged molecular aggregate, i.e. a cluster ion. In the second case (E � kT ) the ion can be
considered to be a macroscopic particle, i.e. an aerosol ion. At standard temperature (273 K),
the transition diameter between terrestrial cluster ions and aerosol ions is about 1.6 nm, from
theoretical considerations and measurements of ion masses and mobilities (Tammet 1995).
This concept can be extended to other atmospheres, as the transition diameter varies with
temperature T as T −1/3, but it does not depend on the pressure and gas composition.

A detailed classification is based on the measurements of distribution of ions according
to their electric mobility. The mobility μ is a directly measurable parameter defined by
μ = v/E, where v is the drift speed of an ion in electric field E. Traditionally, terrestrial
atmospheric ions have been classified according to their mobility as small (or fast) ions,
intermediate ions and large (or slow or Langevin) ions. The mobility and size range of small
ions is essentially the same as that of cluster ions, with the boundary between intermediate
and large ions arising by convention. Hõrrak et al. (2000) analyzed the correlations between
narrow mobility fractions of atmospheric ions and proposed a classification based on factor
analysis, which is summarised in Table 1.

Concentrations of air ions vary in space and time, and, in general, are different for posi-
tive and negative ions. The typical concentrations ntyp presented in Table 1 are close to the
long-term averages of measurements made at a rural site in Estonia (Hõrrak 2001).

3 Relations Between Ion Size, Mass, and Mobility

Mass and mobility are well-defined concepts for any particle. Measurements provide good
information about the mobilities for all ion classes, but only limited information about
masses for small ions and poor information about sizes for the largest ions. Time-of-flight
methods (Eiceman and Karpas 1994; Eiceman et al. 2001) permit measurement of cluster
ion mobilities, whereas aspiration methods (Tammet 2006; Mirme et al. 2007) allow mea-
surement of both cluster ion and aerosol ion mobilities. Mass spectrometers can measure
cluster ion masses (Viggiano 1993), but determining sizes of large aerosol ions requires
an electron microscope. Radiative methods, permitting remote sensing of ions in planetary
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atmospheres, may also become possible (Aplin and McPheat 2005). There are no known
methods for direct measurements of the geometric sizes of cluster ions and intermediate
ions: sizes of these ions are usually calculated from their measured mobility or mass, using
theoretical models.

The geometric size is an unambiguous and well-defined parameter only in the case of
spherical macroscopic particles. In the nanometre size range, the traditional macroscopic
model of a spherical particle with an exactly determined geometric surface is inadequate.
Although the concept of “mobility diameter” is widely used, this requires that the appropri-
ate mobility-size relationship is known. This presents a paradox, as the mobility-size relation
cannot be established if size itself is not able to be defined. Calculating the cluster ion size
by the Stokes-Cunningham-Millikan equations is unjustified, as these ideas do not apply to
such small particles. Atomic ions are characterized by continuous coordinate functions, in
which the concept of the size does not play any fundamental role. Instead, an acceptable
geometric parameter for a cluster ion is the mass diameter dp , defined as

dp = 3

√
6m

πρ
, (1)

where m is the particle mass and the particle density ρ is considered independent of the
particle size. The internal density of the particles will exceed the bulk macroscopic density.
An array of packed spheres has a density of 0.52ρ for a simple cubic lattice and 0.74ρ for
the closest packing. Uncertainty in the mass diameter arises from uncertainty in the density
of the particulate matter, which depends on the bond length within a cluster. The variation in
bond lengths is a few percent, which presents a lower boundary on the uncertainty of mass
diameter.

In the kinetic theory of particle mobility (Chapman and Cowling 1970; Mason and Mc-
Daniel 1988) the concept of size is explicitly used in the (∞ − 4) potential model. This
model approximates an ion by a virtual rigid sphere, which attracts gas molecules by the
electric polarization force. The mobility is expressed via the collision cross-section. Colli-
sion cross-section calculation is complicated by several factors: (1) the effect of inelastic
scattering of the gas molecules, (2) the diameter dependence of the virtual rigid sphere on
temperature and (3) the effect of van der Waals’ forces. The physics of collisions is rather
complicated and the existing knowledge is not sufficient for ab initio calculation of cluster
ion collision cross-sections. Tammet (1995) proposed a semi-empirical model for cluster
ion and nanometre particle mobility, where the transition from the elastic to inelastic scat-
tering was described by the Einstein factor for melting a cluster’s internal degrees of free-
dom. The model approaches the kinetic theory results in the zero size limit, and the Stokes-
Cunningham-Millikan law in the large particle limit. Differences between carrier gases can
be considered through the choice of gas viscosity, mass and polarizability. The three para-
meters of the model were validated by a fit to laboratory measurements (Kilpatrick 1971),
as shown in Fig. 1.

A theory of cluster ions and nanometre particle mobility was developed by Li and Wang
(2003a, 2003b), and Shandakov et al. (2005). The associated mass-mobility relation was
tested by Loscertales (2000) and Fernandez de la Mora et al. (2003). Discrepancies between
recent theoretical and experimental results, with values calculated from the semi-empirical
model (Tammet 1995) are small. Thus the semi-empirical model is used for the calculations
which follow.

In the zero-size limit studied by Langevin (Mason and McDaniel 1988) the ion mobility
appears inversely proportional to the gas density. Thus ion mobilities are often reduced to
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Fig. 1 Measured (Kilpatrick
1971) and calculated (Tammet
1995) mass-mobility correlation
for ions in nitrogen. Calculations
are made assuming
p = 1013 mbar, T = 473 K, and
ion density = 2.07 g cm−3

standard conditions on this basis, according to the Langevin formula:

μreduced = μmeasured
273.15 K

T

p

101325 Pa
. (2)

The Langevin theory is only a rough approximation when considering real cluster ions. The
mobility can be formally reduced according to (2) for an ion of any size, but the result can
differ substantially from the actual mobility of the same ion when measured in standard
conditions (Tammet 1998). However, (2) will flatten the dependence of mobility on the
gas temperature, pressure and ion diameter. The size-mobility relationships can be trimmed
further using the approximate inverse proportionality of mobility to the expression (d +d0)

2,
where d0 = 0.3 nm is a good choice for ions in nitrogen or air. The “trim mobility”, which
is conventionally defined as

μtrim = μ
273 K

T

p

1013 mb

(
d

1 nm
+ 0.3

)2

, (3)

equals the actual mobility of typical 0.7 nm cluster ions in standard terrestrial conditions.
Figure 2a shows the trim mobility dependence on the ion mass diameter, for three values of
the ionic matter density. A typical density for ionic matter of terrestrial atmospheric ions is
about 2 g cm−3. The example shows that the density of ionic matter affects the mobility only
for cluster ions smaller than 1.6 nm. The mobility of intermediate and large ions depends
only on the geometric size and is practically independent of the ionic matter density.

Figure 2b shows that the proportionality of the mobility to temperature, also described in
the Langevin model, is only a very rough approximation. According to the Langevin theory,
the curves in Fig. 2b should be horizontal lines. Intuitively this suggests that the mobilities
of large particles, which can be described by the Stokes-Cunningham-Millikan model, may
not follow the temperature proportionality. However, even in case of small cluster ions with
diameter 0.5 nm in Fig. 2b, the deviation from horizontal lines is substantial. A final point
is that, in accordance with the Langevin theory, mobility should be inversely proportional
to gas pressure and therefore the curves in Fig. 2c should be horizontal. The 0.5 nm ions
satisfy this condition well, with only small deviation from the inverse proportionality even
for 1 nm cluster ions. In conclusion, the Langevin model is more effective in describing the
pressure variation of mobility than the temperature variation.

Cluster ions in different carrier gases usually have different chemical compositions and
sizes. If it were possible for ions of the same composition and size to exist in different
carrier gases then the mobility will be, very roughly, inversely proportional to the square
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Fig. 2 (a) Trim mobility of ions of three different densities in nitrogen (p = 1000 mbar, T = 300 K).
(b) Trim mobility of ions of three different sizes in nitrogen (p = 1000 mbar, density of ionic matter
2 g cm−3). (c) Trim mobility of ions of three different sizes in nitrogen (T = 300 K, density of ionic matter
2 g cm−3)

Fig. 3 Ratio of ion mobility in
H2 to the mobility of the same
ion in N2 at three different
temperatures (p = 1000 mbar
density of ionic matter 2 g cm−3)

root of the molecular mass of the gas. For example, the ion mobility in hydrogen should be
about

√
14 ≈ 3.7 times greater than in nitrogen. The actual mobility ratio is not far from this

value, although it also varies with environmental parameters, see Fig. 3.
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4 Ion Balance Equations

The concentration of cluster ions arises from the balance between ion production, and losses
from ion-ion mutual recombination and ion-aerosol attachment to background aerosol par-
ticles, which occurs in many atmospheres (Tripathi et al. 2008). For positive and negative
cluster ion concentrations n+ and n−, the bipolar ion balance equations are

dn+
dt

= q − αn−n+ + s+
p n+,

(4)
dn−
dt

= q − αn+n− + s−
p n−,

where α is the cluster ion-ion recombination coefficient and sp is the sink rate of clus-
ter ions to aerosol particles. The cluster ion recombination coefficient α for the terres-
trial lower atmosphere is generally in the range of 1.4−1.6 × 10−12 m3 s−1 (Israël 1970;
Hoppel and Frick 1986), close to values calculated from the three-body recombination the-
ory of Thomson (1924). In the simplest case of a clean atmosphere, when ion-ion recombina-
tion is the only loss term (sp = 0), n+ = n−. Measurement of the bipolar ion concentrations
therefore provides a test on whether aerosol is present in an atmosphere and if the aerosol is
charged.

To consider the ion loss rates in an atmosphere containing aerosol particles, the sink rates
sp need to be evaluated. These coefficients are predicted using an attachment theory, which
considers the collection rate of ions by a particle. This can be illustrated by considering
the effect on a spherical particle of radius a exposed to a bipolar concentration of ions, see
Fig. 4. Ions pass to the particle by diffusion and electric migration, with a net local ion flux
Ir given by

Ir = D
dn

dr
+ μE(r)n(r), (5)

where the first term represents diffusive transport (ion diffusivity D) and the second term
electrical transport under an electric field E, if no account is taken of the relative polarities
of ions and particle. The radial electric field E(r) experienced by an ion at a distance r from

Fig. 4 Motion of ions close to a
charged aerosol particle, and the
limiting sphere concept
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a sphere carrying a total charge je is

E(r) = e

4πε0

(
j

r2
+ 2(2r2 − a2)e

r3(r2 − a2)2

)
, (6)

in which the first term arises from the Coulomb potential, and the second term from image
charge effects (Jackson 1975). (The elementary charge e = 1.6 × 10−19 C and the permit-
tivity of free space, ε0 = 8.85 × 10−12 F m−1.) Gunn (1954) neglected image effects, using
only the Coulomb force, leading to a particularly simple form for the local ion flux to the
particle

D
dn

dr
− je

4πε0r2
μn(r) = I

4πr2e
, (7)

to which an analytical solution can be found using an integrating factor. Up to a small dis-
tance δ (of order one ionic mean free path) from the particle, the ions are considered to move
by kinetic theory.

Within this limiting sphere region, the ion current can be estimated from ion concentra-
tions and thermal speeds as

I = 4πa2ecn(δ), (8)

where c is the mean ion speed. Equating the two ion fluxes at the limiting sphere, Gunn
(1954) found analytic attachment coefficient expressions

β±1j (a) = jeμ±
ε0[± exp(±2Lj) ∓ 1] , (9)

where β±1j is the attachment coefficient for ions (sign ±1) to a particle carrying j elemen-
tary charges, L = e2/8πε0akT , and μ+ and μ− are the positive and negative ion mobilities
respectively. (In terms of the sink rate sp, sp = βZ.) For the special case of neutral particles,
the limiting value is

β(a) = 4πkT μ±
e

a. (10)

Using this relationship for neutral particles, it can be shown that

n+
n−

= μ−
μ+

. (11)

Thus if the bipolar ion concentrations have the inverse ratio to the ion mobilities, there
is aerosol present which is uncharged. (This condition is equivalent to equal positive and
negative air conductivities.) However, this leads to the presence of space charge and a cor-
responding electric field, which will complicate the problem.

Table 2 presents the ratios between ion concentrations and ion mobilities for the three
cases of no aerosol, neutral aerosol and charged aerosol.

In general, charged aerosol consists of particles of different sizes carrying different
charges. The charge distributions can be found by detailed balance equations for charge-
exchange between ions and particles (e.g. Boisdron and Brock 1970; Yair and Levin 1989;
Clement and Harrison 1992).

Figure 5 summarises measurements of ion mobility and ion concentration made in urban
air at Reading during 2006. The instrument used (Aplin and Harrison 2001) determines both
polarities of ion mobility and ion concentration (Harrison and Aplin 2007), which are plotted
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Table 2 Ratio of bipolar ion concentrations with different aerosol properties

Aerosol concentration Electrical state* Ion concentration ratio

Aerosol-free air n+
n− = 1

Aerosol-laden air Neutral (j = 0) n+
n− = μ−

μ+

Charged (j 	= 0)
n+
n− = μ−

μ+ exp(
je2

4πε0akT
)

*j is the mean number of elementary charges carried by each aerosol particle

Fig. 5 Ion mobility ratio and ion
concentration ratio determined
using a Programmable Ion
Mobility Spectrometer
instrument (PIMS) at Reading
during 2006, obtained on year
days 44–61 and 143–180 with a
30 min measurement cycle. The
dotted line marks the clean air
(no aerosol) case, and the dashed
line the uncharged aerosol case

as bipolar ratios. Referring to Table 2, it is clear that data points do not cluster around the
zero aerosol case or the neutral aerosol case, but show a spread associated with the presence
of charged aerosol. The greater relative variability in n−/n+ than μ+/μ− illustrates that, in
relative terms, ion concentrations vary more than ion compositions.

For smaller aerosol particles the Gunn assumption of no image forces breaks down, and
a more sophisticated theory is required (Fuchs 1963; Hoppel and Frick 1986; Jensen and
Thomas 1991; Stommel and Riebel 2007). A simple mathematical approximation (Tammet
et al. 2006) is

s+
p = 2π

kT

e
μ+

(
(dp − 1.5 nm) − dp + 9 nm

dp + 23 nm
qpdq

)
Z,

(12)

s−
p = 2π

kT

e
μ−

(
(dp − 1.5 nm) + dp + 9 nm

dp + 23 nm
qpdq

)
Z,

where Z and dp are the concentration and the mean diameter of particles, qp is the dimen-
sionless algebraic mean charge of aerosol particles expressed in elementary charges, and dq
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is the characteristic length of Coulomb attachment

dq = e2

4πε◦kT
≈ 1.671 × 104/(T : K) nm. (13)

In the general case of steady-state charging, the derivatives of the ion concentrations
become equal to zero and s+

p n+ = s−
p n−. The solutions for n+ and n− are

n+ =

√(
s−
p

)2 + 4
s−
p

s+
p

α − s−
p

2α
,

(14)

n− =

√(
s+
p

)2 + 4
s+
p

s−
p

α − s+
p

2α
,

although (14) is not an explicit solution of the ion balance problem because the ratio s+
p /s−

p

weakly depends on the average charge of aerosol particles qp . This, in turn, depends on
the ion concentrations. If charge exchange by electric currents can be neglected, the space
charge density n+ − n− + qpN = 0 and qp = (n− − n+)/N . In this case the ion concentra-
tions can be easily calculated in a rapidly converging iterative process using (14) and starting
from the first approximation qp = 0.

5 Conclusion

The properties of cluster ions are influenced by the properties of the atmosphere in which
they are formed, both in terms of their composition, which is related to the trace gases
present, and their concentration, which primarily depends on the amount of aerosol. Because
of the large variability in aerosol concentrations, the concentration of ions varies more than
the mobility. In most cases charge exchange between the cluster ions and the aerosol present
will cause the aerosol to become charged. The possible role of ions and charged aerosol in
cloud formation in planetary atmospheres presents a new frontier in this science area.
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Abstract This paper presents a short overview of our current understanding of the gener-
ation of charged particles in different environments and circumstances (e.g. thunderclouds,
dust storms, volcanic plumes, rings, and planetary surfaces) and the subsequent spatial sep-
aration that leads to the formation of electrical fields. Different mechanisms are involved on
various scales, starting from the molecular level, through the single particle (droplet, crystal,
solid) and finally the entraining volume (cloud, plume etc.). Encapsulated within a dynamic
and turbulent medium, particles need to come into contact and to immediately separate, to
be later transported away from each other. In order to explain the observed electrical fields
and ensuing lightning or other forms of discharge, these processes need to be extremely
effective. The section will briefly review laboratory results and modeling efforts of charge
separation and electric field build-up in various planetary settings, and cite the appropriate
observations of electrical activity on different planets.

Keywords Lightning · Inductive charging · Non-inductive charging · Graupel ·
Electric field · Polarization · Breakdown electric field · Cloud · Ice · Liquid water drops ·
Deposition · Sublimation · Freezing · Triboelectricity · Fracto-emission · Planetary rings ·
Dust · Dust devil · Photoelectric charging · Numerical models

1 Charging of Thunderstorm

Thunderstorm evolution and the occurrence of lightning are a familiar and clear manifesta-
tion of processes that generate, separate and eventually neutralize electrical charges in na-
ture. The numerous processes operating synergistically within the tumultuous environment
of a mature convective cloud have been studied for more than a century, and thousands of
research papers were published on this topic alone. For the interested reader we recommend
the detailed summaries published as chapters in the books by MacGorman and Rust (1998),
Pruppacher and Klett (2003), Rakov and Uman (2003) and Jayaratne (2003), and Saunders
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(2008) and Stolzenburg and Marshall (2008) in this issue. Clearly, there is no single process
that is solely responsible for cloud electrification, but rather we expect a co-operation of
numerous processes with varying effectiveness and time-dependent dominance.

In the context of planetary lightning, we implicitly assume that identical or anal-
ogous processes to those thought to be important in terrestrial thunderclouds are tak-
ing place in the clouds of other planets. Even though the composition and dynamics of
thunderstorms in other planetary atmospheres may differ substantially from the clouds
of our home planet, it is highly likely that the generation of electric fields, which lead
to breakdown and to lightning with its associated phenomena (TLEs—Transient Lumi-
nous Events (namely, sprites, elves and jets), chemical processes), involves the interac-
tion between large (e.g. precipitation size) particles. Based on our current understand-
ing of condensation processes in planetary atmospheres (Weidenschilling and Lewis 1973;
Atreya 1986) one of the most abundant condensable substances in the solar system is water,
and hence we shall briefly review the main charge generation processes that are involved in
the electrification of H2O clouds.

In order to evaluate the relative importance of various charging mechanisms and to quan-
tify the amount and polarity of charges carried by the interacting particles, laboratory ex-
periments that closely replicate the conditions prevailing within the charged medium are
essential. Few research groups have endeavored to address this complicated issue and those
that deal with water clouds are described in detail in the chapter by Saunders (2008) in this
issue. Such experiments show that during freezing, melting, evaporation and deposition, the
intricate dynamic interplay between the environmental conditions (temperature and vapor
fields) and the properties of the particles (size, shape, fall velocity) leads to different charg-
ing regimes which are independent of any pre-existing external filed.

1.1 Inductive Charging

Inductive charging refers to processes that are induced by the presence of an existing elec-
trical field. There is little knowledge of the existence and properties of electric fields below
the ionospheres and within the deep atmospheres of other planets in the solar system. No
spacecraft measurements, from entry probes (in Venus, Jupiter and Saturn) or from landers
(Venus and Mars), have supplied quantitative and reliable data yet. Such knowledge is es-
sential if one wishes to evaluate the importance of processes whose efficiency is critically
dependent on the strength and orientation of an external field. The pre-existence of a global
background electric field (usually referred to as “fair weather” field, see the chapter by Aplin
et al. 2008 in this issue) ensures that the water particles suspended in the atmosphere will
become polarized. In a vertical, downward directed field (conventionally defined to be neg-
ative), such polarization will cause an excess of positive charge to accumulate in the lower
part of the particle, while negative charge will be preferably located in the upper part. Of
course, in other planetary atmospheres, the ambient electric field may be tilted or reversed
compared to the one existing on Earth, but this fact merely complicates the geometry of the
polarization of cloud particles. Any polarized configuration can lead, due to the occurrence
of various processes, to the creation of oppositely and unequally charged parts of the original
particle, that can be later separated and carried away from each other by cloud dynamics.

The present consensus in the literature judges inductive processes to have little impor-
tance in the early stages of cloud electrification and to be of secondary importance in later
stages, when the intensity of the in-cloud electric field becomes much stronger than the
fair-weather field. The following quote succinctly summarizes our understanding: “The in-
ductive mechanism is attractive because it is simple but in view of the difficulties it is hard
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to imagine how it may operate as a viable charge generation mechanism in thunderstorms”
(Jayaratne 2003). That being said, there is recently a renewed interest in the inductive mech-
anisms, as being able to explain the formation of the lower center of positive charge found
in maturing thunderstorms. Inductive charging is believed to play a role in charging the
stratiform region of mesoscale convective systems, where vertical motions and particle in-
teractions are subdued.

Clearly the importance of inductive processes may be different in other planetary clouds,
though it is hard to evaluate this qualitatively. For example, if liquid drops contain high
concentrations of solute (in the water-sulfuric acid system in Venus), or if ice particles are
highly conductive (in the ammonia-water clathrates in Jupiter), the effectiveness of inductive
charging by rebound collisions may prove to be significant to the electrification of clouds on
those planets.

1.2 Non-inductive Charging

Contrary to field-dependent processes, the term “non-inductive” refers to those charging
processes which are independent of the presence of an external electric field, and whose
efficiency is not impacted by its strength. In the context of thunderstorm charging, the ba-
sic description of this process calls for rebound collisions between graupel and cloud-ice
particles and the selective transfer of a distinct polarity to the larger particle. In ordinary
thunderclouds, the smaller ice crystals are charged positively and then carried to the up-
per regions, while the larger graupel particles charge negatively and descend relative to the
smaller particles. Thus, the charge transfers during encounters of ice crystals and graupel
pellets in the prevalent conditions of temperature, liquid water content and mixing in thun-
derstorms will lead to the normal polarity (positive-over-negative charge) usually found in
observations of terrestrial clouds. A variant of these conditions may eventually lead to a
reversed polarity. Measurements of the charge transfer during collisions of vapor-grown ice
crystals and a riming (graupel) target were reported by Takahashi (1984), Jayaratne (1993),
Saunders et al. (1991), Caranti et al. (1991), Brooks et al. (1997), Pereyra et al. (2000),
Berdeklis and List (2001) and by many others, with different results, some of which can
be attributed to differences in the experimental set-up and/or the choice of variables used
(e.g. liquid water content (LWC) vs. effective water content (EW)). A detailed discussion of
the various results is beyond the scope of this introductory chapter and they are thoroughly
described in the following section by Saunders (2008).

The detailed physical basis for the non-inductive collisional process is still open to specu-
lation. A phenomenological hypothesis involving the growth conditions of the interacting ice
particles in mixed phase conditions, states that the more rapidly growing of the two colliding
particles charges positively. In this context, sublimation (induced by warming in the riming
process) is a state of negative growth. A microscopic description of the collisional encounter
between graupel and ice was suggested by Baker and Dash (1994), who stated that ice in
equilibrium with vapor has a disordered quasi-liquid layer at the ice-vapor interface. The
exact nature of the growth rate of the impacting particles at the point of contact determines
the direction of mass transfer between their quasi-liquid layers. This exchanged mass carries
with it charge from the upper part of the electrical double layer and thus determines the po-
larity of the charge transfer between the particles. The particle with the higher temperature
(and thicker quasi-liquid layer) would lose mass and negative charge to the colder (with a
thinner quasi-liquid layer) particle, thereby leaving the warmer particle positively charged.
Thus, the faster growing particles (by vapor transfer) acquire positive charge (Williams et al.
1991). The full description of the non-inductive process requires the accurate characteriza-
tion of particle surfaces, collisions and ambient conditions where ice and graupel interact.
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Any change in the ambient conditions may flip the polarity of charging, making an accurate
prediction of the sign carried by each particle very difficult.

2 Charging Process of Solid Particles

2.1 Triboelectric Charging

The oldest known process by which solid particles can charge is by frictional contact, com-
monly named triboelectric charging (from the word tribos in Greek, to rub). There is still
no complete theory that fully explains the microphysics of triboelectric charging. A tribo-
electric series is often used to express the strength and polarity by which a certain material
would charge upon rubbing. This list was conceived in the early experiments by the French
physicist Du Fay who in 1773 determined the relative intensity by which certain materials
attract or repel others after rubbing. The triboelectric series can be interpreted as the ten-
dency of any substance to lose surface electrons and become positively charged through
the mechanical friction by another substance. The triboelectric charging process involves a
transient contact between the surfaces of two materials, and the amount of induced charge
on each of the surfaces as they separate depends on such factors as chemical composition,
conductivity, surface properties and morphology.

Dust or ash particles that come into contact with other suspended particles, or that rub
against a solid planetary surface will be charged electrically. Upon separation, the triboelec-
tric accumulation of charges on their solid surfaces leads to an electric field and can cause
sparks and corona discharges, depending on the amount of charge and the properties and
pressure of the atmospheric gas. One dominant factor which controls the effectiveness of
triboelectric charging is the contact time between the colliding particles (or the particle and
the surface), determined by such factors as the surface roughness and impact geometry. The
bigger the surface contact, the greater is the net charge that is induced on the two surfaces
after separation. Rough surfaces—for example, a planetary rocky surface—reduce the sur-
face contact area and thus decrease the amount of charge. Polished and clean surfaces offer
a better contact, a larger contact area and hence would better support triboelectric charging.
An intrinsic property of the materials involved in the processes is the surface work func-
tion, a measure of the ability of the substance to retain the free electrons (occupying the
outermost orbits) of its atoms closest to the interface. Substances with a low work function
are more likely to lose electrons and acquire net positive charge. Qualitatively we can say
that materials with high values of the work function will acquire electrons from materials
with lower work functions, but this of course depends on the intricate details of the contact
between them.

Recent studies have focused on the fact that triboelectric charging occurs in granular
insulating systems even when the colliding particles have identical composition. In such
scenarios smaller particles tend to charge negatively and larger ones positively. Lacks and
Levandovsky (2007) conducted numerical simulations of the charge transfer between col-
liding solid particles made of identical (insulating) materials. The results are explained by
the presence of trapped electrons in high-energy states which are released and transferred
to a particle with no high-energy electrons. When the simulation was ran with a perfectly
unimodal size distribution, triboelectric charging did not occur, but it was much more pro-
nounced for a polydispersed size distribution. This result in line with wind-tunnel exper-
iments by Krauss et al. (2003) and Zheng et al. (2003) that showed substantially greater
triboelectric charging for broad size distributions of dust and sand (Fig. 1). Kok and Renno
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Fig. 1 Discharge rate in the
horizontal-mixing set-up in the
laboratory experiments of Krauss
et al. (2003), as a function of
wind speed for three particle-size
distributions, with ambient
pressure of 8 Torr in a simulated
Martian atmosphere. A clear
increase in the number of
discharges occurs for a mixture
of particle sizes. Used with
permission

(2008) used a numerical sand-saltation model that includes the effects of electrification due
to triboelectric charging and showed that sand electrification increases the particle concen-
tration at a given wind shear velocity and better match observations of sand trajectories.

In the context of planetary electrical phenomena, triboelectric charging will be impor-
tant in scenarios involving large amounts of solid particles suspended and colliding with
each other within an atmospheric medium or in vacuum, or impacting the surface of a solid
planetary body. Such scenarios include dust storms on Earth and on the surface of Mars
(see chapter by Renno and Kok 2008 in this issue) and volcanic plumes on Earth and on
Jupiter’s moon Io, the icy volcanoes on Saturn’s moons Enceladus, Tethys and Dione, and
on Neptune’s moon Triton (see chapter by James et al. 2008, in this issue). The saltation of
sand particles due to wind near the surface will induce numerous impacts of the dust with
the solid layer below, and lead to triboelectric charging of the surface. Laboratory work on
Martian and Lunar soil simulants showed that the average contact charge varies linearly with
the work function of the contacting surface (Sternovski et al. 2002). Charging of dust devils
and the surface can lead to discharge events due to the low pressure on Mars, supporting
sparks and corona (Farell et al. 1999a, 1999b; Farrell and Desch 2001).

In order to quantitatively assess the intensity of various charging processes and their
impacts on the electrical properties of dust storms and lofted dust, Sickafoose et al. (2000,
2001), Sternovski et al. (2002) and Krauss et al. (2003) conducted a series of laboratory
experiments. These teams developed an experimental setup that was used to simulate various
charging regimes, involving simulated Martian and lunar regoliths (Sternovski et al. 2002)
and other materials like copper, zinc graphite and glass (Sickafoose et al. 2000). The dust
particles were falling off a thin metal disk with a small central hole that was agitated by an
electromagnet. A Faraday cup was attached to a sensitive electrometer and the height of the
output pulse indicated the charge on the grain. In one set of experiments, dust particles were
impinged on various surfaces in the form of thin discs laid horizontally inside a vacuum
chamber. These surfaces were made of materials with known work functions (metals: Co,
Ni, Au, Pt, and silica glass). It was found that the charge on a 100 micron dust grain was
usually larger than 105 elementary charges and it varied linearly with dust size. The effective
work functions of the planetary analogs were extrapolated to be 5.8 eV for the lunar and
5.6 eV for the Martian dust regoliths.

2.2 Charging by Fracto-Emission

A sub-class of triboelectric charging is the emission of electrons from freshly exposed
cracks, fractures and fissures in a solid particle surface. This process is known as fracto-
emission and it includes the emission of photons and other particles due to the fracture of
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materials. There is a great variety in the rates and species of the emitted particles, and lab-
oratory experiments are conducted in order to evaluate the characteristic intensity and time
evolution of photon emission (phE), electron emission (EE), positive ion emission (PIE),
and neutral emission (NE) due to the fracturing processes. In natural settings, fractoemis-
sion charging should be important in volcanic plumes (Gilbert et al. 1991; James et al.
2000; Mather and Harrison 2006), where huge amounts of particles collide, explode and
break apart. Charging of volcanic pumice fragments was studied in laboratory experiments
by James et al. (2000), where small silicate particles were produced by collisions between
two samples cut from pumice and their charge was measured. They deduced that the elec-
trification of volcanic plumes results from brittle fragmentation of magma or pumice clasts
within the upper regions of the conduit and in the jet region of the plume. A complete de-
scription is given in another chapter in this issue by James et al. (2008). A unique setting
for charging may occur in the Martian polar regions where sand and ice particles collide
frequently, especially during dust storms occurring in the seasonal thawing-freezing cycle
onset. It was already demonstrated by Jayaratne (1991) that non-sublimating ice particles
are charged positively by impacts of sand grains. The charge is transferred from the ice sur-
face to the dust grains, which carry a net negative charge. This process may complement the
triboelectric charging that would be dominant in drier regions.

2.3 Photoelectric Charging

In photoelectric charging, incident energetic radiation leads to the release of free electrons
from the outermost layer of a solid particle or surface. Atmospheric aerosol particles are
known to accumulate positive electric charge as a result of the photoemission of electrons.
Under the influence of external irradiation, solid particles with a photoelectric work func-
tion below the photon energy will emit electrons and thus remain positively charged. The
effect of strong UV radiation on the charging of suspended dust particles will be most pro-
nounced in vacuum, where no atmospheric absorption diminishes the intensity of the UV
component of the solar spectrum. It was suggested that particle lifting on the lunar sur-
face is a result of photoelectric charging of the dust by solar UV (Horányi et al. 1998).
Sickafoose et al. (2000) investigated photoelectric charging of dust particles by their own
photoemission current and by photoemission from an adjacent surface by illuminating the
dropped dust particles with a high intensity UV source. The results indicate that isolated
grains reach a positive-equilibrium floating potential, dependent upon the work function of
the particle, which causes the emitted electrons to be returned. Dust grains dropped past a
photo-emitting surface reach a negative floating potential for which the sum of the emitted
and collected currents is zero. The organic haze in Titan’s atmosphere is also susceptible to
photoelectric charging, even though the composition of the particles is carbon-based. The
day-night variation in photoelectric charging leads to changes in the aerosol and macro-
molecule charge distribution, which can in turn influence coagulation rates. Consequently,
electrical processes on a molecular scale can have seasonal, global effects on the albedo of
Titan (Bakes et al. 2002).

Another environment where photoelectric charging is important is found in planetary
rings, where enormous amounts of tiny particles are exposed to direct sunlight. In another
chapter of this issue, Graps et al. (2008) review various charging processes operating in the
rings of Saturn, Jupiter and Uranus. The particles in these rings are a mixture of ice and rocky
minerals, with large variations in their physical properties. Charging causes dust particles
to respond to electric and magnetic forces and plays a role in electric field generation. In
Saturn’s E-ring, charged dust is assumed to be levitated above the plane of the rings to form
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“spokes”, which may have long-term effects on angular momentum transport in those rings
(Hartquist et al. 2003) (a different mechanism was recently suggested by Jones et al. (2006)
who contend that the source of the spokes is lightning-induced electron beams hitting the
rings).

2.4 Effect of Chemical Composition

The presence of soluble ionic substances in the liquid and ice phases has a significant effect
on the charging process, and since nature seldom presents pure materials, these effects will
significantly alter the outcomes of particle interaction and charging processes. In the lab-
oratory experiments reported by Jayaratne (1999), a rime ice target made of pure ice with
various concentrations of different soluble compounds was hit by ice crystals and sand parti-
cles. When the target ice contained NaCl in concentrations as low as 10−5 N, the ice charged
negatively at all temperatures, and the magnitude of the charging increased with increasing
concentration and decreasing temperature. The picture became more complicated for dif-
ferent ammonium salts such as NH4OH and (NH4)2SO4. The target ice acquired positive
charge with its magnitude increasing as the temperature was decreased. These observations
are best explained by difference in ion motilities in liquid water and ice, that account for
a depletion of Cl− ions in the liquid, leading to a surplus of Na+ ions in the quasi-liquid
layer (see Sect. 1.2 above), which will be ejected upon collision. This will leave the graupel
negatively charged. The opposite is true for NH+

4 ions. The effect of impurities of NH3, HF
and HCl were explained by Nelson and Baker (2003) in terms of molecular dissociation and
release of ions from the ice lattice to the surface.

Different chemical compositions of CCNs are expected in different planetary settings:
halogen, ammonium and sulfur compounds will undoubtedly comprise CCN and IN within
the giant planets’ atmospheres (West et al. 1986). In Venus, we can expect sulfur-rich par-
ticles to exist in the cloud-forming regions. Such chemical compositions will undoubtedly
affect the charging process and the final charge structure of the clouds, and the locations
of the major charge centers which dictate the locations of lightning discharges in these at-
mospheres. Clearly, experimental data on the charge separation efficiency in these com-
pounds is essential for any attempt to model and simulate lightning generation in planetary
atmospheres.

3 Numerical Models

3.1 Terrestrial Thunderstorm Models

Computer models of thunderstorm electrification are used for studying the dynamical and
microphysical evolution of the different fields as the cloud grows, matures and decays. These
models usually rely on parameterizations of the charge separation mechanisms, in order to
compute the charge distribution on various particles and the resultant electric field. Sophisti-
cated formulations of the lightning process, including branching and neutralization of charge
centers, are crucial for any realistic depiction of the electrical behavior of the storm. As nu-
merical experiments are becoming more accurate and move from single cloud to multi-cell
simulations they can be compared with observational data, thus offering a sensitive tool for
assessing the relative importance of charge separation processes in different parts of the
cloud life cycle. There was a considerable progress in the past 10 years in this field and
we shall briefly review important contributions which possess a potential for addressing the
existing uncertainties reviewed in Sect. 1.2.
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Scavuzzo et al. (1998) used a three dimensional thundercloud model in order to eval-
uate the different formulations of the charging regimes in the non-inductive process (e.g.
Takahashi 1984, henceforth T78 vs. Keith and Saunders 1990 and Saunders et al. 1991,
henceforth S91). In this model, the cloud fields are simulated separately from the electrical
aspects and are used as a background against which different parameterizations are tested.
The model deals with an idealized, isolated, almost symmetric mature cloud and thus cannot
be compared to any real measurements, and its predictions are tested against the “ordinary”
thunderstorm defined by Williams (1995). Their results showed that the non-inductive mech-
anism can by itself produce high electric fields in times comparable to what is observed in
nature. The tripolar charge structure and the charge magnitudes are better reproduced by
the T78 formulation although it over-estimates the extent of the lower positive charge cen-
ter. The T91 formulation resulted in an inverted polarity where negative charge overlies a
lower positive center, without an upper positive center but it leads to a better structure in
the lateral parts of the cloud. The difference was attributed to the different predictions of
positive charging at low LWC. Consistent results showing similar differences between the
T78 and S91 schemes were also obtained by Helsdon et al. (2001) using a 2D cloud model
to study a Montana thunderstorm and by Altaratz et al. (2005) who used a 3D mesoscale
model to study Mediterranean winter thunderstorms. Both these models calculated the elec-
tric field development until the first lightning flash and thus testified to the importance of the
non-inductive process on its own in the initial stages of cloud evolution.

Significant progress in simulating the propagation of the lightning channel within a nu-
merical thundercloud model was achieved by Mansell et al. (2002). They simulated various
types of lightning, including positive cloud-to-ground, negative cloud-to-ground and intr-
acloud flashes. The propagation of the lightning channel is done by using a step-by-step
stochastic bi-directional dielectric breakdown discharging process, where the probability of
the direction of the lightning channel in each grid point is determined by the local net elec-
tric field. The results for negative cloud-to-ground flashes show that the existence of a lower
positive charge center below the main negative charge center is essential for the generation
and propagation of this type of flash. Mansell et al. (2005) used a sophisticated 3D dynamic
cloud model, with a multi category single-moment bulk microphysical scheme to simulate a
multicell storm. The model was also used to evaluate five different formulations of the non-
inductive process. These included the TAK scheme (a modified T78 formulation based on
Takahashi 1984; see Fig. 2 below), the S91 scheme, the RR (Riming Rate) scheme which is a
modification of the S91 formulation using the rime-accretion-rate instead of the LWC in the
charge separation efficiency matrix, the Gardiner/Ziegler (GZ) scheme (based on the experi-
ments of Jayarante et al. 1983) and the SP98 scheme (based on the experiments of Saunders
and Peck 1998). The electrical part also included inductive charging parameterization and
charging by ions, as well as a lightning discharge parameterization. Results showed that
the TAK, GZ and S91 schemes all produced normal-polarity storms with negative cloud-to-
ground flashes. The RR and SP98 formulations gave an inverted dipole structure. Mansell
et al. (2005) indicate that the inductive charging process based on graupel-droplet rebound
collisions may have a secondary yet possibly important role in cloud electrification and note
that other inductive processes not included in this model version (such as charging during
melting and break-up) can be important as well. Similar indications to the importance of in-
ductive charging processes in the stratiform region of storms was reported recently by Barthe
and Pinty (2007), who employed a 3D mesoscale model to study the electrical development
of several convective storms.

Although 3D models enable comparisons with real-world thunderstorms data, simpler
1D models can still be used as exploratory tools to assess various aspects of thunderstorm
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Fig. 2 The charge structure (left) and charge separation rates (right) at 52 min in a model run by Mansell
et al. (2005), with the TAK (Takahashi 1984) non-inductive charging scheme. Cloud boundary (thin dotted
line) and isotherms are drawn. The blue colors indicate negative charge and the red shades indicate positive
charge. Shaded grey areas depict the total graupel mixing ratio in g kg−1. “Non-Ind” and “Ind” refer to the
inductive and non-inductive processes, and the str/off/10/50 annotations refer to specific model runs, detailed
in Fig. 2 of that paper. Used with permission

electrification. For example, Mitzeva et al. (2006a) modeled convective cloud development
in order to address the marked differences observed in lightning activity within maritime
and continental thunderstorms. The parameterization of non-inductive charge separation was
based on laboratory data of Brooks et al. (1997). The results suggest that increased fallout
of precipitation in maritime clouds lowers the efficiency of charge separation and the total
cloud charge. The same 1D model was used to evaluate charging regimes in areas completely
devoid of liquid water droplets (namely, no riming), where the temperature is below −40◦C
(Mitzeva et al. 2006b). The results show that in such conditions, even though the amount
of charge separated per collision is small, it may still influence the charge distribution by
carrying positive charges to the uppermost parts of the cloud.
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3.2 Planetary Cloud and Lightning Models

Our knowledge of the ambient conditions in the deep atmospheres of the planets, where
thunderstorms are believed to occur, is insufficient and partial. Thus, it is almost impos-
sible to adapt the detailed and extensive models used for terrestrial clouds in other plan-
etary atmospheres unless a significant amount of free parameters are assumed. Rather, it
seems more beneficial to utilize simpler models in order to evaluate basic features such as
cloud life-times, mass loading and spatial dimensions. Few modeling attempts have been
presented thus far. The early 1D parcel model of Stoker (1986) was used to simulate the
formation of the Jovian equatorial plumes. Del-Genio and McGratten (1990) used the GISS
GCM model to study Jovian convective cloud generation. A 2D axi-symmetric cloud model
with detailed bin-microphysics was developed by Yair et al. (1995a, 1995b, 1998) to study
lightning generation in Jupiter. It was later complemented by the 1D model of Gibbard et al.
(1995). The deep H2O clouds in Jupiter’s atmosphere were shown to be the most suitable
candidate for lightning generation, based on non-inductive processes equivalent to those op-
erating in terrestrial clouds. Studying a different convective cloud Tokano et al. (2001) used
a 1D time-dependent thundercloud model of Titan’s methane clouds, simulating the forma-
tion of the cloud and hydrometeors including charging and several transport effects. They
showed that collisional charging mechanisms in methane are probably ineffective, and sug-
gest that sufficient charging is caused by electron attachment to cloud particles. The buildup
of the mono-polar (negative) electric field is rapid and leads to breakdown of the nitrogen
atmosphere, culminating in a 20-km long lightning flash. The abovementioned models are
all good examples for utilizing terrestrial models in alien conditions. They should be fur-
ther employed to explore the circumstances for lightning generation in Saturn, Uranus and
Neptune.

Another class of models was developed to specifically address the question of lightning
initiation and properties in Hydrogen-Helium atmospheres. The unique differences between
the terrestrial case and the Jovian planets were discussed by Farrell et al. (1999b) and most
recently by Dwyer et al. (2006). Farrell et al. (1999b) presented a discharge, radiation and
propagation model from a Jovian flash. They show that HF (High Frequency) emissions
from a slow lightning discharge best explain the electromagnetic data obtained by the Voy-
ager and Galileo spacecraft. Dwyer et al. (2006) used Monte-Carlo calculations to determine
the properties of runaway breakdown in the four giant planets’ atmospheres. They conclude
that the threshold for runaway breakdown is 10 times smaller as compared to the conven-
tional breakdown field for these gaseous compositions, and that the process is more efficient
than on earth due to the avalanche lengths and thresholds. The expected results are not sen-
sitive to compositional differences between the four planets, emphasizing the importance of
runaway breakdown for lightning in their atmospheres.

The global circuit of the dusty Martian atmosphere and the electrical conditions within
Martian dust devils were numerically studied by Farrell et al. (1999a) and Farrell and Desch
(2001). Assuming triboelectric charging to be the dominant mechanism, the model predicts
strongly electrified dust devils, capable of sprite-like discharges in the thin atmosphere. The
strength of the radiated electric field is highly dependant on the dust concentration within
the devil. These results are further discussed in the chapter by Renno and Kok (2008) in this
issue.

4 Gaps in Knowledge

Our present understanding of the charging processes, electric field build-up and subsequent
lightning discharge in terrestrial thunderstorms is far from complete. The field is vibrant
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with new experimental and observational technologies, remote-sensing platforms and ever-
sophisticated numerical models. When it comes to planetary lightning, the level of under-
standing is several orders of magnitude lower. There are several major gaps in our knowl-
edge which limit our understanding of the electrical processes operating in other planets’
atmospheres:

1. Incomplete understanding of charge separation processes in ice—in spite of major
progress made in the past two decades, some basic unknowns remain. The microphysics
of charge separation in different meteorological conditions (like the melting layer in strat-
iform regions of Mesoscale Convective Systems) is still poorly understood.

2. Limited number of lightning observations—the harvest from the latest spacecraft fly-
bys and orbital observations is encouraging. However, it only allows us glimpses and
snapshots of what is probably a seasonal, global phenomenon. Remote sensing from
Earth by optical and electromagnetic means should be encouraged and improved.

3. Incomplete cloud data—we still lack high quality in-situ measurements of cloud proper-
ties in different planetary settings. Remote controlled platforms offer some compensating
data but they are essentially restricted to the upper most cloud layers.

4. Insufficient laboratory data—we have few measurements of charge generation and sep-
aration in substances other than H2O. Even for water, the role of impurities is not well
understood, both in the bulk and in the molecular levels. This gap can be addressed by
conducting experiments involving different compositions of the interacting particles. The
same goes for solid particles composed of other substances, representing volcanic plumes
and sand-dust scenarios.

5. Simplistic models—though the benefits of 1D models for simulations of planetary clouds
was shown, we still lack a comprehensive 3D, full-microphysics model as a research tool
to explore cloud properties and charging mechanisms in other planetary settings. Such
models are available for Earth and they need adaptation to alien conditions. They can
certainly be used to set constraints on the electrical conditions and lightning frequency
on other planets.

5 Conclusion

Lightning is a universal atmospheric phenomenon that is important in many aspects for
planetary physics. It is an energy source in a planet’s atmosphere, coupling different layers
and outer spheres such as its ionosphere and magnetosphere. The study of thunderclouds
on Earth, with their related transient luminous events, electron beams and energetic parti-
cles emissions, electromagnetic wave propagation and persistent chemical effects, are an
active research field. It is clear that comparative research by using analogies and scaling,
offers a potent tool to promote the understanding of storms occurring in other planetary at-
mospheres. There are still several gaps that need to be covered, as specified above. When we
achieve this goal, it may well be that lightning observations conducted in a remote and alien
place in our solar system will shed light on some of the unsolved questions in our home
planet.
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Abstract A short account of the physics of electrical discharges in gases is given from the
viewpoint of its historical evolution and application to planetary atmospheres. As such it
serves as an introduction to the papers on particular aspects of electric discharges contained
in this issue, in particular in the chapters on lightning and the discharges which in the last
two decades have been observed to take place in Earth’s upper atmosphere. In addition to
briefly reviewing the early history of gas discharge physics we discuss the main parame-
ters affecting atmospheric discharges like collision frequency, mean free path and critical
electric field strength. Any discharge current in the atmosphere is clearly carried only by
electrons. Above the lower boundary of the mesosphere the electrons must be considered
magnetized with the conductivity becoming a tensor. Moreover, the collisional mean free
path in the upper atmosphere becomes relatively large which lowers the critical electric field
there and more easily enables discharges than at lower altitudes. Finally we briefly mention
the importance of such discharges as sources for wave emission.
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1 A Brief Historical Overview

The physics of electrical discharges in gases has a long history (Bowers 1991, 1998) reach-
ing back into the 17th century; in 1672 Otto von Guericke reported the production of static
electric sparks when rubbing sulphur balls with the hand. Three years later the astronomer
Jean Picard reported that shaking a mercury barometer caused the tube to glow. At the end
of that century (around 1698) sparks had been extracted from rubbed amber and formed the
subject of intense investigation by the Comte Charles François de Cisternay du Fay. Based
on Picard’s observation Johann Heinrich Winckler in Leipzig invented what we can call a
‘fluorescent tube’ in 1745, and in 1802 Vasilii Petrov in St Petersburgh produced electric
arcs between two carbon electrodes independently of, but almost at the same time as, Sir
Humphry Davy (Knight 1992) in London. Davy invented the carbon arc lamp, presenting it
in 1807 to the Royal Institution, and established the subject of arc physics (Davy 1807). For
their experiments they both used the chemical battery invented in 1799 by Count Alessandro
Volta.

The famous experiments of Benjamin Franklin in 1750 on sparks led him to coin the
notions of positive and negative charging which survive until today and to invent the light-
ning rod. Mikhail V. Lomonossov in 1743 (Lomonossov 1748) had already suggested that
lightning, and the polar lights (aurorae) as well, would be atmospheric electric discharge
phenomena. With respect to the similarity between lightning and sparks they were both
right, while they could not know that auroral discharges are phenomena quite different from
spark discharges. Charles-Augustin de Coulomb (1785) discovered dark discharges (Gillmor
1971). In the 19th century interest in gas discharges increased due to Michael Faraday’s and
James Clerk Maxwell’s formulation of the physics of electromagnetic phenomena. Faraday
himself even experimented with sparks and glow (or corona) discharges, thereby uncovering
the dependence of the latter on the pressure in the tube (Faraday 1833, 1834). It is interesting
to note that such investigations were made possible by improved glass blowing techniques,
the evacuation of glass tubes and the separation of gases.

Experimenting on dilute gases, Johann Hittorff (1879) determined the electrical conduc-
tivity of air and different gases which, in 1900, culminated in Paul Drude’s seminal formula
for the electrical conductivity of a gas, introducing the concept of collision frequency νc .
The collision frequency received its physical explanation when Ernest Rutherford found the
now famous Rutherford collisional cross section, σc , in terms of which the collision fre-
quency can be written as νc = nσcv, where n is the gas density, and v the velocity of the
moving particle. Equivalently this allowed the introduction of the collisional free flight dis-
tance λff = v/νc of a particle between two collisions. When v was taken to be the thermal
velocity vth this became the mean free path λmfp = vth/νc = 1/nσc.

Hittorff somewhat later published the first investigations on cathode rays which were
crucial for the later formulation of atomic physics. Indeed, any deeper understanding of gas
discharges had to wait until the advent of atomic physics, which became possible only via
reference to the investigation of gas discharges. William Crookes (1879) found that cathode
rays were deflected by magnetic fields and called them the fourth state of matter, claiming
that their investigation would lead to the deepest insight into the nature of matter. This
prediction was in fact true. From the deflection of cathode rays in a magnetic field and
based on the electrodynamics of charged particle motions in electromagnetic fields, Sir J.J.
Thomson (1897) determined the elementary charge-to-mass ratio which led to the discovery
of the electron. Two years earlier Wilhelm Conrad Roentgen (1895) experimenting with
cathode rays had discovered X-rays.

The last decade of the 19th century and the first decade of the next were devoted to inves-
tigations of spectral phenomena with the help of dilute gas tubes, leading on the one hand
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to the determination of the Johann Balmer (1885), Walther Ritz (1908), Theodore Lyman
(1914) and Friedrich Paschen (1908) series of spectral lines, and on the other hand to the
precise mapping of the temperature dependence of black body radiation, and the energetic or
collisional excitation of electrons in atoms at specific energies by James Franck and Gustav
Hertz (1914). These investigations culminated in the formulation of quantum and atomic
theory, going hand in hand with the development of gas discharge physics. It is thus no
surprise that most of the Nobel laureates of the first three decades of the 20th century had
worked on the physics of gas discharges, among them Rutherford, John S. Townsend, Owen
W. Richardson, Karl Compton, Irving Langmuir and Peter Debye. In particular Townsend’s
(1901, 1915) and Richardson’s (1908, 1928) investigations of the different types of dis-
charges were crucial for the further development of gas discharge physics. Clearly the peak
of gas discharge physics coincided with the development of atomic physics and quantum
mechanics, i.e. with the quantum theory of the atom.

The first three decades of the 20th century saw the physics of gas discharge phenom-
ena blossoming. With the investigation of the various processes of the ionisation of gases,
by either radiation or collisions, the understanding of atomic spectra and of the excitation
processes achieved quite a high level of sophistication and maturity. At the same time the
physics of gaseous discharges bifurcated into two quite separate disciplines, proper gas dis-
charges and plasma physics. The notion of a plasma was introduced by Irving Langmuir
in 1927 (Mott-Smith 1971) reserving it to highly ionised gases, with only a small residual
admixture of a non-ionised neutral component or even lacking such a component. Due to the
dominance of electromagnetic interactions in a plasma, the physics of plasmas turned out
to be completely different from that of neutral gases. Peter Debye and Erich Hückel (1923)
showed that electrical charges in a plasma are screened beyond a distance λD = ve/ωpe ,
termed the Debye radius, where ve = vthe is the electron thermal velocity, and ωpe is the
electron plasma frequency, the oscillation frequency of electrons around their equilibrium
position (discovered by Langmuir 1923).

The notion that the upper atmosphere of the Earth must be electrically conducting goes
back to Carl Friedrich Gauss (1776–1855) who, expanding the Earth’s magnetic field in
spherical harmonics, discovered that it contained a substantial component due to outer
sources which he suspected to be currents somewhere at large altitude above the surface.
It was only in 1902 that Oliver Heaviside (Nahin 1990; Appleton 1947; Watson-Watt 1950)
proposed the existence of a high-altitude conducting layer that reflects radio waves. This
was confirmed experimentally in 1924–1927 by Edward V. Appleton (1947). The formation
and nature of this layer was understood when Sydney Chapman (1931) realised that solar
UV radiation was capable of ionising the upper atmospheric layers at around 100-130 km al-
titude, being absorbed there. H. Kallmann (1953) ultimately proved that taking into account
the full solar spectrum the ionisation effectively reached down to below 80 km altitude. It
became clear that atmospheric constituents below 80 km can also be ionised by precipitating
energetic particles from the Sun and the magnetosphere and by cosmic rays. These processes
are reviewed elsewhere in this issue (Chapter 2 and Chapter 6).

In the early 1930s several extended reviews were written on this subject, among them
the famous accounts of Compton and Langmuir (1930, 1931). After the golden twenties
and thirties the physics of proper gas discharges lost its importance in fundamental physics,
becoming a branch of applied physics, while plasma physics—its fully ionised twin—shifted
to centre stage. This was mainly for two reasons, the interest in fusion research and the
advent of the space age. Space plasma physics became attractive to both the public and
politicians. Still, interest in ionospheric physics and in the mechanism of lightning enabled
the physics of gas discharges to stay alive throughout this period of relative drought.



136 R.A. Treumann et al.

In the last twenty years gas discharges became more interesting again, in relation
to natural transient luminous events (TLEs) (Franz et al. 1990; Sentman et al. 1995;
Neubert 2003) that had been discovered in the Earth’s upper atmosphere above thunder-
storms. Such spectacular phenomena are sprites, electric jets, and elves (Fullekrug et al.
2006b); evidence for lightning and related electrical effects on other planets, in planetary
rings and even in astrophysical objects, accumulated. In addition, the relation of TLEs
to space weather phenomena has provided another impetus to their investigation. [The
processes of the generation and separation of charges which are required before a discharge
can be generated are reviewed in this issue (Roussel-Dupré et al. 2008; Yair et al. 2008)
and also form the content of Chapters 2 and 6. Some of the theory and the observation of
such effects as blue jets and sprites are summarized in Chapter 7 (Mishin and Milikh 2008;
Mika and Haldoupis 2008).] Because of the importance of such effects the physics of
gaseous discharges is far from being exhausted, in particular in view of the newly discovered
fine structuring of streamers (Ebert et al. 2006).

There is one particular aspect of this that in the future will certainly regain more attention.
This is the problem of the energetic coupling between near-Earth space and the atmosphere.
More generally, the question of how a planetary atmosphere couples to its space environment
poses a problem that is of fundamental importance for climatology and the understanding
of how energy is fed into processes that are important for the planetary climate from the
outside, the interplanetary and magnetospheric plasmas through coupling via the ionosphere
to the atmosphere. Sprites, elves and jets suggest that this is indeed an important problem
which has only just been realised and has not yet been investigated to the extent that it
deserves. There are extended recent reviews of these phenomena available (Fullekrug et al.
2006b; Pasko 2007, for instance).

2 Parameters and Theory

The electric discharge is the final step of a whole sequence of processes going on in a gas
that is subject to ionisation and internal gas dynamics. Most of these processes have been or
will in subsequent sections in this issue be described for Earth and other planets surrounded
by an atmosphere. At the end of all these processes there is an electric field of strength
E that is maintained in some way over a sufficiently long time, and positive and negative
electrical charge layers that are separated from each other by a distance L. This electric field
can be maintained only up to a certain strength |E| ≤ |E|crit which, when exceeded, causes a
spectacular breakdown of the field. The processes of electric field build-up are related to the
various processes of ionisation and take up considerable space in this issue. Here we restrict
ourselves to a very basic and by no means complete discussion of the breakdown processes.
Several aspects of these will be given in great detail in Chapter 7.

The atmosphere is considered to be collisional, with the collision frequency νc being
determined mainly by collisions between electrons and the various neutral components.
A more sophisticated theory must take into account the composition of the atmosphere in-
cluding aerosols, various excitation and ionisation processes such as, for instance, cosmic
ray ionisation or frictional ionisation, the presence of a magnetic field, the horizontal and
vertical dynamics of the atmosphere, its water content, temperature distribution, and its alti-
tudinal inhomogeneity. All these factors (including those we are not considering here) enter
into the real discharge process, and some of them are considered in great detail elsewhere
in this issue (Roussel-Dupré et al. 2008). Here we merely mention them as hard-to-treat
complications of a realistic atmospheric discharge process encountered, for instance, in a
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lightning discharge or the recently discovered high-altitude discharges in sprites, blue jets
and giant jets.

In the simplest model of a resistive atmosphere the collisions are treated classically (and
we will not deviate from this in this introductory paper). This implies that σc ≈ 4.5 × 10−18

m−2 (Aguilar-Benitez et al. 1990; Bernshtam et al. 2000) is the constant classical two-
body collisional cross section. In addition the neutral gas density obeys the barometric law
nn(h) = n0 exp[−mng(h)h/kBTn(h)], where the subscript n means neutrals, h is the height
above sea level, n0 the density at ground level, g(h) the gravitational acceleration at altitude
h, m the mass, T (h) the temperature at h, and kB Boltzmann’s constant. By contrast in a
fully ionised plasma the cross section is the Rutherford or (when averaged over the ther-
mal distribution function) the Spitzer-Braginskii cross section (Baumjohann and Treumann
1996, Chapter 4) which strongly depends on plasma density and particle speed, thus imply-
ing a completely different physics. Since in the uppermost layers of the atmosphere and in
particular in the ionosphere the gas is weakly ionised with a mixture of electrons and ions,
the relevant cross section will be a mixture of the classical and Spitzer cross sections. In the
neutral atmosphere on the other hand several other effects have to be considered which are
related to the excitation cross sections of the different gas molecules, the molecular nature of
the gas and the composition of the atmosphere at different altitudes, as well as the different
ionisation energies. Moreover, the eventual presence of an electric field and the background
convective wind motions of the gas as well as the effects of the external radiation change the
conditions existing. All such effects are ignored here but for realistic cases should be taken
into account in their relative importance.

With the above notations the collision frequency becomes

νc(h) = ν0 exp

[
−mng(h)h

kBTn(h)

]√
Tn(0)

Tn(h)
, ν0 ≡ n0σc

√
2kBT0

mn

. (1)

On Earth, the temperature and density of air at ground level are roughly T0 ≈ 300 K and
n0 � 2 × 1025 m−3. The latter value depends on what is assumed for the composition of
air. In the above formula the height dependence of the gravitational acceleration g(h) �
g(0)(1 − 2h/RE) can safely be ignored since in the altitude range from 0 to 100 km the
variation of the ratio of height to Earth radius RE is � 1%. The temperature (see Fig. 1) in
this altitude range changes by a factor of Tn(h)/T0 ≤ 3. Thus its change is important only
in the exponential factor. At zero level, the Earth’s surface, we have for the neutral-neutral
collision frequency ν0 ∼ 109 Hz.

Figure 1 summarises the vertical profile of the Earth’s atmospheric temperature, mass
density and binary collision frequency in a simplified way with the neutral-neutral collision
frequency νc = νnn and electron-neutral collision frequency νc = νen calculated for an 80%
nitrogen and 20% oxygen mass-dominated atmosphere. The reason for the latter being large
is the proportionality of the collision frequency to the thermal velocity ve of the electrons
which are generated by ionisation and therefore have energies > a few eV. At higher electron
energies than those they gain during a discharge this collision frequency becomes obsolete
because other processes (excitation, Coulomb interaction) set on. Since the Earth is magne-
tized the collision frequency is, in principle, a tensor (Rycroft et al. 2008, e.g.) giving rise
to a tensorial electrical conductivity σ = (σ‖, σP , σH ), where σP is the conductivity perpen-
dicular to b ≡ B/B , the unit vector parallel to Earth’s magnetic field B , and σH is the Hall
conductivity perpendicular to both, the electric and magnetic fields. The expressions for the
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Fig. 1 Left: Average altitude profiles of temperature T (h) and mass density ρ(h) in the Earth’s atmosphere
consisting of 80% N2 and 20% O2. Right: Rough models of collisional mean free path λmfp based on the data
on the left for neutral-neutral binary collisions with collision frequency νc = νnn(h), and the electron-neutral
collision frequency for collisions between electrons of 100 eV energy and neutrals as functions of altitude
above ground level. The light line shows the altitude dependence of the binary collisional mean free path
λmfp(h). In the middle atmosphere the mean free path and collision frequencies vary about exponentially

with altitude. The dashed vertical line shows the electron cyclotron frequency ωce � 4.5 × 106 Hz which is
nearly constant over this height range. The estimate of the electron collision frequency neglects excitation
and Coulomb interactions which should be included above roughly 10 eV electron energy for a more realistic
model. This would lead to a substantial modification of νc = νen

components of σ are σ‖ = e2ne/meνc = ε0ω
2
pe/νc parallel to b, and

σP = ν2
c

ν2
c + ω2

ce

σ‖, σH = − νc ωce

ν2
c + ω2

ce

σ‖, (2)

where ωce = eB/me and ωpe = e
√

n/ε0me are the electron cyclotron and plasma frequen-
cies, respectively, and ε0 is the dielectric constant of free space. Below the mesosphere these
expressions simplify to σP = σ‖, σH � −ωce/νc 	 1. Hence the atmosphere is practically
isotropic with zero Hall conductivity. As Fig. 1 suggests, this changes at altitudes above
90 km at the top of the mesosphere. Here the collision frequency drops below the electron
cyclotron frequency (the vertical line in the figure) which has a weak altitude dependence
only according to the weak variation of the Earth’s magnetic field B � B0(1 − 3h/RE) with
height h through the atmosphere; B0 is the value at the Earth’s surface on a particular geo-
magnetic field line. The full conductivity tensor comes into play, and this has consequences
for the development of electric discharges at these altitudes. The conductivity σ‖ is low in the
atmosphere meaning that the atmosphere is a poor conductor. Under discharge conditions
this may change, though. In contrast, the ions are practically collisionally isotropic because
νc 
 ωci by far exceeds the ion cyclotron frequency ωci = Z(me/mi)ωce up to the altitudes
of the ionosphere (Z is the ionic charge number, and mi the ion mass).
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Introducing the more detailed papers collected in Chapter 7 on the most interesting
special cases of atmospheric discharges in the upper atmosphere and their effects on ra-
dio wave propagation, we will, in the following, briefly review the types of electrical
discharges that may be relevant under gaseous atmospheric conditions. We explicitly ex-
clude here other important discharges such as those in charged dust and sand storms
which are considered in detail elsewhere in this volume (Renno and Kok 2008). On
Earth they occur in volcanic eruptions which inject large amounts of dust and ashes into
the atmosphere where they trigger lightning. They are also known to occasionally oc-
cur in sand storms in the big terrestrial sand deserts. In the atmosphere of the dusty
planet Mars they could become important if not dominant (Melnik and Parrot 1998;
Farrell et al. 1999).

3 Different Types of Discharges

In order to ignite an electric discharge in an otherwise neutral gas like the atmosphere, elec-
trons have to be set free by some process. Subsequently an electric field must be present that
can accelerate electrons to energies far above the ionisation energy fast enough in order to
cause an avalanche of newly generated electrons by collisional (or other kinds of) ionisation.
For this to happen the electric field must be strong, which implies that by some external force
the initially present negatively and positively charged layers must become separated over a
sufficiently large distance L. Processes capable of providing such initial charge distribu-
tions are discussed elsewhere in this issue. One of the basic processes is the weak ionisation
of the atmosphere produced by the continuous inflow of highly energetic cosmic rays into
the atmosphere and the cascades of nuclear fission products and elementary particles which
are produced by them. Charge layer separation in a thunderstorm is a complicated process
closely related to the physics of clouds and their internal dynamics. The reader is referred to
the respective sections of this volume for information.

3.1 Townsend, Glow, and Spark Discharges

Once sufficient charge has accumulated to form a charge layer and oppositely charged layers
have become separated from each other, a macroscopic electric field is built up. As long
as this field is weaker than some threshold field Ecrit, discharges go on only slowly due to
recombination and may be balanced by newly created ionisation. However, when the electric
field exceeds the threshold, a violent discharge process sets in, causing breakdown and the
electric field is shorted out. In laboratory gas discharge physics one distinguishes a number
of discharges. Two of them, which are accompanied by light emission, are shown in Fig. 2.
To the left is the typical blue arc discharge between cathode and anode, and to the right is a
typical red glow discharge observed in a glass tube at low pressure.

In addition there are dark (or Townsend) discharges which, as the name implies, are
not accompanied by visible light emission. Moreover, one distinguishes non-stationary
discharges in connection with spark discharges. In Townsend dark discharges the cur-
rent flow is rather weak and the current densities are low; the voltage remains constant
over the time of the discharge. When the current strength increase the Townsend dis-
charge makes the transition to a glow discharge. Now the energy of the flowing elec-
trons is large enough to excite an atom collisionally, which emits light from the infrared
to the visible and up to the ultraviolet. Arc discharges acquire large current densities,
strong electric fields, and may emit radiation deep into the ultraviolet and even weak X-
rays. These processes have been described in textbooks (Lieberman and Lichtenberg 1994;
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Fig. 2 Two types of electric discharges. Left: A typical arc discharge, and Right: a glow discharge in an
evacuated glass tube. Glow discharges are quiet and low temperature which is in contrast to the noisy and
unsteady spark discharges. Because of this reason they can be used for illumination. Arc discharges, on the
other hand, develop high temperatures and find technical application in welding

Fig. 3 Left: Avalanche
generation in electron collisions
with neutrals in presence of a
sufficiently strong electric field
(the Townsend process). Right:
The resulting charge distribution
in the avalanche. The head of the
avalanche consists of fast and
dense electrons. An extended
wake of slow ions is left behind
which try to follow the electrons
but are accelerated in the
opposite direction by the
externally applied electric field
which, however, is partially
cancelled inside the ion cloud
wake

Raizer 1997, for instance). In atmospheric physics of most interest are discharges of the kind
which lead to breakdown as, for instance, when lightning discharges are generated.

3.2 Electron Avalanches

For the purposes of atmospheric discharges the formation of current carrying electron
avalanches is most important, as shown in Fig. 3. The continuous slow discharges of elec-
tric fields produced by the persistent inflow of cosmic rays into the atmosphere provide the
seed population of electrons for the ignition of an avalanching discharge. In an avalanche the
electron number density increases exponentially since dne/dt = αine , the production of elec-
trons being proportional to the existing electron number density and with the proportionality
factor being the Townsend ionisation rate coefficient αi (Raizer 1997). This relation has the
solution ne(t) = ne(0) exp[∫ t

0 dt ′αi(t
′)]. The exponential factor indicates the temporal mul-

tiplication rate of the avalanche, which also corresponds to the spatial multiplication rate
over the distance of the evolution of the avalanche.

Avalanches have a typical structure with a negative head consisting of the fast electrons
and an extended positively charged tail containing the slow freshly produced ions which tend
to retard the advancement of electrons but are kept back by the external electric field that
accelerates them in the opposite direction. It is clear that in such a process the electric field
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must become strong enough in order to overcome recombination collisions and accelerate
electrons in one mean free path length (see Fig. 1) up to ionisation energies. The latter are
of the order of a eV, for hydrogen typically Eion � 13.6 eV. The accelerated electrons must
be able to both run away and ionise. From this reasoning follows a simple condition for the
necessary strength of the external field E for igniting a gaseous electric discharge

|E| � Ecrit ≡ 2(Eion/eλmfp). (3)

At 10 km altitude this field is quite large, amounting to > (2 − 3) × 106 V m−1, but de-
creases with altitude deep into the mesosphere (∼ 70 km altitude) by roughly four orders
of magnitude (see Fig. 1) to become only a few 100 V m−1 there. Hence, in the higher
atmosphere considerably smaller electric field strengths are required in order to ignite an
electric discharge than in the troposphere. The problem therefore consists less in exceeding
the threshold at these altitudes than in generating charged layers with an electric field be-
tween them which requires vertical transport. But once this is achieved at lower altitudes
breakdown at higher altitudes becomes possible. In this respect it is noteworthy that sprites
and jets have been observed to be closely related to low altitude thunderstorm discharges
starting from the tops of thunderstorm clouds at < 10 km.

The high threshold electric field must in fact be exceeded at low altitudes of a few km,
which poses a serious problem. One solution, theoretically realised and proven by kinetic
simulations (Gurevich et al. 1992, 2000, 2001, 2002; Roussel-Dupré et al. 1994; 1996; Lehti-
nen et al. 1997; Babich et al. 1998) was that a proper kinetic description of the avalanching
process should take into account not only the generation of secondary electrons but also the
production of high energy run-away electrons. This causes what these authors call “runaway
breakdown” (RBD). A complete review of the theory can be found elsewhere (Gurevich and
Zybin 2001). The idea is that a small number of fast seed electrons initially reach high energy
(� 10 keV) in the electric field. At these energies the electrons are fast enough to ignore the
neutral state of matter. They take the outer shell valence electrons and the nuclei of the air
molecules as free particles. For them the ordinary collisional cross section σen for ionisation
is replaced with the energy dependent Rutherford-Coulomb cross section σC when passing
through the interior of the neutral molecules. This drastically increases the efficiency of ion-
isation since the Coulomb cross section is inversely proportional to the square of the particle
energy; it decreases with energy which allows for energetic particles after collision to “run
away" in the field, and obey a power law distribution function f (E) ∝ E−1.1 at energies be-
low some threshold energy above which they lose their motional energy by radiation. It has
been shown (Gurevich et al. 1992, 2000, 2001, 2002) that this self-consistent power law
distribution is a function of the ratio of the electric to breakdown-threshold electric fields.

The RBD threshold electric field as a function of altitude h is proportional to the neutral
atmospheric density

|E| � Ecrit,RBD � 0.2

[
nn(h)

n0

]
= 2.0 exp

[
− mngh

kBTn(h)

]
× 105 V

m
. (4)

This value is one order of magnitude less than the value obtained from (3). Due to the
dependence of nn(h) on altitude, it decreases exponentially with h, and at higher altitudes
becomes very low indeed. The Townsend coefficient now becomes a function of the ratio of
electric field to critical electric field (Gurevich et al. 1992, 2000, 2001, 2002)

αi,RBD � 0.07(E/Ecrit,RBD)3/2, (5)



142 R.A. Treumann et al.

showing the pronounced nonlinearity of the self-feeding process, i.e. avalanche formation.
The numerical factor 0.2 in (4) has been determined from numerical simulations of runaway
discharges at different pressures.

4 Secondary Effects

The avalanches produced in these spark discharges in the atmosphere cause a number of
secondary effects. Sparks are bright, emitting light due to the excitation of both atoms and
ions which emit in various lines of the electromagnetic spectrum. Moreover, space charges
that are built up over macroscopic vertical and horizontal length scales by the dynamics of
the neutral atmosphere due to moving the charges act back on the dynamics, braking it due
to the large electrostatic forces that develop when the charges become sufficiently large.
Finally, the ionisation of the atmosphere affects the atmospheric chemistry. Other effects
are the excitation of several kinds of waves, the generation of radio waves and modifica-
tion of propagation conditions. These have been observed to occur during and in the wake
of thunderstorms and in coincidence with sprites and jets (Bosinger and Shalimov 2008;
Mika and Haldoupis 2008; Simões et al. 2008). Low frequency electromagnetic radia-
tion (VLF, ELF, ULF, Schumann resonances) which accompanies TLEs is well understood
(Rodger 1999; Reising et al. 1996; Cummer and Inan 1997; Füllekrug et al. 1998, 2001,
2006a; Füllekrug and Reising 1998). In the following we list some secondary microscopic
processes in avalanches but are less familiar. Some of them might affect the physics of the
discharge and might result in observable effects.

4.1 Waves

Ion sound The simplest wave type is the mechanical distortion of the atmosphere during
discharges which cause thunder and mechanical oscillations of the atmosphere. During such
disturbances the ionic component of the atmosphere undergoes similar distortions which
may result in low frequency (0 < ωis/ωpe <

√
me/mi ) sonic waves ωis = kcis of speed

vi 	 cis � √
me/mive ∼ 40 km s−1, where ve , vi are the thermal velocities of electrons and

ions, respectively.
It is usually believed that these waves are strongly damped due to the high collision

frequency at low altitudes (see Fig. 1). Landau damping can be neglected because of the
low ion temperature. At higher altitudes than at the top of the mesopause ion sound tur-
bulence should accompany any discharge. We must compare the mean free path of elec-
trons with the Debye length λD = ve/ωpe , where the plasma frequency ωpe � 60

√
ne s−1,

and the electron density is measured in m−3. The electron density produced in a dis-
charge is some small altitude-dependent fraction ζ(h) 	 1 of the neutral density nn(h).
The ratio of the Debye length to the mean free path λmfp = 1/nn(h)ve is λD/λmfp ∼
10−2

√
(kBTe/e)(nn(h)/n0ζ(h)) < 1 for any finite electron temperature of a few 10 eV, and

ζ(h) < nn(h)/n0. Hence, the plasma properties dominate inside the avalanche.
Moreover, the electrons being of energy �10 eV, are much hotter than the ions, Te 
 Ti .

They carry the current j = −eneVd , where Vd is the current drift velocity. This makes exci-
tation of ion sound waves probable if only the growth rate γia > νc exceeds the collisional
electron damping rate. In an avalanche the latter is given by the Spitzer collision frequency
νC. This condition, which can be written 1 > Vd/ve > 200/ND , is then always satisfied,
then. With ND = (neλ

3
D)−1 
 1 the number of electrons in a Debye sphere, its right-hand

side is a small number. The ion-sound waves cause the avalanche to develop magnetic field-
aligned striations (Davidson 1972; Treumann and Baumjohann 1997, e.g., for the discussion
of the instabilities and their nonlinear evolution).
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Fig. 4 Electron phase space plots at three successive simulation times (measured in plasma times ω−1
pe ) of

the formation of electron holes in a two-stream unstable plasma. Instability is forced by the presence of a
density dip (potential wall for electrons) in the centre of the simulation box which interacts with an injected
electron beam current (after Newman et al. 2002). The box has one space (measured in Debye length) and one
velocity coordinate (measured in electron thermal speeds ve . Hole formation is seen on the right. The holes
move to the right with beam velocity. They trap electrons and cause strong electron heating of the trapped
electrons. In addition acceleration of a narrow (cold) beam is observed which escapes from the hole region at
about 7 times the initial velocity

Buneman two-stream instability For Vd > ve the avalanche plasma is Buneman two-stream
unstable (Buneman 1958). RBD discharges with their comparably high electron density and
electron kinetic energy (Gurevich and Zybin 2001) are candidates for the two-stream insta-
bility. The two-stream instability is riding on the beam, i.e. it propagates at about the same
velocity as the beam, being for long time in resonance with the current carrying electrons and
thus giving rise to high wave intensities. This instability saturates by formation of localised
electron (and also ion) holes, which correspond to locally (a few 10 Debye lengths long) very
strong electric fields. This has been demonstrated in numerical simulations (Newman et al.
2002). [The existence of holes has been confirmed in the auroral plasma (Carlson et al. 1998;
Ergun et al. 1998, 2001, 2003; Newman et al. 2002; Elphic et al. 1998).] Depending on its
polarity, the localised electric field traps electrons or ions. The trapped avalanche electrons
bounce back and forth in the holes and become violently heated, dissipating a substantial
part of the beam current and electric field energy. Conversely, passing (untrapped) electrons
are accelerated further and are at the same time cooled to low temperatures, as seen in Fig. 4.

Phase space hole effects The holes resulting from the two-stream instability are regions
of high electric field pressure which affects the equilibrium between the avalanche and its
neutral environment. Force balance requires ∇nPn = −∇ePe − ∇EPE , where Pn = nnkBTn

is the atmospheric pressure, Pe = nekBTe is the electron pressure in the avalanche, and PE =
1
2ε0|E|2{∂[ωε(ω)]/∂ω} is the field pressure. The electron and field pressures together in the
avalanche act to expel the neutral gas from the avalanche region. But the forces on the right
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and left act on different scales. The scale height Ln of the pressure is several kilometers,
while the scales Le ∼ LE of the holes are only a few tens of Debye lengths long. The local
force balance thus becomes

Pn = Ln

10λD

(Pe + PE).

Moreover, Pn � 3 × 104nn(h)/n0 J m−3. Assume that the electrons have an energy of
10 keV (just a fraction of the energy assumed in Gurevich’s RBD mechanism). Then, Pe �
10−15ne J m−3. To calculate the electric field pressure one needs the wave dielectric constant
ε(ω). For the two-stream instability we have ∂[ωε(ω)]/∂ω ∼ ω2

pe/(0.03ωpe)
2 ∼ 103. Thus,

PE � 5 × 10−9|E|2 J m−3. The Debye length is λD ∼ (0.7/
√

ne) m. The balance equation
becomes

104nn(h) ∼ 102Ln(km)n
1
2
e (10−15ne + 5 × 10−9|E|2).

This condition can be satisfied with moderate avalanche densities ne < 1010 m−3 and electric
fields |E| ∼ a few V m−1. Stronger fields and higher avalanche densities will completely
blow the neutral atmosphere away from the region of the hole. This crude estimate shows
that the localisation of the electric field in electron holes and trapping of electrons as a
consequence of the two-stream instability causes a substantial local dilution of the neutral
atmospheric gas in the holes in the avalanche. It causes a filamentation of the avalanche into
striations and narrow packets of trapped electrons and strong fields.

Fine structuring has been observed in streamers (Ebert et al. 2006) though this important
observation is interpreted differently. Ebert et al. (2006) describe their observations as a
multiscale structure of streamers occurring mainly in the head of the streamers. We should,
however, note that the holes ride on the beam and move with about beam velocity. Thus the
effect described here also happens mainly in the narrow head layer of the avalanche where
the electron density, energy and velocity are highest.

Local whistlers Avalanches can serve as sources of locally excited whistlers. This is ob-
vious from considering the trapped electron distribution in Fig. 4. The electrons that are
trapped in the electron hole potentials bounce back and forth along the magnetic field.
Due to their gyrational motion in the geomagnetic field they possess magnetic moments
μe = Te⊥/B (Te⊥ is the electron temperature perpendicular to the geomagnetic field). As
a consequence of the bounce motion of the trapped electrons, the electron holes become
unstable (Ergun et al. 1998, 2001, 2003; Newman et al. 2002) with respect to whistlers of
frequency ωci 	 ω 	 ωce . While moving with the parallel hole velocity along the mag-
netic field, they radiate whistlers acting like point sources. In a spatially varying mag-
netic field this parallel motion gives rise to a saucer like frequency-time appearance of
the whistlers. [Such whistler-saucer emissions were indeed observed first under the con-
ditions in the auroral ionosphere (Ergun et al. 1998, 2001, 2003; Newman et al. 2002).
Similar phenomena during thunderstorms have been reported (Parrot et al. 2008) from the
low-altitude spacecraft DEMETER.] Their propagation direction is oblique to the geomag-
netic field at the whistler-resonance cone, with frequency near the lower-hybrid frequency
ωlh � ωpi/(1 + ω2

pe/ω
2
ce)

1
2 . In the strong geomagnetic field this is close to the ion plasma

frequency ωpi . Their frequency-time dependence maps the avalanche plasma density along
the whistler path. Propagating obliquely, these short-perpendicular long-parallel wavelength
whistlers are trapped in the avalanche. Being multiply reflected from its boundaries, the
whistlers ultimately escape on the top-side with Alfvén velocity VA = B/

√
μ0mne mostly

in the perpendicular direction to the magnetic field thereby spreading over a large hollow
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horizontal area of narrow opening angle, centred on the source before being absorbed. Ex-
citation of the mesospheric or exospheric gas might lead to emissions over the whole area
of these whistlers resembling the ELVE emission.

4.2 Radiation

Several types of electromagnetic radiation have been observed in relation to atmospheric
electric discharges, both natural and artificially triggered (Dwyer et al. 2003) lightning, in
addition to the above mentioned spherics and the whistlers propagating in the ionosphere and
magnetosphere caused by them. Lightning discharges have been observed to be accompa-
nied by radiation in the optical, UV, X rays and even up to the gamma ray energy range and,
also in the ELF and ULF radio wave ranges (Simões et al. 2008; Bosinger and Shalimov 2008;
Mika and Haldoupis 2008). Moreover, spacecraft observations of other planets (Jupiter, Sat-
urn) provide evidence of short duration radio emissions in connection with lightning on
those planets (Fischer et al. 2008).

Gamma- and X-rays (Bremsstrahlung) Referring to the above discussion of the gen-
eral physics of breakdowns it can be expected that radiation is emitted from break-
down discharges in the optical to X-ray ranges. An early prediction (Wilson 1925, 1956)
based on the Townsend mechanism that lightning should be accompanied by the gener-
ation of energetic electrons and possibly by the emission of X-rays has been confirmed
by the more recent BATSE experiment aboard the Compton Gamma Ray Observatory
(Fishman et al. 1994) and by the Alexis spacecraft observations (Blakeslee et al. 1989;
Holden et al. 1995). Gamma radiation is believed to be caused by the energetic electron
component generated in the runaway phase of the discharge when avalanches of electrons
are formed. In the light of the above discussion on holes it is the fast cold high energy
electron beam that is responsible for their emission. The radiation mechanism has been in-
vestigated theoretically (Gurevich et al. 1992, 2000, 2001, 2002; Roussel-Dupré et al. 1994,
1996). Since very high energy electrons are required to generate these Gamma ray bursts the
observations completely falsify Wilson’s mechanism while they are in excellent agreement
with the RBD mechanism, providing a strong argument in favour of runaway breakdown
and lowering of the avalanching threshold. The gamma rays observed are not caused in a
nuclear interaction, and no gamma lines have been detected yet. They form the high energy
tail of the energetic X-ray emission resulting from free-free (‘bremsstrahlung’) radiation of
the most energetic runaway electrons. The absence of lines is an indication for the existence
of an upper threshold of the accelerating electric field.

Radio waves: Plasma processes Any emitted high-frequency radio radiation can hardly
be via the synchrotron process (Rybicki and Lightman 1979) as this requires much higher
emission measures, i.e. large volumes occupied by energetic electrons in addition to much
stronger magnetic fields, than those which are available. The only imaginable mechanisms
are plasma mechanisms like the head-on interaction of beam generated Langmuir (L) waves
due to a process L + L′ → T (where T is the transverse long-wavelength radio wave). This
process is shown schematically in Fig. 5.

Generated by the cold fast electron beam, L-waves propagate in the direction of the beam.
The backward moving L′-wave can be generated by backscattering of the L-wave by the slow
cold ion component according to the process L + i → L′ + i∗. Here i is the involved ion, L′ the
backscattered Langmuir wave, the wave vector direction of which is reversed, and i∗ is the
excited ion (which emits light). L-waves can also interact with low frequency ion sound
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Fig. 5 Left: The L + L′ → T plasma wave process for generation of electromagnetic radiation T. The large
parallel wave numbers k‖ of the counterstreaming Langmuir waves cancel, and a transverse wave of frequency
ω3 = ω1 +ω2 ≈ 2ωpe (with very small perpendicular wave number k3 ∼ k⊥ ≪ k‖ and therefore large phase
and group velocities ∼c) is emitted. Right: Scattering of an L-wave by an ion i as a process in which an L′-wave
is generated. i∗ is the excited ion which is left over after the ‘collision’ with the L-wave

waves (IS) according to the reaction L + IS → T, following the same scheme as shown in
Fig. 5. This process has a lower efficiency than the L + L′ process, though. In the former case
the frequency of the emitted radio wave is close to twice the plasma frequency ω3(L + L) �
2ωpe . Because the frequency ωis 	 ωpe of the IS-wave is much smaller than the electron
plasma frequency, the process L + IS emits radiation of frequency near the plasma frequency:
ω3(L + IS) ∼ ωpe . For avalanche beams of density ne ∼ 1010 m−3 this frequency is about
∼1 MHz.

Excitation of electron-acoustic waves (EA) of frequency close to a fraction of ωpe can
also contribute to HF-radio emission. The reaction equation is L + EA → T, and the frequency
is above but close to ωpe , typically ω3(L + EA) � 1.5 ωpe . All these mechanisms depend
crucially on the presence of a hot plasma electron component, of cool ions, and only a
small admixture of cold background electrons. These requirements imply that a substantial
fraction of the neutral atmospheric components has been locally expelled from the avalanche
region.

Radio waves: Electron-cyclotron maser Very intense HF-radio waves can be generated by
the electron-cyclotron maser (Treumann 2006, for a recent review). This is an extraordinar-
ily efficient process. Its requirements are a strong field-aligned electric potential difference,
parallel current flow and a strong geomagnetic field in addition to a negligible component
of cold electrons and neutrals. It also requires some pitch angle scattering of the electron
distribution such that the electrons have a substantial velocity component perpendicular to
the geomagnetic field. Again, this mechanism can be realised only if the neutral atmospheric
gas is expelled from the avalanching electron cloud. The electron-cyclotron maser is a di-
rect process in which no other catalysing waves are involved. It generates long wavelength
(λecm ∼ few 100 m) electromagnetic radiation at the local electron cyclotron frequency
ωecm ∼ ωce , which in the atmosphere is in the MHz range. The bandwidth of the emitted
radiation depends on the electron beam temperature ranging from very narrow (	 ωce) up
to a substantial part of the electron cyclotron frequency.
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Abstract An overview is presented of basic results and recent developments in the field
of cosmic ray induced ionisation in the atmosphere, including a general introduction to the
mechanism of cosmic ray induced ion production. We summarize the results of direct and in-
direct measurements of the atmospheric ionisation with special emphasis to long-term vari-
ations. Models describing the ion production in the atmosphere are also overviewed together
with detailed results of the full Monte-Carlo simulation of a cosmic ray induced atmospheric
cascade. Finally, conclusions are drawn on the present state and further perspectives of mea-
suring and modeling cosmic ray induced ionisation in the terrestrial atmosphere.

Keywords Atmosphere · Ionisation · Cosmic rays

1 Introduction

Cosmic rays are energetic particles of extra-terrestrial origin, which impinge upon the
Earth’s atmosphere. The galactic cosmic rays (CRs) are charged particles (comprising
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mostly protons, ∼10% He nuclei and ∼1% other elements; electrons comprise ∼1%) with
energies from about 1 MeV (1 MeV = 1.6 · 10−13 J) up to at least 5 · 1013 MeV (8 J)
(Grieder 2001; Dorman 2004). Low-energy particles are just absorbed in the atmosphere, but
those with energies above some 1000 MeV generate new particles through interactions with
atomic nuclei in air. Energetic cosmic rays initiate nuclear-electromagnetic cascades in the
atmosphere, causing a maximum in secondary particle intensity at the altitude of 15–26 km
depending on latitude and solar activity level, the so-called Pfotzer maximum (Bazilevskaya
and Svirzhevskaya 1998). The galactic CRs arrive at the Earth constantly but their intensity
is modulated by the 11-year cycle of solar activity with the opposite phase i.e. the higher
solar activity, the lower the intensity of galactic CRs. Solar CRs (also called solar energetic
particles, SEP) are particles accelerated during the explosive energy release at the Sun and
by acceleration processes in the interplanetary space (Lario and Simnett 2004). They intrude
into the atmosphere sporadically, with a higher probability during periods of high solar ac-
tivity. Due to their steep energy spectrum, only a small fraction of SEPs with energy around
several GeV generates cascades in the atmosphere sufficiently to allow neutron monitors to
record a so-called ground-level enhancement, GLE (Miroshnichenko 2004). Another ener-
getic particle population is that of magnetospheric electrons which can precipitate into the
atmosphere. They are absorbed in the upper atmosphere, but the X-rays produced by these
electrons can penetrate down to the altitude of about 20 km. Electron precipitation occurs
more often during the declining phase of the 11-year solar cycle.

The geomagnetic field determines which particles arrive at the Earth at different latitudes,
i.e. the geomagnetic field acts as a charged particle discriminator. Motion of a charged par-
ticle in the geomagnetic field depends on the particle rigidity R = cP/z e, where c is the
speed of light, P and z are the particle momentum and ionic charge number respectively
and e is the elementary charge. Particles with equal rigidities move in a similar way in a
given magnetic field. Roughly speaking, each geomagnetic latitude may be characterised by
a cutoff rigidity, Rc, such that particles with less rigidity cannot arrive at this latitude (Cooke
et al. 1991). Low-energy particles can therefore only arrive at high latitudes. Only particles
with R > 15 GV (kinetic energy > 14 GeV) are able to reach equatorial regions.

In the course of last decades CRs have attracted growing attention as a major source
of atmospheric ionisation. This is because CRs are the most important contributor to
ion-pair production from ∼3–4 km up to about 50 km. Ions are involved in many at-
mospheric processes. In particular numerous studies suggest that ionisation due to CR may
affect different climate parameters such as cloud cover (Pudovkin and Veretenenko 1995;
Svensmark and Friis-Christensen 1997; Feynman and Ruzmaikin 1999; Marsh and Svens-
mark 2000; Pallé et al. 2004; Usoskin et al. 2004b; Harrison and Stephenson 2006;
Usoskin et al. 2006; Voiculescu et al. 2006), precipitation (Stozhkov et al. 1996; Knive-
ton and Todd 2001; Stozhkov 2003; Kniveton 2004), cyclogenesis in mid- to high-latitude
regions (Tinsley et al. 1989; Tinsley and Deen 1991; Pudovkin and Veretenenko 1996;
Veretenenko and Thejll 2004), atmospheric transparency (Roldugin and Vashenyuk 1994;
Veretenenko and Pudovkin 1997; Roldugin and Tinsley 2004), aerosol formation (Shumilov
et al. 1996; Mironova and Pudovkin 2005; Kazil et al. 2006). Some investigations offer
possible mechanisms responsible for the observed phenomena, such as the effect of the
cosmic ray induced ionisation (CRII) on the global electric circuit (Tinsley and Zhou 2006;
Tinsley et al. 2007) or ion-induced nucleation (Svensmark et al. 2007). However, despite ex-
tensive theoretical and phenomenological studies, detailed physical mechanisms connecting
CRs with the climate parameters remain not fully understood. Thus, it is crucially impor-
tant to increase the level of understanding of the CR-related changes in the atmospheric
ionisation via both systematic and improved measurements and reliable modeling.
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2 Measurements of Ionisation in the Atmosphere

2.1 Measurements of Ionisation in the Lower Atmosphere

Although direct measurements of CRs were not made until the twentieth century, early ob-
servations of atmospheric electricity measured CRs indirectly, through determining the elec-
trical properties of air. From the late eighteenth century it was known that an electric field
continually existed in the fair weather atmosphere, and air had a finite electrical conductivity
(Harrison 2004). If there is no appreciable contribution from surface sources of radioactivity,
the electrical conductivity arises from the small ions produced by CRs.

2.1.1 Air Conductivity in the Troposphere

The electrical conductivity of aerosol-free air in the troposphere is related to the number
concentration of small ions (cluster ions) contained. The total conductivity, σ , is given by

σ = e(μ+n+ + μ−n−), (1)

where n+ and n− are the positive and negative small ion number concentrations respectively,
and μ+ and μ− are the positive and negative ion mobilities. An important factor in deter-
mining the ion concentration is the volumetric ion production rate, q , which, away from the
continental surface, is dominated by CR ion production. In aerosol-free air, the mean ion
concentration n is given by

n = √
q/α, (2)

where α is the ion-ion recombination rate, which, for cluster ions in surface air, is typically
1.6 ·10−6 cm3 sec−1 (Chalmers 1967). In polluted air, containing Z aerosol particles per unit
volume, n is given by

n = q

βZ
, (3)

where β is the ion-aerosol attachment rate. Both Z and β are local properties of the air
concerned, however α generally has an approximately constant value.

Clean air therefore provides the simplest case for retrieval of ion production rate informa-
tion, and in suitable circumstances, such as marine air or on balloon ascents, air conductivity
measurements provide a measure of CR ion production. Routine air conductivity measure-
ments were made by the UK Meteorological Office (Dobson 1914) from the first decade of
the twentieth century using the Ebert (Ebert 1901; Harrison 2007) or Wilson (Wilson 1908;
Harrison and Ingram 2004) methods, and historical measurements from other occasional
campaigns (Wilson 1908; Carse and MacOwan 1910; Ansel 1912; Wright and Smith 1916;
Ault and Mauchly 1926) are also available.

2.1.2 Air Conductivity Measurements on Manned Balloon Ascents

Manned hydrogen-filled balloons provided the primary measurement platform for early re-
search into the electrical properties of the atmosphere, including air conductivity (Harrison
and Bennett 2007). The altitude reached was limited to about 10 km, as no oxygen was
carried for the aeronauts. The first measurements of ion concentration were obtained us-
ing an Ebert ion counter (Ebert 1901), but a new air conductivity instrument was devel-
oped for balloon ascents by Gerdien (Gerdien 1905), which bears his name. The Gerdien
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condenser operates using an aspirated concentric cylinder electrode system, with an inner,
well-insulated electrode charged to a large potential from a battery. From the voltage decay
time, the air conductivity was calculated (Chalmers 1967). Alternate measurements of the
positive and negative conductivity were made by varying the polarity chose for the central
electrodes’ bias voltage. Modern balloon measurements of the ion concentration in the at-
mosphere (Rosen and Hofmann 1988; Ermakov et al. 1997) have yielded a great diversity
of results. Even accounting for different latitudes and solar activity levels, the ion concen-
trations obtained are not consistent with each other, which appears likely to be due to the
varying extent of aerosol pollution.

2.1.3 Measurement of Air Conductivity at Various Latitudes

Oceanic measurements of air conductivity using Gerdien instruments were made by geo-
magnetic survey ships from about 1907, notably on the voyages of the Galilee and Carnegie.
Analysis of these air conductivity measurements showed an aerosol effect in the North At-
lantic (Wait 1946), but this was not present in measurements made in the Pacific (Cobb and
Wells 1970). Using equation (2), and assuming a mean ion mobility μ of 1.2 cm2 V−1 s−1,
q is found to be 1.6 ± 0.2 cm−3 s−1, which is close to the typical “modern” value for cosmic
ray ion production at the ocean surface of 2 cm−3 s−1 (Hensen and van der Hage 1994).

2.2 Direct Observations of the Ion Production Rate and Ionising Particle Fluxes in the
Atmosphere

2.2.1 Early Investigations in the Atmosphere

Early quantitative investigations of CRs measured the ions produced in a fixed volume of
gas, within a device known as an ionisation chamber. Victor Hess, who discovered CRs,
used ionisation chambers on his balloon ascents, notably the landmark flight of 7th August
1912 (Hess 1912), from which the extra-terrestrial and non-solar origin of cosmic rays was
confirmed.

An ionisation chamber contained a fixed amount of gas at atmospheric pressure, with
a collecting electrode biased to a constant initial potential. The electrode’s potential was
measured using an electrometer. Radiation passing through the chamber generated ion pairs,
some of which (unipolar ions of opposite sign to the collecting electrode potential) were
collected by the electrode. The measured current was proportional to the number of ion
pairs created (Smith 1966). Practical disadvantages of ionisation chambers were that they
excluded the ionisation effect of the lower part of the CR energy spectrum (Simpson 2000),
and radioactivity within the material comprising the chamber walls could lead to erroneous
findings.

The ascent made by Hess on 7 August 1912 is an important event in the history of cosmic
ray research. Three different ionisation chamber instruments were used to measure ionisa-
tion rate, and the ionisation was by γ -radiation due to the thick zinc walls of the ionisation
chambers. One instrument was not made airtight and had thinner walls to allow “soft rays”
(β-radiation) to penetrate. The ionisation rate profile, produced from the mean of the three
instruments recordings averaged from 88 observations, is shown in Fig. 1.

Starting in the 1930s, investigations of CRs in the atmosphere were actively developed
using ionisation chambers, Geiger counters, emulsions and other techniques. Unlike ioni-
sation chambers measuring the rate of ion production, gas-discharged Geiger counters and
scintillation counters return the flux of ionising particles. In 1933–1934, E. Regener found
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Fig. 1 Profile of the average volumetric ion production rate observations from the 7th August 1912 ascent
by Victor Hess, compared with different modelled scale height reference altitudes Za (from Harrison and
Bennett 2007)

a general form of altitude profile of ionising particle flux in the atmosphere (Regener 1934).
However it was not until 1935 that Regener’s pupil G. Pfotzer established for certain that
the ionising particle flux in the atmosphere reached a maximum value at heights of ∼15 km
(Pfotzer 1936). The dependence of particle flux or ionisation rate on the residual atmospheric
depth1 (or the height in the atmosphere) is called a transition curve with the Pfotzer max-
imum. Later cosmic ray observations in the atmosphere were directed to investigating the
nature of the primary radiation, exploration of geomagnetic effects and the influence of solar
activity on charged particle fluxes (Neher and Pickering 1942; Winckler and Anderson 1957;
Nerukar and Webber 1964; Neher 1967; Neher 1971). In the spacecraft era these investiga-
tions became possible outside the Earth’s atmosphere.

2.2.2 Ground-Based Cosmic Ray Flux Monitoring

As well as on the primary instrument in balloon ascents, ionisation chambers were also
carried on geophysical exploration cruises. Chambers were carried on the geophysical and
atmospheric electrical research ship Carnegie, on its voyages between 1915 and 1929. The
ionisation chamber used on the Carnegie was a copper chamber of about 22 litres in volume,
larger than those commonly used at the time (Ault and Mauchly 1926). “Penetrating radia-

1Atmospheric depth is the amount of the atmospheric matter in g/cm2 overburden at a given level in the at-
mosphere. It is directly related to the barometric pressure so that the sea level (1013 hPa barometric pressure)
corresponds to the atmospheric depth of 1033 g/cm2.
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tion” measurements were made on Carnegie cruises IV and VI, between 1915 and 1921 and
show a variation with geomagnetic latitude, up to about ∼ 50◦ (Aplin et al. 2005).

In the middle of the 1930s a special ionisation chamber was developed for permanent
ground-based monitoring of CR fluxes (Compton et al. 1934). Continuous data have been
obtained from the identical chambers situated at Godhavn (Greenland), Cheltenham (Mary-
land), Huancayo (Peru), and Chistchurch (New Zealand). Their main drawback was a possi-
ble uncontrolled instrumental drift due to the “decay of radioactive contamination in the
main chamber or in the balance chamber” (Forbush 1954; McCracken and Beer 2007),
which is difficult to account for. Recovery of historical data to extend data series backwards
in time is not a trivial task and yields controversial results. For example, Ahluwalia (1997)
suggested, using data from ionisation chambers operating at Cheltenham/Fredericksburg
(1937–1972) and Yakutsk (1953–1994), that the ionisation and the CR flux remained at
roughly the same level throughout the last century (see also Okhlopkov and Stozhkov 2005).
Recently however, McCracken and Beer (2007) revised this conclusion, using calibration
against the intermittent balloon-borne ionisation data available since 1933 (e.g., Bowen et
al. 1934), and found a significant trend in CR induced ionisation between 1930’s and 1950’s.
The question on the long-term trend in ionisation data still remains open, and therefore re-
covering indirect sources of data is important in establishing the long-term behaviour of
atmospheric ionisation (Harrison and Bennett 2007).

In the 1950s, J. Simpson established a world-wide ground-based neutron monitor net-
work for permanent observation of cosmic ray temporal variations (Simpson 2000). This
proved to be extremely fruitful both for cosmic ray investigation and study of links between
cosmic rays and other solar and terrestrial phenomena. The neutron monitor network is now
an indispensable source of information for investigation of both space and atmospheric CR
effects. However the neutron monitor is sensitive to the nucleon component of CRs which,
although substantial in the stratosphere, contributes little in the particle fluxes in the tro-
posphere.

2.3 Ionising Particle Fluxes at Various Latitudes and Heights in the Atmosphere

2.3.1 Long-Term Cosmic Ray Observations in the Atmosphere

A detailed series of atmospheric ion production rate observations was conducted in the late
1960s (Neher 1967; Neher 1971; Anderson 1973). The measurement was performed using
balloon-carried ionisation chambers. The standard chambers had steel walls 0.6 mm thick
and were filled with air at 740 mm Hg pressure. The chamber temperature of 24◦C was
regulated to within ±10◦C during a balloon flight, and the temperature sensitivity of the
chamber was less than 0.02%/◦C. A latitude survey with long-term observations covering
1954–1969 was accomplished. In 1969–1970 another series of cosmic ray atmosphere ion-
isation and charged particle fluxes measurements was conducted by Lowder et al. (1972).
Balloon flights were made at geomagnetic latitudes of 42◦N and 52–54◦N. These flights
used an ionisation chamber similar to the one, used by the Neher group, but the results
appeared about 20% lower than the Neher data although the claimed accuracy was ∼ 5%.
This discrepancy remains unexplained. Later we use the Neher results on ionisation rate for
intercalibration.

There is a close relation between the charged particle flux and the ion production rate
in the atmosphere (Bazilevskaya et al. 2000; Ermakov et al. 2007; Stozhkov et al. 2007).
The most long-lasting observations of charged particles fluxes in the atmosphere (actually
the ionising component of cosmic rays) have been performed by the cosmic ray group
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of Lebedev Physical Institute (LPI) from 1957 to the present time (Charakhchyan 1964;
Bazilevskaya and Svirzhevskaya 1998; Stozhkov et al. 2004, 2007a). The experiment is
directed to investigations of CR modulation by solar activity. Meteorological balloon pro-
grammes using radiosondes carrying a double-Geiger counter detector system are sum-
marised in Table 1.

The charged particle detector consists of two Geiger counters with 0.05 g cm−2 steel
walls arranged as a vertical telescope, with a 7 mm (2 g cm−2) thick aluminium filter inserted
between the counters. The operating sizes of the counters are: 9.8 cm length and 1.8 cm in
diameter. A single counter records the omnidirectional flux of charged particles: electrons
with energy Ee ≥ 0.2 MeV, protons with Ep ≥ 5 MeV, and muons Em ≥ 1.5 MeV. The coun-
ters are also sensitive to γ -rays but with efficiency lower than 1%, whereas the efficiency for
charged particle recording is ∼100%. Simulation of secondary CR fluxes in the atmosphere
showed a good agreement with the fluxes measured by an omnidirectional counter (Des-
orgher et al. 2005). A telescope records a vertical flux of charged particles within a solid
angle of about 1 sr: electrons with Ee ≥ 5 MeV, protons with Ep ≥ 30 MeV, and muons
Em ≥ 15 MeV (muons with Em ≤ 100 MeV are virtually absent in the atmosphere). The
radiosonde sensor returns data both on the omnidirectional and vertical fluxes of charged
particles in the atmosphere alongside with the residual air pressure (the atmospheric depth),
which can be converted to altitude using the standard atmosphere. Homogeneity of the data
is maintained through the use of standard detectors (which were unchanged during the whole
period of measurement) and careful calibration. Only omnidirectional counter data are pre-
sented in this paper.

Measurement of the Neher group and the LPI group overlapped during 1957–1969 allow-
ing rather detailed comparison of the two series. Figure 2 demonstrates the flux of ionising
particles, J , and the ion production rate, q and Q, at several latitudes as observed in the
minimum of solar activity in 1964–1965. Neher performed a latitude survey in 1965 (Neher
1967). For comparison the CR data are taken from observations at the stationary locations
of CR balloon measurements for Rc = 0.6 GV and Rc = 2.4 GV exactly at the months of
Neher’s observation. It should be noticed that there was no latitude attenuation in the CR
fluxes between Rc = 0.0 GV and Rc = 0.6 GV because of the “knee-effect” (see below). For
the lower latitudes, the CR measurements for 1964 (Charakhchyan et al. 1976a) are com-
pared in Fig. 2 with the ion production data obtained in 1965. However at those latitudes
the changes between 1964 and 1965 could not be large. The similarity in altitude depen-
dence of CR flux, J , (left panel of Fig. 2) and ion production rate in the chamber at the
atmospheric pressure, Q, (central panel of Fig. 2) is noticeable at middle and low latitudes
(Rc ≥ 2.4 GV). The shapes of transition curves for the two groups of data at the polar lat-
itudes (Rc = 0.0–0.6 GV) and heights above 20 km are different because of the presence
of low-energy, highly-ionising particles (especially, nuclei). The right panel of Fig. 2 gives
the ion production rate in free air (ambient atmosphere), q , as derived from the ion cham-
ber measurements. The ion production in free air depends on the flux of ionising particles
and the density of ambient air, therefore, the maximum of transition curves shifts to lower
altitudes. The relation between q and J is presented in Fig. 3 for different phases of solar
activity cycle at polar latitudes (Rc = 0.0–0.6 GV) and for different Rc in the solar activity
minimum. The ratio q/J is strongly dependent on the height H in the atmosphere and can
be approximated as

q/J = A exp(−B · H). (4)

It is seen in Fig. 3 that q/J slightly decreases with increase of Rc and growth of solar
activity that is due to changes in the ionising particle energy spectrum and composition.
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Table 1 Locations and operating modes of the LPI balloon CR measurements

Site Coordinates Rc (GV) Period of
measurements

Launches per
week

Murmansk 68◦57′N 33◦03′E 1957–2002 6–7*

region 67◦33′N 33◦20′E 0.6 since 2002

Dolgoprudny,
Moscow region

55◦56′N 37◦31′E 2.35 since 1957 5–7*

Alma-Ata, Kazakhstan 43◦15′N 76◦55′E 6.7 1962–1991 6

Mirny, 66◦34′S 92◦55′E 0.03 since 1963 7*

Antarctica

Simeiz, 44◦N 34◦E 5.9 1958–1961, 3–5

Crimea 1964 (Mar–Jul),

1969–1970

St.-Petersburg 60◦00′N 30◦42′E 1.7 1964–1970 3

(Leningrad)

Norilsk 69◦N 88◦E 0.6 1974–1982 3

Yerevan, 40◦10′N 44◦30′E 7.6 1976–1989 3

Armenia

Tixie-Bay 71◦36′N 128◦54′E 0.5 1978–1987 3

Dalnerechensk 45◦52′N 133◦44′E 7.35 1978–1982 1–3

Barentzburg, 78◦36′N 16◦24′E 0.06 1982 (May), 2–3

Svalbard 1983 (Mar–Jul)

Campinas, 23◦00′S 47◦08′W 10.9 1988–1989, 1–3

Brazil 1990–1991 occasionally

Vostok, 78◦47S 106◦87E 0 1980 (Jan–Feb) 7

Antarctica

Main latitude 0.1–17 1962–1965,

surveys 1968–1969,

1970–1971,

1975–1976,

1979–1980,

1986–1987

*From early 1990s, the launches were made 3–4 times weekly

Averaged over an 11-year cycle and over the latitude dependence, A = 122.6 ± 1.3 cm−1,
B = −0.152 ± 0.001 km−1, H is in km, q in cm−3 s−1, J in cm−2 s−1. It should be stressed
that expression (4) is not true for SEP events and electron precipitation. Using the approxi-
mation (4) and the results of ionising particle measurements, it is possible to derive the ion
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Fig. 2 Left panel: height dependence of ionising particle fluxes J at latitudes with different threshold cutoff
rigidities Rc (LPI data). Middle panel: similar to the left panel but for the ion pair production rate in the
ionisation chamber (Q) (Neher 1967, 1971). Right panel: the same as at the middle panel but converted to
ionisation in free ambient air (q)

Fig. 3 Ratio of the ion production rate to the charged particle flux vs. altitude in the atmosphere. Left panel:
results at polar latitudes during 1958–1969. Right panel: results for different latitudes in the solar activity
minimum

production rate. An example is presented in Fig. 4 where the monthly averaged ion pro-
duction rate inferred from the particles flux measurements is given for three heights in the
atmosphere at polar latitude. The Neher data obtained during 1958–1969 are also plotted.
Note that the ionisation rate q (cm−3s−1) at 24 km is smaller than at 6.5 and 11 km. This is
because of the small density of ambient air at higher altitudes, and as can be seen in Fig. 2,
this would not be so for the ionisation rate Q (cm−3 s−1 atm−1) if the density effect were
removed.

2.3.2 Ionising Particles Fluxes at Various Latitudes in the Atmosphere

A geomagnetic effect becomes apparent in the latitudinal dependence of particle fluxes
which is different at higher and lower altitudes in the atmosphere. Results of observations
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Fig. 4 Time dependence of ion
production rate at 24, 11 and 6.5
km at polar latitude as inferred
from observation of ionising
particles fluxes (LPI monthly
averaged data). Results of direct
measurement of ionisation rate
(Neher 1971) are plotted as black
diamonds

Fig. 5 Latitudinal attenuation
(Rc dependence) in the CR
ionising component at various
heights in the atmosphere
(symbols and fitting lines) in
comparison with the effect in the
neutron monitor count rates
(black solid curve, Stoker 1994).
Data are normalised at
Rc = 0 GV

taken during the latitudinal survey in 1987 (Golenkov et al. 1990) normalised to values at
Rc = 0 GV are plotted in Fig. 5. The balloons were launched from a ship, so the results
are not affected by background radioactivity from the continental crust, but the sampling is
still poor in the lower altitude. It is seen that the particle flux is virtually constant below a
certain value of Rc . This is the CR knee-effect. At high altitudes, the knee-effect is due to
the flat CR energy spectrum around hundreds of MeV (rigidity ∼1 GV). While proceeding
to lower altitude, the knee shifts to higher Rc since the progenies of low energy primary
particles cannot reach these altitudes. The latitude attenuation in the neutron monitor count
rates also measured in the solar activity minimum is presented in Fig. 5 by the solid black
curve (Stoker 1994).

2.4 Temporal Variations of Ionising Particle Fluxes in the Atmosphere

Figure 6 presents monthly averaged ionising particle fluxes at selected heights in the at-
mosphere over the Murmansk region (LPI results). Days when solar or magnetospheric par-
ticles invaded atmosphere are excluded. At the altitudes above ∼8 km, the most prominent
variation is an 11-year solar cycle which is in opposite phase to the sunspot number. An
important characteristic feature of the long-term solar modulation of CR fluxes—variation
in shape between subsequent CR intensity maxima, is clearly evident in Fig. 6. In epochs
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Fig. 6 Monthly averaged fluxes of ionising particles in the atmosphere over Murmansk region as measured
by an omnidirectional Geiger counter. Various colors present fluxes at various heights. Days when solar or
magnetospheric particles invaded atmosphere are excluded from averaging

Fig. 7 Correlation between the monthly means of ground-based polar neutron monitor data and fluxes of
ionising particles at various heights in the atmosphere. (After Bazilevskaya et al. 2007)

with a positive magnetic field in the northern hemisphere of the Sun (the 1970s and 1990s)
the 11-year maximum in CR intensity has a flat top, whereas during the alternate epochs
the maximum has a sharp peak (e.g., in 1965, 1987, and forthcoming one in 2007 or later).
A similar behaviour should be expected in any atmospheric phenomenon closely connected
to CRs.

At altitudes below ∼6 km, the 11-year modulation becomes weak. Its amplitude is about
15% and it is masked by some other variations. As demonstrated in Fig. 7 above 15 km the
correlation coefficient between the values of charged particle flux in the stratosphere and
count rates of a ground-based neutron monitor is close to 1 for both high- and mid-latitude
stations. While moving deeper in the atmosphere the correlation decreases. Moreover, the
height dependence of the correlation coefficient was different before 1973, in 1973–1991,
and after 1991. Therefore, neutron monitor data may be correctly used as a proxy of ion-
ising component only for the stratospheric altitudes. No significant trend is observed in the
charged particle fluxes in the atmosphere during the last 50 years.

The most prominent short-term changes of the CR flux are Forbush decreases caused
by disturbances in the interplanetary magnetic field. Forbush decreases modulate CR with



160 G.A. Bazilevskaya et al.

Fig. 8 Daily data of the Apatity
neutron monitor (upper curve,
arbitrary units) and charged
particle fluxes at various
atmospheric heights. Symbols are
the daily data, averaged for
Murmansk region and obs. Mirny
(Antarctica). Curves are the
3-day running mean

rather high energy thus affecting the atmospheric particle flux at all altitudes and latitudes.
The amplitude of a Forbush decrease is only weakly attenuated in the atmosphere. Figure 8
presents a Forbush decrease as recorded by the sea-level Apatity neutron monitor (∼8%)
along with simultaneous measurements by the LPI instrument at several heights in the at-
mosphere. The amplitude of the Forbush decrease is ∼13% at the heights above ∼16 km,
and ∼11% at 6–8 km. However, the Forbush effect is hardly discernible in the LPI data at
heights below 6 km because of presence of other variations and poor statistical accuracy.

Solar energetic particles (SEPs) intrude into the atmosphere sporadically (Bazilevskaya
2005). Most of SEPs are just absorbed in the atmosphere leading to the enhanced ionisation
in the polar stratosphere. An example is given in Fig. 9. During the first hours after the
solar flare start on 20 January 2005, the enhanced ionisation was observed over Murmansk
region at the heights above 10 km, where protons with energy E > 780 MeV can penetrate.
Next morning, 26 hours after the flare, ionisation was increased only above ∼23 km, where
only protons with E > 220 MeV can arrive. Because of geomagnetic cutoff, only high-
energy SEPs can reach the mid- and low-latitudes, and the SEP effect there is rare and
short lasting. The SEP events happen more often in periods of high solar activity. Usually
there are between 20 and 30 events for an 11-year solar cycle which produce additional
ionisation at heights below 30 km in the polar atmosphere. It should be noted, that only
about half of them are powerful enough to essentially enhance the nucleonic component of
the atmospheric cascade at the surface, leading to a ground level enhancement (GLE) of
neutron monitor count rates.

Another kind of particle invasion in the atmosphere is precipitation of magnetospheric
electrons (Makhmutov et al. 2001). Precipitating relativistic electrons form a maximum in
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Fig. 9 Intrusion of solar
energetic particles during the
20-Jan-2005 event into the
atmosphere as recorded in
Murmansk region by a Geiger
counter versus heights. The
dashed curve presents a
background due to galactic
cosmic rays. Symbols refer to
different time of observations

the ion production rate at heights between 50 and 90 km where their energy deposit may
sometimes be higher than that of solar UV radiation and CRII. The second maximum in
the ion production at about 30 km is due to the bremsstrahlung X-rays generated by pre-
cipitating electrons. Here the ionisation rate from X-rays is significantly less than that from
galactic CRs (Pesnell et al. 2001). Gamma and X-rays are also generated by galactic CRs in
the cascades in the atmosphere, the photon fluxes (E > 20 keV) being an order of magnitude
higher than the electron (E > 200 keV) fluxes (Charakhchyan et al. 1976b). Roughly speak-
ing, the electron and photon fluxes are in equilibrium in the atmosphere. While interacting
with the air atoms, X-ray photons generate Compton and photo-electrons; γ -ray photons
with E > 1 MeV can produce an electron-positron pair. Most of these charged particles
have energy below the thresholds of the LPI measurements.

As it is seen in Fig. 6 charged particle fluxes in the atmosphere became more disturbed
after 1990, especially at the heights below ∼12 km. In the same period, the balloon launches
became less frequent (see Table 1) therefore enhanced variability could be due to less ob-
servational accuracy. However, the disturbances appear to be very similar at Murmansk and
Moscow regions and, besides, an annual periodicity can be traced, especially beginning from
1998. There is no such periodicity at Mirny (Antarctica) although an enhanced level of vari-
ability is also present. This can be clearly seen in Fig. 10 where the time history of ionising
fluxes in the troposphere of Murmansk and Moscow regions (upper panel) and of Mirny
(lower panel) is presented. It should be noted that the annual oscillation at the heights 2–
6 km is much lower in the Antarctic (∼3%) than in the Arctic (8–9%) (Fleming et al. 1990).
Maximum particle fluxes are observed in the winter period in the northern hemisphere as
it is expected due to the temperature effect of cosmic ray muon component. However, the
expected effect is ∼5% which is consistent with observations in 1973–1991 (Kurguzova
and Charakhchyan 1983). In 1999–2002 and 2005–2006 the annual change in the ionising
particle fluxes comprised 15–10%, and ∼30%, respectively. This annual temperature oscil-
lation can be traced in the atmosphere up to 10–15 km. At the moment, the nature of these
variations is not clear.
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Fig. 10 Temporal variations of
ionising particle fluxes in the
troposphere in 1987–2006.
Upper panel: Murmansk region
(solid curve) and Moscow region
(curve with rhombs); lower
panel: Mirny (Antarctica)

3 Modelling of Cosmic Ray Induced Ionisation

3.1 Atmospheric Cascade Induced by Cosmic Rays

When an energetic CR particle enters the atmosphere, it first moves straight in the upper lay-
ers suffering mostly ionisation energy losses that lead to ionisation of the ambient rarefied
air. Therefore, the cosmic ray induced ionisation (CRII) of the upper atmospheric layers
(above approximately 25 km) can be easily calculated analytically (Velinov and Mateev
1990). However, after traversing some amount of matter (the nuclear interaction mean free
path is of the order of 100 g/cm2 for a proton in the air) the CR particle may collide with a
nucleus in the atmosphere, producing a number of secondaries. These secondaries have their
own fate in the atmosphere, in particular they may suffer further collisions and interactions
forming the so-called atmospheric cascade (Dorman 2004). Because of the large amount of
matter in the Earth’s atmosphere (1033 g/cm2) the number of subsequent interactions can be
large leading to a fully developed cascade consisting of secondary rather than primary par-
ticles. It is common to divide the cascade into three main components: the “soft” or electro-
magnetic component which consists of electrons, positrons and photons; the “hard” or muon
component consisting of muons (pions are short-lived and decay almost immediately); and
the “hadronic” nucleonic component consisting mostly of superthermal protons and neu-
trons. All charged secondaries ionise the ambient air and their relative role changes with the
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Fig. 11 Ionisation by atmospheric cascade induced by primary CR protons with energy 1 GeV, 10 GeV
and 100 GeV (resp. left to right panels) isotropically impinging on the Earth’s atmosphere (computations by
Usoskin and Kovaltsov 2006). Curves represent: ionisation by the electromagnetic (dotted), the muon (grey)
and the hadronic components (open dots) of the cascade, as well as the total ionisation (solid curve). Top
X-axis depicts approximate altitude for the standard static atmosphere

energy of primary particles and altitude in the atmosphere. When describing the cascade it is
usual to deal with the residual atmospheric depth rather than with the altitude. The reason is
that the development of cascade is mostly defined by the amount of matter traversed, while
the actual altitude may vary depending on the exact atmospheric density profile. Figure 11,
based on a full Monte-Carlo simulation of the atmospheric cascade (Usoskin and Kovaltsov,
2006—see next section) shows the relative role of the three components in ionising the air
as a function of the atmospheric depth for three energies of the primary CR proton. For
low-energy cosmic rays, CRII is defined only by the hadronic component (Fig. 11A) at all
altitudes. The role of the other components increases with increasing CR energy. All the
three components are equally important at middle energies of CR particles (Fig. 11B), but
they dominate at different altitudes: the soft component at high altitudes (h < 300 g/cm2),
the muon component near the sea level (h > 900 g/cm2), and the hadronic component in the
troposphere. The ionisation induced by high-energy cosmic rays (Fig. 11C) is dominated
by secondary muons in the lower troposphere (h > 600 g/cm2) and by the electromagnetic
component at higher altitudes, while the contribution from the hadronic component can be
neglected in this case. Therefore, all the three components are important, but play their roles
at different altitudes and different energy ranges of primary particles.

3.2 Numerical Models

Because of the atmospheric cascade it is a complicated task to model the CRII process.
Earlier it was common to use an analytical approximation for the cascade (O’Brien 1979,
2005), but such models become less reliable in the lower atmosphere. With the progress
in computational methods and knowledge of nuclear processes, precise models, based on
full Monte-Carlo simulations of the atmospheric cascade, have been developed. There are
currently two basic numerical approaches to CRII Monte-Carlo simulations. One is the
Bern model (Desorgher et al. 2005) called ATMOCOSMIC/ PLANETOCOSMIC, which
is based on the GEANT-4 simulation package. The PLANETOCOSMIC code is avail-
able at http://cosray.unibe.ch/~laurent/planetocosmics/. Another approach is based on the
CORSIKA+FLUKA Monte-Carlo package and has been primarily developed as the Oulu
model (Usoskin et al. 2004a; Usoskin and Kovaltsov 2006) and later adopted by other
groups (Mishev and Velinov 2007). The two models have recently been the subject of
a comparison (Usoskin et al. 2008b) in the framework of the COST-724 action (see

http://cosray.unibe.ch/~laurent/planetocosmics/
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http://www.cost.esf.org). Results of the two simulations agree within 10%, the difference
being mainly due to the different atmospheric models used and, to a lesser extent, to dif-
ferent cross-section approximations in CORSIKA and GEANT-4 packages. Note that an
analytical approximation model of CRII (O’Brien 2005) also shows a reasonable agreement
with the present models, especially at higher altitudes.

Generally CRII rate (number of ion pairs produced in one gram of the ambient air per
second) at a given atmospheric depth h can be represented in as follows:

q(h,φ,Rc) =
∑

i

∫ ∞

Ec,i

Si(E,φ)Yi(h,E)dE, (5)

where the summation is performed over different i-th species of CR (protons, α-particles,
heavier species), Yi(h,E) is the ionisation yield function (the number of ion pairs produced
at altitude h in the atmosphere by one primary CR particle of the i-th type, isotropically
impinging on the Earth’s magnetosphere with kinetic energy E), Si(E,φ) is the differential
energy spectrum2 of galactic cosmic rays in the Earth’s vicinity (given in units of [cm2 sec sr
(GeV/nuc)]−1). Integration is performed above Ec,i , which is the kinetic energy of a particle
of i-th type, corresponding to the local geomagnetic cutoff rigidity Rc. Full details of the
CRII computations, including a detailed numerical procedure and tabulated Y , are given in
Usoskin and Kovaltsov (2006). Note that CRII at a given location and time depends on three
variables: altitude (atmospheric depth h) via the integrand yield function Y , geographical
location via the geomagnetic cutoff rigidity Rc (integration limits), and solar modulation
(the modulation potential φ) via the integrand CR spectrum S. Since these three variables
are mutually independent, they can be separated in order to solve the problem numerically
in an efficient way.

Firstly, using a full Monte-Carlo simulation of the atmospheric cascade, one can compute
the yield function Y depending on the atmospheric depth and energy of primary CR particles
(see Fig. 11). Then the ionisation can be computed for any given time (i.e., CR modulation
potential φ) and geographical location (i.e., geomagnetic cutoff rigidity Rc) by integrating
equation (5). The effective energy of primary cosmic rays available for ionisation varies
with the atmospheric depth, being about 1 GeV/nuc for stratosphere and increasing to about
10–30 GeV/nuc in the low troposphere. An example3 of the dependence of CRII on φ and
Rc is shown in Fig. 12 for two atmospheric depths of 300 and 700 g/cm2. One can see that
CRII may vary by a factor of two between polar region at solar minimum and equatorial
region during solar maximum. On the other hand, CRII is very sensitive to the altitude as
apparent from Fig. 13. The ionisation rate varies by two orders of magnitude between sea
level and the maximum (known as the Pfotzer maximum) which is located at 18–20 km in
polar regions and moves slightly downwards (about 15 km) in equatorial regions.

3.3 Comparison with Measurements

The modeled CRII can be compared with real measurements of the ionisation rate in the
atmosphere. Figure 14 shows a comparison of the model calculations (curves) to the mea-
surements (symbols) for three different conditions: in the polar atmosphere during a solar
maximum (panel A); in the equatorial atmosphere during a solar minimum (panel B); and

2The CR spectrum can be uniquely parameterised via the modulation potential φ, which is ultimately defined
by the solar magnetic activity—see Usoskin et al. (2005). Note that φ grows with the solar magnetic activity.
3Results in Figs. 12–16 is given for the Oulu model but the Bern model yields essentially similar results.
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Fig. 12 Modelled CRII as a function of the modulation potential φ for different locations and altitudes
(computations by Usoskin and Kovaltsov 2006) for two values of the atmospheric depth (700 g/cm2—about
3 km altitude; and 300 g/cm2—about 9 km). The results are shown for the geomagnetic pole (Rc = 0),
mid-latitude (Rc = 5 GV, about 40◦ geomagnetic latitude) and equator (Rc = 15 GV)

Fig. 13 Modelled CRII as a function of the atmospheric depth h (or altitude—right axis) and Rc (or geo-
magnetic latitude—upper axis) for medium CR modulation (φ = 500 MV)

in the southern UK during moderate solar activity. One can see a good agreement between
the model and the measured ionisation rates below h = 50 g/cm2 (about 20 km) for all
conditions. We note that individual measurements, performed during short balloon flights,
can vary depending, e.g., on the exact atmospheric profile, the instrumentation used, exact
energy spectrum of CR, etc. On the other hand, the model CRII is computed for average
conditions (the standard atmospheric profile, mean modulation potential). Therefore, the
observed agreement within 10% is considered good. This is clearly seen in Fig. 14c where
the ionisation measured during a single balloon flight is shown and depicts some layer-like
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Fig. 14 Agreement between measured (symbols) and modeled (curves) CRII for different conditions. A) Po-
lar region at solar maximum. Symbols denote measurements by (L72—Lowder et al. 1972), (RHG85—Rosen
et al. 1985), (N71—Neher, 1971), curve depicts CRII at Rc = 1 GV, φ = 1000 MV. B) Equatorial region at
solar minimum. Dots denote measurements by Neher (1971) in July 1965. Curve depicts CRII at Rc = 15 GV,
φ = 420 MV. C) Medium conditions. Dots denote measurements at the University of Reading (Harrison 2005)
in the afternoon 18/08/2005. Curve depicts CRII at Rc = 2.5 GV and φ = 650 MV

structures and strong fluctuations, especially in the low troposphere. However, the measure-
ments lie close to the modeled smooth curve. In order to precisely reproduce an individual
observation, one needs to know the exact atmospheric density and temperature profile ap-
propriate to the instantaneous measurement. In the upper part of the atmosphere (above 50
g/cm2), the model yields somewhat lower CRII than the measurements. This is most likely
related to the action of additional ionising agents other than CR (e.g., solar UV-radiation,
precipitating low-energetic particles), and possibly due to a wall effect of the detector. Thus,
the model CRII calculations agree (within 10%) with the actual measurements in the whole
range of possible parameters, for the troposphere and lower stratosphere, and slightly un-
derestimate the ionisation at altitudes above 50 g/cm2 (20 km), where other ionising agents
become important.

The fact that the model results agree with the real measurements in the wide range of
parameters as well as between the different models confirms the validity of the models and
their applicability in studying ionisation effects due to cosmic rays in the atmosphere.

3.4 Long-Term Changes

CRII varies quite essentially both spatially (altitude and geomagnetic latitude) and tem-
porally. The temporal variations are dominated by the 11-year solar cycle as discussed
in Sect. 2, but CRII demonstrates changes also on longer time scales. E.g., a significant
long-term decreasing trend was reported in the ionisation data between 1933 and 1950’s
(McCracken and Beer 2007). Using intermittent balloon measurements of the air conduc-
tivity, Harrison and Bennett (2007) found a systematic decrease of ionisation by roughly
0.15%/year between 1910 and 1950 associated with increasing solar activity. However, be-
cause of the lack of systematic direct or indirect measurements, it is difficult to study longer
term changes using real data. On the other hand, CRII can be realistically modelled in the
past using independent estimates of solar activity and geomagnetic field variations. An ex-
ample of the modelled CRII variations on multi-centennial time scale is shown in Fig. 15,
that is consistent with the observed trends in the first half of 20-th century. One can see that
the long-term variations of CRII are comparable or even exceed the 11-year cycle range.
The estimated CRII during the Maunder minimum of solar activity (1645–1715) was nearly
constant at the level of ≈24% greater than during the recent minima or 31% higher than the
average ionisation rate for the last 50 years. It is noteworthy that the period after 1700 AD
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Fig. 15 Time profile of CRII in polar region at h = 700 g/cm2 since 1700 AD computed using the so-
lar modulation reconstruction by Usoskin et al. (2002) (adapted from Usoskin and Kovaltsov 2006). Grey
line illustrates the 0.15%/year decrease of the atmospheric ionisation between 1910 and 1950 (Harrison and
Bennett 2007)

shown in Fig. 15 includes the whole range of solar activity variability, from the deep Maun-
der minimum to the modern Grand maximum of solar activity (Usoskin et al. 2007). There-
fore, the CRII variability due to solar activity changes is not expected to exceed this range.
However, changes of the geomagnetic field, leading to the changing cutoff rigidity Rc,
can be also quite significant and even more important on the centennial-millennial time
scale than solar variability, especially in mid-latitude regions (Kovaltsov and Usoskin 2007;
Usoskin et al. 2008a). Because of these geomagnetic changes, the long-term variability of
CRII may depend on the geographical location and its effects on, e.g., climate should be
studied regionally as global averaging may smear out the effect.

Thus, CRII may undergo variations on long-term timescales caused by both solar activity
and geomagnetic changes.

3.5 Effect of Solar Energetic Particles

While the ionisation due to galactic CR is always present in the atmosphere, strong transient
changes of the fluxes of energetic particles can occur related to solar eruptive phenom-
enon (solar flares or coronal mass ejections). In particular SEP events can lead to significant
increase of the atmosphere ionisation especially at high altitude in the polar atmosphere
(Schröter et al. 2006). As an example, we consider here the ionisation effect of a severe
SEP/GLE event of 20/01/2005, which was one of the strongest GLEs ever observed. Time
profile of the neutron monitor count rate for this event is shown in Fig. 16A. During the
peak at 06:55–07:00 UT, the flux of cosmic ray as measured by the South Pole NM in-
creased by about 500% due to arrival of highly anisotropic SEPs (Vashenyuk et al. 2006;
Plainaki et al. 2007). The gradual decay of the GLE event over a few hours was due to
nearly isotropic component of SEP. A noteworthy aspect is that the GLE occurred during
the continuing effect of a strong Forbush decrease caused by the interplanetary shock, when
the CR level was reduced by 10–15% for a week (Fig. 16A). The net effect of the sequence
of events is negative in the neutron monitor count rate (i.e., the long-lasting Forbush de-
crease over-compensates the CR increase during the transient GLE). Figure 16B shows the
calculated net CRII effect of the active period of 18–23 Jan. 2005 with respect to the undis-
turbed period 12–17 Jan. (the ratio between the former and the latter is shown) for different
atmospheric depths and geomagnetic latitudes. One can see that the event-integrated net ef-
fect is negative in the entire troposphere, even in the polar region. Strong positive effect of
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Fig. 16 Combined effect of solar and galactic CR for the event of January 2005. A) Count rate of the Oulu
NM in January 2005, normalised to the period 12–17 Jan. 2005. B) Ionisation effect (see text) as a function
of the atmospheric depth (different curves as denoted in the legend) and geomagnetic latitude (X-axis). Note
breaks in the Y-axis

enhanced CRII exists only in polar stratosphere where it may become very strong at high
altitudes. Thus, the net event-integrated ionisation effect of SEP is relatively small or even
negative.

On the other hand, many processes, including chemistry of the upper atmosphere, are
sensitive not only to the time-integrated effect but also to the instantaneous flux of particles,
which can be enhanced by orders of magnitude during the peak phase of event. The peak
phase of GLE is often highly anisotropic so that a strong collimated beam of SEPs impinges
on a relatively small spot in the atmosphere. The peak effects of such a beam are considered
below for the same event of 20/01/2005. The spectrum and the angular distribution of solar
protons outside the magnetosphere have been computed from the neutron monitor network
data (Bütikofer et al. 2008). For the peak time the pitch angle distribution of the solar pro-
tons was very narrow with the flux at 55◦ pitch angle being only 10% of the flux in the main
direction. Using the Bern CRII model, the ionisation rate was computed globally in a 5◦ ×5◦
geographic grid (Fig. 17) for the upper troposphere. The top panel represents the momen-
tary ionisation rate accounting for both SEP and CR fluxes, while in the bottom panel the
ionisation induced only by CR is plotted as reference. One can see that the increase in CRII
due to SEPs strongly depends on the location and, for this particular event, can be up to a
factor of 100 in a very localised region around 70◦S 140◦E. This is a direct consequence of
the high anisotropy of the solar particles at this specific time.

Thus, the ionisation effect of SEP events is local and of most importance in the polar
atmosphere. The global effect of CRII solar particles is tiny, even for the most severe events.

3.6 Application to Other Planets

Galactic cosmic rays play also a major role in the ionisation of the atmosphere of other
planets and moons of our solar system (Aplin 2005). Several authors have modeled this
ionisation in the past. Capone et al. (1977, 1979) have computed the contribution of cosmic
rays to the ionisation of the atmosphere of giant planets. The cosmic ray induced ionisation
of the atmosphere of Venus and Titan has been calculated by Borucki et al. (1982, 1987) by



Cosmic Ray Induced Ion Production in the Atmosphere 169

Fig. 17 Computed ionisation rate of the upper troposphere (h = 300 g/cm2), at 06:55 UT on January 20,
2005: the total ionisation rate (top panel) and that due to GCR only (bottom panel)

using a modified version of the code developed for the Earth’s atmosphere by O’Brien et al.
(1979). The same Earth code has been modified by Molina-Cuberos et al. (1999, 2001) to
compute the ionisation of the Titan’s and Martian atmosphere.

When computing the ionisation of the atmosphere by cosmic rays for other planetary
bodies, some important differences have to be taken into account compared to the Earth.
The first difference is that the amplitude of the modulation of the cosmic rays by the he-
liosphere is decreasing with the solar distance, resulting in a higher flux of cosmic rays in
the outer heliosphere. While the flux of GCR is roughly similar at Earth’s and Mars’s or-
bits, it is not true for other planets since the GCR intensity increases with the heliocentric
distance. Another important difference is the presence or not of a planetary dynamo. Mars
does not have an internal magnetic field any more, and even the high crustal field on some
region of Mars is not high enough to deflect significantly cosmic rays (Acuňa et al. 2001;
Dartnell et al. 2007). In the case of Jupiter the internal magnetic field is much higher than the
geomagnetic field leading to a maximum cut-off rigidity (at the equator) of the order of 1 TV
(roughly two order of magnitude higher than on Earth). To compute the access of CR to the
moon of a magnetised planet, the positions of the moon’s orbit in the magnetosphere of the
planet has also to be known. On Titan the magnetic shielding effect can be neglected, as
only a part of its orbits is contained within the Saturnian magnetosphere, in a region where
the field is too low to significantly deflect cosmic rays (Backes et al. 2005). Finally the most
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obvious difference to consider is the variation of the composition and of the density profile
of the atmosphere itself.

A cosmic ray code that can treat all the planets and would be available for all the scientific
community does not exist yet. The PLANETOCOSMICS code, based on the Geant4 Monte
Carlo toolkit, has been recently developed to provide such an application. It simulates the
electromagnetic and hadronic interaction of energetic particles with the Earth, Mars and
Mercury (Desorgher et al. 2005; Dartnell et al. 2007; Gurtner et al. 2005; Gurtner et al.
2006), and an extension to Jupiter, Saturn and their satellites is under development. The
code computes the magnetic shielding of the planet magnetosphere in function of position,
the energy deposited by cosmic ray shower particles in the atmosphere and the soil (and
therefore can be used to compute the ionisation rate), as well as the flux of any kind of
particles at given depth and altitude in the atmosphere and in the soil. The source code
for PLANETOCOSMICS can be downloaded from the url http://cosray.unibe.ch/ laurent/
planetocosmics.

4 Summary and Conclusions

More than 100 years of research in ionising particle behavior in the atmosphere has yielded a
huge amount of observational data and general understanding of the related processes which
control evolution of particle composition and their spatial-temporal distribution. Recogni-
tion of the role CR-induced ionisation plays in atmospheric processes, including cloudiness
and precipitation requires careful and detailed analysis of ionising particles relation with
the condition in the atmosphere. In spite of many correlations found between the particle
flux temporal changes and various weather phenomena, no well-established physical con-
nections and mechanisms are yet able to explain the observations. Monitoring of cosmic ray
fluxes both with balloon-borne devices and ground-based installations gives a rich source of
information for research in this field.

Dedicated simultaneous measurements of ion-production rate, aerosol concentration and
ion properties, particularly independent measurements of ion concentration and mobility,
should be obtained in the atmosphere.

Essential progress has been achieved recently in developing models of cosmic ray in-
duced ionisation in the atmosphere. Models based on full Monte-Carlo simulation of the
nucleonic-electromagnetic-muon cascade induced by CR in the atmosphere are able to prop-
erly simulate the 3D time dependent ionisation rate with high accuracy in the troposphere
and lower stratosphere (below ∼20 km). Thus, the modern CRII models provide a reliable
tool to study ionisation effects due to cosmic rays in the atmosphere.

Modelling based on the neutron monitor data provides properties of the CR nucleon
component. As shown in this paper, fluxes of the ionising CR component in the atmosphere
demonstrate existence of both long-term and short-term variations which are not reflected
by the neutron monitors. Further work is needed to understand nature of these variations and
to input the proper parameters in the models.
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Abstract Metallic ions coming from the ablation of extraterrestrial dust, play a significant
role in the distribution of ions in the Earth’s ionosphere. Ions of magnesium and iron, and
to a lesser extent, sodium, aluminium, calcium and nickel, are a permanent feature of the
lower E-region. The presence of interplanetary dust at long distances from the Sun has been
confirmed by the measurements obtained by several spacecrafts. As on Earth, the flux of
interplanetary meteoroids can affect the ionospheric structure of other planets. The elec-
tron density of many planets show multiple narrow layers below the main ionospheric peak
which are similar, in magnitude, to the upper ones. These layers could be due to long-lived
metallic ions supplied by interplanetary dust and/or their satellites. In the case of Mars, the
presence of a non-permanent ionospheric layer at altitudes ranging from 65 to 110 km has
been confirmed and the ion Mg+·CO2 identified. Here we present a review of the present sta-
tus of observed low ionospheric layers in Venus, Mars, Jupiter, Saturn and Neptune together
with meteoroid based models to explain the observations. Meteoroids could also affect the
ionospheric structure of Titan, the largest Saturnian moon, and produce an ionospheric layer
at around 700 km that could be investigated by Cassini.
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1 Introduction

The ablation of a continuous flux of extraterrestrial dust in the atmosphere gives rise to per-
manent layers of free neutral and ionized metal atoms in the 80–110 km altitude range. From
the initial ground based observations of sodium at the end of the 1930s (Chapman 1938) to
the in-situ measurements of metal ions by rocket-borne mass spectrometers (Grebowsky et
al. 1998), the density profiles of metallic species as well as their latitude and temporal vari-
ability has been established. Magnesium and iron are the most abundant metal species in the
atmosphere; others like sodium, aluminium, calcium and nickel are also present in a con-
centration, at least, one order of magnitude lower. The relative abundance of metal species
in the atmosphere is roughly equal to the one exhibited in carbonaceous chondrites (Mason
1971).

In addition to general background of extraterrestrial dust, meteor showers, that are pro-
duced when the Earth crosses the dust stream left along a comet orbit, can increase the
concentration of metals during short periods of time. The net mass influx to the Earth from
each meteor shower is only a small fraction of the total yearly influx from the sporadic back-
ground (Hughes 1978). However, an increase by a factor of 2–3 in metallic concentration
has been found during such events. The increase can be as much as one order of magnitude
during a strong meteor shower (Kopp 1997; Grebowsky et al. 1998), which is often large
enough to be manifested as a peak in the total ion and electron density profiles. Figure 1
shows two examples of the distribution of positive ions and electrons in the terrestrial at-
mosphere, where the increase in the metallic ion concentrations during the Perseid meteor
shower is highlighted.

Dust detectors on board several space missions have observed that meteoroids are dis-
tributed through the whole interplanetary medium in the Solar System. Meteoroids can thus
affect the atmospheric structure of other planets. In this paper we search for evidence of
meteoroid layers in the atmospheres of extraterrestrial planets and we review the present
knowledge of meteoroid modeling in the Solar System.

Fig. 1 Observed distribution of positive ion species in the terrestrial ionosphere during the following con-
ditions: (left) daytime over Thumba (India) (Aikin and Goldbert 1973); (right) Perseid meteor shower on
August 12, 1976, above Wallops Islands (Kopp 1997)
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2 Evidence of Meteoroid Layers through the Solar System

Planetary ionospheres have been sounded by radio occultation techniques since the begin-
ning of the 1960s; the measurements show a daytime ionosphere with a major peak mainly
produced by solar radiation and photoelectrons. Below the main peak, one or more sec-
ondary ionospheric layers have been found. Examples of such layers have been found at
Venus by Pioneer Venus (Kliore et al. 1979) and Mars by Mariner IV (Fjeldbo et al. 1966),
Mars 4 and 5 (Savich et al. 1976) and Mars Express (Pätzold et al. 2005) among others,
see Fig. 2. The number of missions to the external planets is not so comprehensive, Galileo
(Hinson et al. 1997) and Voyager (Hinson et al. 1998) found evidence of such layers in the
Jovian atmosphere, Cassini (Nagy et al. 2006) in the atmosphere of Saturn and Voyager at
Uranus (Strobel et al. 1991) and Neptune (Lyons 1995), see Fig. 3.

2.1 Venus

The electron density profile measured by Pioneer Venus in the nightside ionosphere shows
low altitude layers below the main ambient ionospheric layer, see Fig. 2. The altitude of the
main peak is located at 142.2 ± 4.1 km, very close to the main peak of the dayside termi-
nator ionosphere. The peak density is characterized by a great variability, with a magnitude
ranging from 23 × 103 to 40 × 103 cm−3 (Kliore et al. 1979). A double-peak structure ap-
pears during two closely spaced orbits, 55 and 57, and on orbit 57 the structure appeared in
both the entry and exit measurements. It seems that the appearance of such a double-peak
structure is a relatively rare temporal phenomenon. The altitude of the layer, ∼120 km, is
in agreement with the maximum for meteoroid ablation. Other ionization sources, such us
direct impact ionization by electron precipitation or protons into the nightside, could also
explain the nature of the lower ionospheric layer.

2.2 Mars

The atmosphere of Mars has been sounded in more detail than the rest of the extraterrestrial
solar system planets, and its ionosphere presents the strongest evidences of metallic layers.
The magnesium ion Mg+ · CO2 has even been identified as a constituent of the Martian
ionosphere (Aikin and Maguire 2005). The daytime ionosphere is well characterized by a
main layer produced by solar radiation at an altitude of 140 km with a number density of
some teens of thousands electrons per cubic centimeter. Mariner IV found a secondary layer
one order of magnitude lower at around 100 km, below the main photoionospheric peak
(Fjeldbo et al. 1966). Some years later, the soviet Mars 4 and 5 (Savich et al. 1976) found
a layer at around 80 km during nightime similar, in magnitude, to the daytime one. Mars
Express confirmed the existence of a sporadic layer between 65 and 110 km in altitude in 10
of 120 ionospheric electron concentration profiles (Pätzold et al. 2005). Figure 2 shows the
measurements developed by Mars 4 and 5 (left) and Mars Express (right). The occurrence
of the daytime layer was not limited to specific times of the day or locations, and part of
it is hidden in the lower portion of the upper one (Pätzold et al. 2005). Mars Express did
not find such layers in the 20 ionospheric observations at night, all of which were at high
southern latitudes during winter. The observations are too limited to exclude the occurrence
of a layer at night (Pätzold et al. 2005). Theoretical models considering meteoroids ablation
indicate that the altitude and magnitude of the observed layers can be explained by long
lived metallic ions deposited by meteoroids (Pesnell and Grebowsky 2000; Molina-Cuberos
et al. 2003).
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Fig. 2 Top electron concentration profiles in the nightside ionosphere of Venus measured by Pioneer Venus.
From A.J. Kliore et al., Science 205:99–102 (July 6 1979). Reprinted with permission from AAAS. Lower-left
distribution of electron concentration in the nighttime ionosphere of Mars measured by Mars 4 and 5 (Savich
et al. 1976). Lower-right electron concentration in the Martian ionosphere observed by Mars Express (solid
circles) and after subtracting a Chapman ionization model (open circles). From M. Pätzold et al., Science
310:837–839 (2005). Reprinted with permission from AAAS

2.3 Jupiter

The Voyager 2 fly-by provided most of the information about the lower ionospheric struc-
ture of Jupiter (Hinson et al. 1998). The electron concentration profile obtained during the
egress contains two distinct layers: one is centred near 1000 km (relative to the 1 bar alti-
tude) with a peak number density of 46 × 104 cm−3 and the structure of the other is more
complex, see Fig. 3. It is formed by a group of fine layers situated between 300 and 500 km
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Fig. 3 Electron concentration profile at Jupiter (top-left) (Hinson et al. 1998), Neptune (lower-left) (From
J.R. Lyons, Sience 268:648 (1995). Reprinted with permission from AAAS) and Saturn (right) (Nagy et al.
2006)

with a concentration of (20–120) ×103 cm−3 that might be formed in response to vertical
shear in the zonal wind or plasma instabilities. Pre-Voyager theoretical models of the lower
ionosphere predicted a layer of hydrocarbon ions in the 300–400 km altitude range (Kim
and Fox 1994); although the calculated magnitude is around two order of magnitude smaller
than the observed one. The difference between theory and observations seems too large to
be reconciled by considering atmospheric processes. A plausible explanation is that the low-
est layer is composed of long-lived metallic ions supplied by meteoroids or by the Galilean
satellites (Hinson et al. 1998).

2.4 Saturn

Saturn presents quite a complex ionosphere where several ionization sources and physical
processes take place. In addition to the solar and cosmic radiation, water inflow and particle
impact have important influences on the ionospheric structure. The lower part also presents
some layered structure, as it has been detected by Cassini (Nagy et al. 2006). Figure 3
shows the electron concentration profile for exit (dawn terminator) measured by Pioneer 11,
Voyager 1 and 2, and Cassini. We can observe that only Cassini was able to determine the
structure of the lower part of the ionosphere. The peak densities are, in general, larger for
the dusk results than for the dawn ones. The profile corresponding to the dawn terminator
presents a thick layer in the 900–1500 km range, well below the main peak placed at around
2500 km. For the dusk terminator, the layer is more sharp and could be partially included in
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the upper main ionosphere. The magnitude of the lower ionospheric layer is, in both cases,
of around 1000 cm−3.

2.5 Neptune

Electron number density profile in Neptune observed during Voyager 2 occultation revealed
sharp layers in the lower ionosphere with densities of around 104 cm−3 (Lyons 1995), see
Fig. 3. The magnitude of the layers are even higher than the upper peak. It must be taken into
account that the uncertainty in the electron abundance is high in the lower ionosphere, by as
much as a factor of two, but the altitude of the layers is well determined from the phase of
the received signal. A simple explanation for these layers is that the long-lived metallic ions
are compressed by a horizontal wind with a vertical shear acting on the ions in the presence
of a magnetic field (Lyons 1995).

3 The Interaction of Meteoroids with a Planetary Atmosphere

In parallel to the experimental observations, many theoretical studies have considered the
effect of dust in the atmosphere of Venus (McAuliffe and Christou 2006), Mars (Adolfsson
et al. 1996; Pesnell and Grebowsky 2000; Molina-Cuberos et al. 2003), Jupiter (Grebowsky
1981; Hinson et al. 1998; Kim et al. 2001), Saturn (Moses and Bass 2000), Titan (Ip 1990;
English et al. 1996; Molina-Cuberos et al. 2001), Neptune (Moses 1992; Lyons 1995) and
Triton (Pesnell et al. 2004).

The evaluation of meteoroid effects on planetary atmospheres requires the knowledge of
the mass and velocity distributions of the meteoroid flux through the Solar System. Then the
dynamical evolution of small particles through the atmosphere has to be calculated in order
to determine the deposition profiles of neutrals and ions. The concentration of each metallic
compound is calculated by solving the continuity and momentum equations.

3.1 Interplanetary Flux

Collisions between asteroidal parent bodies or grains released by comets are the major
source of meteoroids in the Solar System (Liou et al. 1995; Gurnett et al. 1997). Exoge-
nous sources also exist, particles coming from the local interstellar medium cross the So-
lar System on hyperbolic orbits (Grün et al. 1993). The experimental information of the
dust distribution beyond the orbit of the Earth comes from the dust detectors on board
of Pioneer 10 and 11, Ulysses, Galileo and Cassini (Humes 1980; Grün et al. 1993;
Altobelli et al. 2007):

The measurements by the penetration detector of Pioneer 10 indicate that the spatial
density of 10−9 g meteoroids is essentially constant between 1 and 18 AU (Humes 1980).
The data obtained by the detector on Pioneer 11 show that meteoroids between 4 and 5 AU
are not in circular orbits near the ecliptic plane, but they follow randomly inclined orbits
of high eccentricity (Humes 1980), which implies a cometary origin. During the Saturn
encounters, the on board detectors measured an increase in the flux of about three orders
of magnitude, probably as a result of impacts from ring particles (Humes 1980). The data
obtained with the penetration detector on board Pioneer 10 and 11 have similar shapes in
spite of the differences on the threshold mass, 10−9 and 10−8 g, respectively, which means
that the particle size distribution does not change strongly with the orbital radius (Cuzzi and
Estrada 1998).
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The high sensitivity Cassini Dust Analyzer (Altobelli et al. 2007) measured the dust par-
ticles between Jupiter and Saturn and found two main group. The first group of impacts
consists of particles on bound and prograde orbits coming from the dust ram direction, most
probably on low eccentric and low inclined orbits, and they show a large spread in mass.
The possible sources are short-period Jupiter family comets or circumsolar dust. Impactors
of the second group were identified as interstellar dust particles, perhaps including a minor-
ity of beta-meteoroids. The upper limit value of the flux and the particles size are in very
good agreement with what is expected from the Ulysses data (Grün et al. 1993) and model
predictions.

The dust environment in the outer Solar System has been sounded by the Voyagers. The
plasma wave instruments were able to detect a small but persistent level of dust impacts
(up to 51 AU for Voyager 1 and up to 33 AU for voyager 2). The average number density
obtained is estimated to be around 2 × 10−8 m−3, and the average mass of around 10−11 g
(Gurnett et al. 1997). The ecliptic latitudes of the paths taken by Voyager 1 and 2 were
quite different. After the flyby of Saturn at 9.5 AU, Voyager proceeded northward from the
ecliptic plane at an asymptotic ecliptic latitude of about 35◦. Voyager 2 remained very close
to the ecliptic plane until the flyby of Neptune at 30 AU. Considering the differences in the
spacecraft trajectories, the observed variations in number densities were small and (Gurnett
et al. 1997) concluded that comets are the most likely source for interplanetary dust particles
in the outer Solar System.

3.2 Entry Velocity

For particles on bound orbits, the velocity distribution of dust particles arriving a planet
depends on the distance to the Sun and on the planetary gravitational field. The velocity
decreases with the distance to the Sun. Cuzzi and Estrada (1998) found the relationship
between the orbital velocity of the meteoroids and the distance to the Sun to be:

v(R) = v1√
RAU

, (1)

where v1 is the velocity at 1 AU and RAU the distance to the Sun.
Meteoroids penetrate the atmosphere at higher velocities than predicted by (1). The plan-

etary gravitational field accelerates the particle and its orbit becomes parabolic. If v∗ is the
relative speed of a particle with respect to the planet, then the meteoroid speed v(r) at a
distance r from the planetary centre is:

v(r) =
√

v2
esc(r) + v∗2, (2)

where vesc(r) is the planetary escape velocity of an object at a distance r .
The gravitational field also produces an enhancement in the cross section of a planet and,

therefore, an increase in the meteoroid flux by a factor (Bauer 1973):

G = 1 +
(vesc

v∗
)2

. (3)

Table 1 shows the characteristic velocities of meteoroids arriving at Solar System bodies
with a noticeable atmosphere. Vmin and Vmax represent the minimum and maximum veloci-
ties reaching the top of the atmosphere, respectively, where meteoroids in heliocentric orbits
are assumed. The minimum velocity corresponds to the planetary escape velocity at the top
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Table 1 Characteristic velocities
(km s−1)

dThe case of Titan includes the
gravitational focus of Saturn,
Vorb is the orbital velocity
around Saturn

Vmin V� Vorb Vmax

Venus 10 50 35 85

Earth 11 42 30 72

Mars 5 34 24 58

Jupiter 60 19 13 69

Saturn 35.5 13.7 9.7 42.5

Titand 2.6 13.7 5.58 29.1

Uranus 21 9.6 6.8 26.6

Neptune 23.5 7.7 5.5 26.9

of the atmosphere. The maximum velocity corresponds to a particle with the solar system
scape velocity V� orbiting the Sun in a retrograde orbit. Vorb is the planetary orbital velocity.

It can be observed that the range of velocities (Vmax − Vmin) is very wide for terrestrial
planets due to the combined effect of a low escape velocity and high orbital velocity. For the
giant planets this velocity range is much smaller.

3.3 Meteoroid Ablation

The problem of determining the physical evolution of a particle penetrating the atmosphere
was first treated in detail by Öpik (1958). Here we briefly describe the processes describing
the loss of velocity and mass of a spherical small particle, based in the work of Lebedinets
et al. (1973). We do not consider aspects like fragmentation, non spherical shape, mixed
compositions or differential ablation which are usually important for the detailed modeling
of the Terrestrial atmosphere or for high mass particles.

Meteoroids penetrating the atmosphere are accelerated by the planetary gravitational field
and slowed down by collisions with atmospheric constituents. Collisions also remove part of
the mass and heat the particle surface producing an additional loss of mass by evaporation.
The increase of the particles’ temperature by atmospheric collisions is balanced with thermal
radiation and loss of heat through ablation.

The dynamical evolution of a small particle penetrating the atmosphere is calculated by
solving the motion, ablation and energy equations. The motion equation relates the decrease
in relative impact velocity v due to the drag of the atmosphere:

cos θ
dv

dz
= �Aρv

δ2/3m1/3
(4)

where θ is the entry angle, and v, m and δ are the meteoroid velocity, mass and density,
respectively. The atmospheric drag depends on the drag coefficient, �, the atmospheric mass
density, ρ, and on the meteoroid shape, through factorA.

The ablation equation relates the loss of mass m from a meteoroid due to evaporation and
sputtering:

cos θ
dm

dz
= −4AK1m

2/3

δ2/3vT 1/2
e−K2/T − �SAρm2/3v2

2Q2/3
(5)

where K1 and K2 are constants describing the dependence of the evaporation rate on tem-
perature, T . �S is the sputtering coefficient and Q the energy of evaporation of 1 g of the
meteoroid.
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Finally, the energy equation provides the thermal evolution of the particle as a function
of the increase of temperature due to the heating by sputtering, thermal radiation from the
body surface and the deposition of energy by evaporation:

cos θ
dT

dz
= 4Aρv2

8Cδ2/3m1/3
(� − �S) − 4AσT 4

Cδ2/3vm1/3
− 4AK1Q

Cδ2/3T 1/2m1/3v
e−K2/T (6)

where � the heat transfer coefficient, σ the Stefan–Boltzmann constant and C the heat
capacity of the meteoroid substance.

The energy, mass and momentum are couple by a system of equations which usually de-
mand a high precision numerical method and a small discretization grid in order to solve it.
In principle, the effect of a velocity distribution has to be taken into account in the modeling,
mainly if a high precision of the meteoroid mass deposition profile is required, as usually
occurs to the Earth case. However, most of the numerical models of the extraterrestrial at-
mospheres simply consider a monochromatic distribution at the mean velocity, rather than
a distribution of velocities, and analyse the effect of different incoming velocities. For low
gravity planets a mean angle of 45 degrees for incoming particles can be used. The effect of
non-vertical entry is to elevate the altitude at which ablation occurs. For massive planets the
gravitational focus shifts the distribution of incident angle towards vertical.

Icy meteoroids coming from comets ablate more easily and at higher altitude than stony
meteoroids, which are produced in the asteroid belt. Rocky material introduces a higher
amount of metal constituents to the atmosphere than icy meteoroids.

Once the ablation of meteoroids is known, the linear concentration of the individual ion
species can be calculated by

αi = −piβi

miv

dm

dt
(7)

where pi is the ratio of atom i type to the total, mi is the atomic mass, and βi is the ionization
probability, which depends on the ion produced and meteoroid velocity. For low velocity
≤35 km s−1, for which no secondary ionization or recombination take place, Jones (1997)
proposed an empirical expression:

βi = ki(v − vi)
2v0.8 (8)

where ki is an experimental value, which depends on the element and vi is a cut off velocity,
For high velocity particles, a more general expression can be used (Lebedinets et al. 1973):

βi = Cv7/2. (9)

The production rate of i type ions (Pi ) is calculated as:

Pi =
∫

αif (m)dm, (10)

where f (m) is the flux per unit of micrometeoroidal mass.

4 Modelling Metallic Layers in Planetary Atmospheres

The meteoroid mass deposition profiles are calculated by adapting the flux of interplanetary
dust and solving the dynamical evolution of the particles, as described in the above section.
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Fig. 4 Neutral and ionic deposition rates of Mg, Fe and Si due to the ablation of meteoroids with entry
velocity of 18 km s−1 in the atmosphere of Mars (top) (Molina-Cuberos et al. 2003) and Titan (bottom)
(adapted from Molina-Cuberos et al. 2001) to consider the same meteoroid composition than on Mars

We have used the model by Grün et al. (1985), which assumes an isotropic flux of meteoroids
at Earth’s orbit with effective density of 2.5 g cm−3 and mean velocity of v (1 AU) =
20 km s−1. The model considers mass ranging from 10−18 to 100 g, although the main
contribution to the total mass is due to particles ranging from 10−7 to 10−4 g.

Figure 4 shows the neutral and ion deposition rate of magnesium, iron and silicon in the
atmosphere of Mars (top) and Titan (bottom), assuming the interplanetary dust is mainly
composed of carbonaceous chondrites, that have a relative concentration of Mg = 6.1%,
Si = 5.7% and Fe = 5.1% (Anders and Ebihara 1982).

Table 2 shows the altitude range where the maximum of the meteoroid ablation occurs
and the altitude of the ionospheric layers that could consists of metallic ions. Please note
that the ionospheric peak is located in all the cases quite close to the ablation altitude.



Meteoric Layers in Planetary Atmospheres 185

Table 2 Theoretical predictions of the altitude of the meteoroid deposition peak and altitude of ionospheric
layer that could consist on metallic ions. � represents ice meteoroids and • silicate ones

Planet Ablation Reference Ionospheric

(km) peak (km)

Venus 110–120 This work 120–130 km

Earth 85–95 McNeil et al. 1998 90–100 km

Mars 75–85 Molina-Cuberos et al. 2003 65–100

Jupiter 300–400 Kim et al. 2001 300–550

Saturn 790–1290 � Moses and Bass 2000 900–1200

610–790 • Moses and Bass 2000

Titan 650–700 Molina-Cuberos et al. 2001 No evidences

Neptune 500–800 • Moses 1992 600–1000 km

250–500 � Moses 1992

The altitude of the ablation depends on the physical characteristics of meteoroids (volatil-
ity, speed, size and composition). The radio-occultation measurements of ionospheric layers
of long-lived metallic ions through the Solar System planets could, therefore, provide infor-
mation about properties and composition of interplanetary dust. The distribution of metals
is, however, affected by transport and layering.

Once the meteoroid deposition in the atmosphere is known, the concentration of each
neutral and ion species is calculated from the continuity and momentum equations that,
assuming steady state, may be expressed as:

Pi − nili = ∂

∂z
nivi (11)

vi = −Di

(
1

ni

∂ni

∂z
+ 1

Hi

+ 1

T

∂T

∂z

)

−K

(
1

ni

∂ni

∂z
+ 1

H
+ 1

T

∂T

∂z

)
(12)

where i denotes the ith constituent, z the altitude, ni the concentration, Pi the production,
li the specific loss, T the temperature. vi is the mean vertical velocity, Di and Ki are mole-
cular and eddy diffusion coefficients, Hi and H are the individual and atmospheric scale
heights.

Vertical transport of metallic species is mainly produced by turbulent and molecular dif-
fusion, the former being more effective at lower levels. Diffusion theory provide analytical
expressions for the molecular diffusion coefficients Di (Chapman and Cowling 1970). The
turbulent diffusion is the least known factor in the modeling of an atmosphere. It is typically
parameterized by means of an eddy diffusion coefficient K .

The production of metallic ions depends on the atmospheric and ionospheric characteris-
tics. Other ionization sources, like solar radiation or electrons, provide atmospheric ions that
transfer the charge to metallic atoms by charge exchange reactions, which is a very impor-
tant source for metallic ions. In addition, the photoionization of metallic neutrals increases
the production of metallic ions.
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4.1 Earth

Meteoric metals in the terrestrial atmosphere have been modeled in detail. The chemistry and
temporal and spatial variations have been extensively treated in the literature (Swider 1969;
Aikin and Goldbert 1973; Carter and Forbes 1999; Joiner and Aikin 1996). In particular,
special attention has been paid to the most abundant metallic species, magnesium (McNeil et
al. 1996; Plane and Helmer 1995), iron (Helmer et al. 1998; Carter and Forbes 1999), silicon
(Kopp et al. 1995), potassium (Eska et al. 1999), sodium and calcium (McNeil et al. 1998;
Plane et al. 1999) and the chemistry is well known.

Metals consititute a very small fraction of the total atmospheric constituents in the E-
region; however the ionized fraction of metallic atoms is very high when compared with
other atmospheric compounds. The reason for the relatively high concentration of metallic
ions is their low electron recombination rate, several order of magnitude slower than the
recombination of the most abundant ambient ions, O+

2 and NO+. The chemical lifetime of
metallic ions is very long and their vertical distribution is strongly influenced by transport
mechanisms such as eddy diffusion and layering due to wind shears and electric field. Metal-
lic species are removed from the E-layer by downward transport. Three-body association
reactions with atmospheric neutrals produce molecules in the gas phase that subsequently
condensate and coagulate to aggregates and aerosols (Hungen et al. 1980). Figure 6 shows
a schematic diagram of reactions involving magnesium species, as an example of the chem-
istry of metallic compounds in the terrestrial atmosphere. It was developed from the works
by Plane and Helmer (1995), McNeil et al. (1996) and McNeil et al. (1998).

Magnesium ion are mainly produced by charge exchange with atmospheric ambient
species (O+

2 , NO+ and O+) (Grebowsky et al. 1998), and also by direct meteoric ioniza-
tion and photoionization. The recombination of Mg+ with electrons is not the main loss
process of Mg ions. Three body reactions of Mg+ with O2 and N2 produce MgO+

2 (Plane
and Helmer 1995) and MgN+

2 (McNeil et al. 1996) and two body reaction with ozone leads
to the formation of MgO+. These ions are recycled to neutral Mg through molecular dis-
sociative recombination. The chemistry of neutral magnesium is determined by two/three
body reactions with oxygen species (O, O2 and O3), which produce MgO and MgO2. The
final sink of Mg may be Mg(OH)2 as obtained by Plane and Helmer (1995) or MgCO3 as
calculated McNeil et al. (1996).

Grebowsky et al. (1998) compiled all published studies describing rocket flights which
measured meteoric ions between 1963 and 1991. They found that the observed Mg+ concen-
trations are lower than those yielded by models and they also confirmed that meteor showers
do have significant impact on the average ionospheric composition.

4.2 Mars

Terrestrial knowledge is the starting point to model the meteoroid effects on the atmosphere
of Mars. The chemistry of metallic ions is quite similar to the terrestrial case, CO2 playing
the role of the third body in three-body reactions in Mars instead of N2 on Earth.

Magnesium and iron ions are produced by direct meteoric ionization, photoionization
and charge exchange with atmospheric ions, mainly O+

2 . The last one is the main source for
production of metallic ions. Magnesium and iron follow quite similar processes. The oxi-
dation by ozone is the most efficient mode of converting atomic metals into neutral oxides.
Once MgO and FeO are formed, three body association of CO2 provides carbonated metallic
atoms, which are the more stable neutrals. Metallic ions can undergo electron recombination
or be converted to oxygenated ions. At higher pressure, molecular association by three-body
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Fig. 5 Schematic diagram of the chemistry of magnesium species in the terrestrial atmosphere, where X+
represents a non-metallic ion (mainly O+ and NO+) and hν photoionization. Adapted from Plane and Helmer
(1995), McNeil et al. (1996, 1998)

Fig. 6 Schematic diagram of the
chemistry of iron species in the
martian atmosphere, where X+
represents a non-metallic ion and
hν photoionization. Adapted
from Molina-Cuberos et al.
(2003)

reactions produce molecular ions, which undergo molecular dissociative recombination to
form Fe and Mg (Molina-Cuberos et al. 2003). Figure 6 shows a schematic diagram of the
chemistry of iron species. For the case of Mg, it follows a general scheme similar to Fe, but
with different rates.

Pesnell and Grebowsky (2000) modeled the effect of magnesium in the atmosphere of
Mars and predicted a persistent layer of Mg+ in the order of 104 cm−3 at around 80 km,
which is a factor of around 20 times lower than the main ionospheric peak placed at 130 km.
Molina-Cuberos et al. (2003) developed daytime and nighttime models for iron and magne-
sium produced by meteoric ablation, and the effect of solar activity, and seasonal variations
was also explored. They found a meteoric layer formed by Fe+ and Mg+ with a magnitude
of the order of 104 cm−3at noon and decreases by two orders of magnitude during the night.
The agreement between the model and the daytime measurements taken by Mars Express
(Pätzold et al. 2005) some years later is quite good. Figure 7 shows (solid lines) the elec-
tron concentration predicted and a pair of experimental profiles that match better with the
theoretical model.
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Fig. 7 Theoretical predictions
(Molina-Cuberos et al. 2003)
(lines) and experimental
determination (Pätzold et al.
2005) of meteoroid layers in the
Martian ionosphere

Fig. 8 Schematic diagram of the
chemistry of metals in the
ionosphere of giant planets,
where M represents Mg+ or
Fe+. Electron recombination of
metals have not been included for
higher clarity, adapted from Kim
et al. (2001)

4.3 Giant Planets

The hydrogen-hydrocarbons atmosphere of the giant planets is more difficult to model than
the Martian one, due to the lack of measurements of reaction rates between hydrocarbons
and metallic ions.

The ionospheres of gaseous planets are usually dominated by H+ in the upper part and
H+

3 prevails below (Kim et al. 2001; Moses and Bass 2000). If metals are not considered in
the modeling, then hydrocarbons are the major ionic species in the lower ionosphere (Kim
and Fox 1994). However the predicted densities are much lower than the observed ones.
The inclusion of meteoric ablation into the atmosphere that produces metal ions that take
the place of hydrocarbons as the major ionic species in the lower part of the ionosphere
(Kim et al. 2001; Moses and Bass 2000; Lyons 1995). Figure 8 shows a short scheme of the
chemistry of metals in the atmosphere of giant planets.

The high gravitational focus of giant planets and the long distance to the Sun results
in metallic ions that are mainly produced by charge exchange with atmospheric ions and
direct ionization from ablation; the other source, photoionization of metallic neutrals, is
much less important. Metallic ions are removed by three-body reactions with hydrocarbons
and hydrogen, and the metallic atoms are lost by condensing onto existing aerosols or dust
particles. The depletion of atoms is parameterized by assuming a constant lifetime, which
depends on the number of dust particles and their size; typical values in the range of (1–6)
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×105 s have been used in the modeling of Jupiter (Kim et al. 2001), Saturn (Moses and Bass
2000), and Neptune (Lyons 1995). Three-body reaction between metallic ions (Fe+, Mg+)
with the most abundant atmospheric neutral (H2) has not been confirmed in the laboratory.
Even by assuming that the reaction occurs, it results in little net loss of ions, due to the
adduct (Fe+·H2 or Mg+·H2) undergoing a sequence of reactions with H atoms which restore
metallic ions in the Jovian atmosphere (Kim et al. 2001).

The electron concentration profile of outer planets shows frequent gaps, specially at
the dawn terminators, see Fig 3. The layering that is frequently observed in the lower
ionospheres of the outer planets could be caused by long-lived atomic ions being moved
by horizontal winds that possess vertical shear, such as might occur with atmospheric tides
and gravity waves interacting with meteoric ions.

The ablation of meteoroid in the Jovian atmosphere and the chemistry of meteoric ions
(O+, C+, Si+, Fe+, Mg+, Na+ and S+) was modeled by Kim et al. (2001). They found a
layer of meteoric ions in the altitude region of 350–450 km, above the 1-bar level, with a
peak total ion concentration of several times 104 cm−3, which are comparable with the ob-
served one. Moses and Bass (2000) studied the effects of external material on the chemistry
and structure of Saturn’s ionosphere, they found that the ionospheric structure is dominated
by two major peak, with H+ creating the high-altitude peak and Mg+, representing the
metallic ions, the low-altitude peak with a magnitude in the order of 104 cm−3, similar to
the upper one. Lyons (1995) also considered metal ions to model the lower ionosphere of
Neptune and calculated a concentration of Mg+ around 1000 cm−3, one order of magnitude
lower than the one observed by Voyager 2. The differences are reduced if the magnesium
ions are compressed into sharp layers by a sinusoidal vertical wind.

4.4 Titan

The Voyager 1 fly-by of Titan was able to determine an ionospheric peak of 2400 ±
1100 cm−3 at 1180 ± 150 km (Bird et al. 1997), and did not provide any information from
below the peak. Therefore, Voyager did not show any evidence for meteoroids effects in
its atmosphere. From 2004, Cassini has been orbiting Saturn and several opportunities to
sound the ionosphere by radio-occultation and even to determine ionic mass by INMS (Ion
and Neutral Mass Spectrometer) will be available in the near future. In spite of the lack
of experimental observations of the effects of meteoroids at Titan, some theoretical mod-
els have investigated the effects of meteoroids in the composition of neutral (English et al.
1996) and ion (Molina-Cuberos et al. 2001) species. Molina-Cuberos et al. (2001) investi-
gated the ablation of meteoroids and found that long-lived metallic ions considerably change
the predictions of the electron number density due to models which only consider solar radi-
ation and electrons trapped in the magnetosphere of Saturn. By using a simple model where
metallic ions are lost by termolecular associations with neutral molecules, they concluded
that an ionospheric layer could be present at around 700 km, with an electron concentration
peak similar in magnitude to the one produced by solar radiation. Petrie (2004) has devel-
oped theoretical calculations of Mg+ reactions with the atmospheric compounds of Titan
(N2, CH4 and some nitrogenated hydrocarbons), which allowed the magnesium chemistry
to be modelled in more detail an predicted the radical MgNC as the final product.
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Abstract In planetary atmospheres the nature of the aerosols varies, as does the relative
importance of different sources of ion production. The nature of the aerosol and ion pro-
duction is briefly reviewed here for the atmospheres of Venus, Mars, Jupiter and Titan using
the concepts established for the terrestrial atmosphere. Interactions between the ions formed
and aerosols present cause (1) charge exchange, which can lead to substantial aerosol charge
and (2) ion removal. Consequences of (1) are that (a) charged aerosol are more effectively
removed by conducting liquid droplets than uncharged aerosol and (b) particle–particle co-
agulation rates are modified, influencing particle residence times in the relevant atmosphere.
Consequences of (2) are that ions are removed in regions with abundant aerosol, which may
preclude charge flow in an atmosphere, such as that associated with an atmospheric electrical
circuit. In general, charge should be included in microphysical modeling of the properties
of planetary aerosols.

Keywords Ion aerosol attachment · Aerosol charging · Atmospheric conductivity ·
Planetary dust

1 Introduction

Ion–aerosol interactions are very important in understanding the electrical nature of at-
mosphere. A direct effect of aerosol charging is the removal of small cluster ions, which
reduces the atmosphere’s electrical conductivity (Borucki et al. 1982). Electrical conduc-
tivity in an atmosphere is a necessary requirement in permitting an atmospheric electrical
global circuit (Aplin 2006a; Aplin et al. 2008).
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Molecular cluster ions, consisting of a few tens of molecules, determine electrical con-
ductivity in the terrestrial lower atmosphere, where weather processes are important. Clus-
ter ions have sufficiently large mobilities to be moved appreciably under the influence
of an electric field. The vertical ion concentration profile in the lower atmosphere is de-
termined by various ionizing mechanisms for the production of ions and electrons and
the loss processes of these species (Bazilevskaya et al. 2008). Cosmic ray induced ion-
ization, in the lower atmospheres of planets and satellites, lead to the formation of pri-
mary negative and positive ions, which readily form ion clusters (Harrison and Tam-
met 2008). Besides cosmic rays, solar UV photons of very low energies are not ab-
sorbed in the ionosphere, and reach the lower atmosphere and surface, causing photoe-
mission of electrons when the energies of the incident photons exceed the threshold en-
ergy for photoemission of electrons from particles (Grard 1995; Borucki et al. 2006;
Michael et al. 2008).

The cluster ion concentration in a planetary atmosphere is very sensitive to the pres-
ence of aerosols, tiny particles suspended in the air originating from various sources. In all
atmospheres, aerosols reduce the ion concentrations through the transition of the highly mo-
bile ions into large and massive charged aerosols, by ion–aerosol attachment. As well as ion–
aerosol attachment, clusters can be lost by ion–ion or ion–electron recombination. Whereas
computation of ion–ion recombination coefficient is relatively straightforward, this is not the
case for ion–aerosol attachment coefficient (Hoppel and Frick 1986). Various theories ex-
ist for calculating the ion–aerosol attachment coefficient, which depend on the comparative
size of the aerosols with the cluster ionic mean free path of the atmosphere. The atmosphere
of Venus is very dense and the ionic mean free path is smaller than the aerosol size; this
permits ion diffusion to the particle surface. On the other hand, for a tenuous atmosphere
like that of Mars, with the ionic mean free path larger than the aerosol size, a kinetic theory
approach is required.

In addition to affecting the conductivity of the atmosphere, aerosol charging reduces
aerosol coagulation rate (Harrison and Carslaw 2003), thereby increasing the residence time
in the atmospheric column. One consequence is a concentration increase, modifying the op-
tical depth, therefore electrical charging of aerosols is a factor in governing the atmospheric
aerosol profiles. Another consequence is an enhancement of aerosol-cloud interactions as
the collision efficiency between a particle and a water droplet increases if the particle carries
a large charge (Tripathi et al. 2006). In particular, should the drop be supercooled, its freez-
ing probability may be enhanced by the electrically-assisted collection of aerosol facilitating
the likelihood of ice nucleation by the contact mode (Tripathi and Harrison 2001, 2002).

In the present review, aerosol charging by ion and electron attachment and the conse-
quences are studied for various atmospheres (see Fig. 1). The review is organized as follows:
Ion production in the lower atmospheres of Venus, Mars, Jupiter and Titan is discussed in
Sect. 2, Aerosol characteristics (Sect. 3), calculation of ion–aerosol attachment coefficient
(Sect. 4), aerosol charging (Sect. 5), and consequences of aerosol charging in atmospheres
(Sect. 6). Possible future work is discussed in Sect. 7.

2 Ion Production

Galactic cosmic rays (GCR) have energies spanning a wide range, and contribute to ion-
ization in a planetary atmosphere. GCR have been shown to be the most significant source
of ionization (Dubach et al. 1974; Capone et al. 1976, 1977, 1979, 1980), especially in
relatively dense regions of a planetary atmosphere with little ionizing solar ultraviolet ra-
diation. GCR originate in interstellar medium, which encounter the solar wind and solar
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Fig. 1 Schematic of ion–aerosol
processes in a planetary
atmosphere. “Top boundary”
defines the altitude at which the
effect of particles on electrical
conductivity ceases; Venus
(80 km), Mars (70 km), Jupiter
(0.1 mbar), and Titan (400 km)

magnetic field in the heliosphere. In times of higher solar activity the heliosphere deflects
GCR from a planet. Therefore, GCR flux is at its minimum during maximum solar activity.
The spectrum of the incident cosmic ray flux falls off sufficiently slowly at high energies that
a significant portion of the total energy flux is carried by high-energy particles. The largest
energy fraction in the cosmic ray flux is typically carried by particles having kinetic energies
of at least 1 GeV. Such high energies produce electromagnetic and particle cascades in the
atmosphere. A detailed discussion about cosmic rays and their general interaction with plan-
etary atmospheres is presented in Bazilevskaya et al. (2008). Here we consider processes in
the planetary atmospheres separately.

2.1 Venus

Cosmic rays incident on the atmosphere interact with the atmospheric gas atoms and mole-
cules. The incident radiation is mainly atomic nuclei, consisting of ∼90% protons, ∼10%
He nuclei, and about l% heavier nuclei (Upadhyay et al. 1994).

Chen and Nagy (1978) have shown that the ionizing solar ultraviolet radiation does not
penetrate much below ∼120 km, whereas solar flare X-rays are the most important source of
ionization in the 60 to 100 km altitude region. Thus, below ∼60 km or during the Venusian
night, galactic cosmic rays are the principal ionizing agent for the atmosphere. The shape of
the cosmic ray spectrum is such that a significant fraction of the total energy flux is carried
by particles with kinetic energies above 1 GeV. In fact, incident cosmic rays with energies as
high as 10 TeV contribute to a significant ionization at penetration depths1 of ∼100 g cm−2.
Borucki et al. (1982) used the method developed by O’Brien (1969, 1970, 1971, 1972) to
calculate the cosmic ray-induced ionization rates in the Venusian atmosphere. Ionization
of the atmosphere by energetic particles produces primary ions CO+

2 , CO+, and O+
2 and

electrons. Because the collision frequency with neutral species is large, the primary ions and

1Depth is defined as the integrated mass density of the atmosphere above any given altitude. The total depth

of the Venusian atmosphere is approximately 105 g cm−2.
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electrons rapidly form secondary ions and ion clusters. The conductivity of the atmosphere is
governed by the mobility of these long-lived secondary ions and ion clusters, rather than by
the very mobile, but short-lived, primary ions and electrons. Borucki et al. (1982) estimated
that ions such as H3O+·SO2 (81 amu), H3O+H2O·CO2 (81 amu), H3O+·(H2O)3 (73 amu),
and H3O+·(H2O)4 (91 amu) are the most abundant positive ion clusters. In the atmosphere
of Venus, sulfur dioxide and oxygen are the major gaseous species to which free electrons
may attach. O−

2 readily transfers its charge to sulfur dioxide and the subsequent reactions of
SO−

2 are uncertain. The study of Keesee et al. (1980) suggested that (SO2)
−
2 would prevail

above about 25 km.

2.2 Mars

Whitten et al. (1971) carried out a detailed study of the lower ionosphere of Mars. They
considered the ionization by GCR and solar radiation in an ion-neutral model, and calculated
the concentration of ions and electrons below 80 km. Molina-Cuberos et al. (2001) improved
the study of the lower ionosphere of Mars by developing a more detailed ion-neutral model
which includes more neutral compounds and improved reaction rates than previous studies.
Molina-Cuberos et al. (2001) calculated the cosmic ray ionization rates of CO2, N2 and Ar.
The ionization by cosmic rays in the Martian atmosphere is mainly due to the slowing down
of protons and Molina-Cuberos et al. (2001) used measurements of the dissociative and non-
dissociative ionization of CO2 and N2 by proton impact. The maximum ion concentration
occurs at the surface. Hydrated hydronium ions H3O+(H2O)n (n varies from 1 to 4) are
the most abundant positive ions for all altitudes below 70 km. CO+

2 CO2 becomes important
at altitudes more than 65 km. The most abundant negative ion is CO−

3 (H2O)2. Recently,
Haider et al. (2008) studied in detail the chemistry of the ion production at high latitudes in
the atmosphere of Mars.

2.3 Jupiter

In the Jovian atmosphere (from 10 bar to 1 mbar) muon flux component of galactic cosmic
rays are the main ionization source (Whitten et al. 2008). They penetrate to the deep at-
mosphere at levels where the total number density exceeds 1025 m−3 and ionize the neutral
constituents producing the primary ions H+

2 , He+, CH+
4 , CH+

3 , CH+
2 , and electrons. Fast re-

actions with the neutrals rapidly convert these into secondary ions and ion clusters. The He+
ions formed initially are converted into CH+

5 due to the abundance of H2 and CH4 and the
inverse temperature dependence of three-body association reaction (Hiraoka and Kebarle
1975). CH+

5 reacts with C2H6 and NH3 to produce C2H+
7 and NH+

4 , respectively (Capone et
al. 1979). The formation of the cluster between NH+

4 and NH3 controls the loss process of
NH+

4 in the lower deep troposphere of Jupiter. At equilibrium, the cluster ion NH+
4 (NH3)n

is expected to be dominated by ions with ammonia composition n = 4 between 10 bar and
1 bar, but by n = 2 ions at 100 mbar due to increasing temperature and decreasing ammonia
concentration. CH+

5 ·(CH4)4 is formed at 0.01 bar, and CH+
5 ·(CH4)2 is formed at pressures

0.001 bars (Whitten et al. 2008).

2.4 Titan

Since the intensity of the solar UV radiation decreases with the square of the distance from
the Sun, GCR-induced ionization assumes greater relative importance in the atmospheres of
the outer planets and satellites. GCR-induced electromagnetic and particle cascade penetrate
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Table 1 Ion clusters compositions in planetary atmospheres

Venus Mars Titan Jupiter

Positive ion cluster H3O+·SO2, H3O+·H2O·CO2, H+
3 O(H2O)n (H2CN+(HCN)3) NH+

4 (NH3)n,

H3O+·(H2O)3, H3O+·(H2O)4 CH+
5 (CH4)n

Negative ion cluster (SO2)−2 CO−
3 (H2O)2 – –

to relatively great depths (i.e. high pressures) in the extended, massive atmosphere of Titan.
Ionization also occurs in the atmosphere of Titan through particles precipitating from the
magnetosphere of Saturn.

The ion clusters formed in the lower atmosphere of Titan were studied by Borucki et al.
(1987, 2006) and their masses estimated to be 30 to 102 amu. HCO+·H2 and CH+

5 ·CH4 are
the major positive ions at altitudes below 80 km. C7H+

7 and H4C7N+ are the most abundant
positive ion clusters for altitudes 80 to 260 km, and 260 to 400 km, respectively. Stud-
ies showed that there is a lack of electrophylic species in the atmosphere of Titan (Borucki
et al. 1987, 2006; Lara et al. 1996; Molina-Cuberos et al. 2000), and there is therefore a large
abundance of electrons. During the descent of Huygens probe through the atmosphere of Ti-
tan on 14th January 2005, electron conductivity and density profiles were derived using the
Huygens atmospheric structure instrument (HASI). This carried two different instruments,
a relaxation probe and a mutual impedance probe (Hamelin et al. 2007). The observations
suggest that the electron concentration is at least a factor of two lower than that predicted
by previous studies (Borucki et al. 1987, 2006; Molina-Cuberos et al. 1999). Though it was
generally accepted earlier that electrophylic species are absent in Titan’s atmosphere, the
recent observations by HASI suggest that they could be present with a maximum concen-
tration of a few ppm. The most abundant ion clusters in the atmospheres of Venus, Mars,
Jupiter and Titan are presented in Table 1.

3 Aerosol Characteristics

Aerosols are sub-micron to micron sized solid particles or liquid droplets suspended in air.
In the terrestrial atmosphere, some aerosols are generated naturally, originating from volca-
noes, dust storms, forest and grassland fires, living vegetation, and sea spray. Human activi-
ties, such as fossil fuel combustion and the alteration of natural surface cover, also generate
aerosols. In planetary atmospheres, the sources of aerosols are also very variable.

3.1 Venus

The clouds of Venus are generally thought of as a photochemical haze observed in the alti-
tude range of 48–70 km. According to Rossow (1977) there are two different mechanisms
for the formation of these clouds. Near the cloud top, photochemistry leads to the forma-
tion of cloud particles; near the cloud base, condensation of sulfuric acid vapor on hydrated
sulfuric acid particles is responsible for the particle formation.

In situ probe measurements detected three cloud layers (upper, middle, and lower) based
on distinctive cloud particle size distributions of ∼0.4, ∼2 and ∼7 μm (Esposito et al. 1983;
Crisp et al. 1991; Carlson et al. 1993; Grinspoon et al. 1993). The cloud particles have a
number density ranging from 100 to 1000 cm−3 and the particle size distribution is bimodal
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(Knollenberg and Hunten 1980; Pollack et al. 1993; Grinspoon et al. 1993; Krasnopolsky
1989). The thick opaque cloud region between 48–56 km was clearly observed on Galileo
and ground-based near-infra red images of Venus (Crisp et al. 1989; Bell et al. 1991; Carlson
et al. 1993; Grinspoon et al. 1993). Microphysical processes in the cloud layer are described
in detail in various papers (e.g., Toon et al. 1982; James et al. 1997; Imamura and Hashimoto
1998, 2001). An upper haze layer is observed in the altitude range of 70–90 km, containing
particles with an effective radius of 0.2–0.3 μm, composed of H2SO4/H2O aerosol of 75%
sulfuric acid (Kawabata et al. 1980). A transport model between this haze layer and the
atmospheric cloud is discussed in Yamamoto and Takahashi (2006).

3.2 Mars

Dust enters the atmosphere of Mars mainly by the thermally driven wind and then by
saltation and strong updraft by the dust devils. Dust particle sizes in the Martian at-
mosphere have been known since the Mariner 9 and Viking missions (Conrath 1975;
Pang and Ajello 1977; Toon et al. 1977). Observations of Martian aerosols from Viking
orbiter and lander cameras are discussed in Clancy and Lee (1991) and Pollack et al.
(1979). Clancy and Lee (1991) suggested that the effective radius of the dust particles, as
seen from the Martian surface, is ∼2.5 μm and the size distribution of dust is constant
at sub-solar latitudes. Vertical profiles of the mixing ratio and size of the dust particles
in the 15–25 km altitude range were estimated from the solar occultation measurements
performed by the Auguste instrument onboard Phobos 2 spacecraft (Korablev et al. 1993;
Chassefiere et al. 1992). The effective radius of the particles was found to be ∼0.8 μm at
25 km and ∼1.6 μm at 15 km. Their number density is ∼0.3 cm−3 in the same altitude range.
Chassefiere et al. (1995) extrapolated the solar occultation profiles from the 15–25 km al-
titude range down to the ground. An effective radius of ∼1.25 μm was inferred from the
analysis of the dust component observed by the ISM infrared spectrometer (Drossart et al.
1991).

Mars aerosol studies with Mars Global Surveyor Thermal Emission Spectrometer during
1999–2001 have been summarized by Clancy et al. (2003). They suggested that the dust
particle sizes vary with latitudes. The properties of dust observed by Mars Pathfinder and
the Mars Exploration rovers are discussed in Tomasko et al. (1999) and Lemmon et al.
(2004). Montmessin et al. (2006) presented the aerosol size distribution from the SPICAM
ultraviolet instrument onboard Mars Express. Goetz et al. (2005) studied the dust using
Mossbauer spectroscopy and suggest that the dust contains magnetite, olivine and some
ferric oxides. The presence of olivine indicates that liquid water did not play a dominant
role in the processes that formed the atmospheric dust.

3.3 Jupiter

Haze in the atmosphere of Jupiter extend in altitude as deep as the 10 bar pressure level
to as high as the ∼0.5 mbar (Owen 1969; Smith et al. 1977; West 1979, 1988; Hord et al.
1979; Smith 1980; West et al. 1981, 1992; Tomasko et al. 1986; Banfield et al. 1998; Fried-
son et al. 2002). The haze chemistry is thought to involve coupling among hydrocarbon
photochemistry, ion-neutral chemistry, auroral processes, and particle microphysics. Strobel
(1985) suggested that ammonia photolysis in the lower stratosphere leads to the production
and condensation of hydrazine. The suggestion of Hord et al. (1979) that the auroral break-
down of methane leads to the formation and growth of carbonaceous particles has been
supported by other workers (Kim et al. 1985; Pryor and Hord 1991; Vincent et al. 2000;
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Wong et al. 2000, 2003). Detailed discussion of Jovian atmospheric aerosol is provided in
West et al. (1986) with the particles’ physical properties discussed further in Mishchenko
(1990), Moreno (1996), and Lebonnois (2005). A detailed discussion on the cloud and haze
particles in the Jovian atmosphere using the observations of Galileo instruments, ground
based and Hubble Space Telescope is provided in West et al. (2004). The optical and phys-
ical properties of the haze particles, like the composition, size and shape and the formation
of the particles are also discussed in West et al. (2004). Atreya and Wong (2005) provided
a good picture of the structure of Jovian clouds through combining the Galileo data, remote
imaging and thermochemical models. The Galileo probe detected tenuous cloud layers at
0.5, 1.3 and 1.6 bar levels (Ragent et al. 1998) which most likely represent the clouds of
NH3-ice, NH4SH-ice, and H2O-ice, respectively (Atreya et al. 1999).

3.4 Titan

Spacecraft observations show aerosols are abundant in the Titan atmosphere. Titan’s haze
particles consist of complex organic molecules, derived from methane and nitrogen photo-
chemistry (Khare and Sagan 1973; McKay et al. 2001; Khare et al. 2002; Atreya 2007). Size
information is derived from the Voyager photopolarimeter observations (West et al. 1983),
Voyager high-phase-angle images (Rages et al. 1983) and photometry and polarimetry mea-
surements from Pioneer 11 (Tomasko and Smith 1982). Analysis of Voyager 2 images by
Rages and Pollack (1983) indicate that between 220 km and 350 km the aerosol particles
have radii near 0.3 μm and have number densities that range from about 0.2 particles/cc
at 350 km to 2 particles/cc near 220 km. Benzene was detected by the Infrared Space Ob-
servatory (Coustenis et al. 2003). Benzene, in a chain of reactions, leads to formation of
polyaromatic hydrocarbons (PAH) by continued removal of hydrogen atom and acetylene
addition. Cassini instruments detected large positively charged ions (100–350 amu) and neg-
atively charged ions (20–8000 amu) and Waite et al. (2007) confirmed the large negatively
charged particles as tholins and predicted the size as ∼100–260 nm. Observations of haze
particles by Huygens probe Descent Imager / Spectral Radiometer (DISR) were reported by
Tomasko et al. (2005). The DISR instrument measured the linear polarization of scattered
sunlight and the comparison of polarization with model computations for different sized
fractal aggregate particles indicate that the radii of the monomers comprising the aggregate
particles is near 0.05 μm, almost independent of the number of monomers in the particle.
Contrary to the expectation that the Titan haze clears below an altitude of about 50 km,
the DISR downward-looking spectrometer observed significant haze opacity at all altitudes
throughout the descent, extending all the way down to the surface (Tomasko et al. 2005).

4 Ion–Aerosol Interactions

The problem of droplet charging by ionic diffusion was originally addressed by Millikan
(1911). During the experiment, Millikan (1911) observed that negatively charged droplets
were able to catch more negative ions. This was interpreted as evidence that the ions must
have sufficient kinetic energy to maintain the surface of the drop against the electrostatic
repulsion generated by the charge on the drop. It was concluded that the only way a droplet
could lose or gain charge was to capture an ion of appropriate sign. The diffusion of ions to
droplets is a real and continuous process. Once captured, ions can never escape because of
the work they must do to overcome the local electric image forces. The image force increases
faster than the inverse square law and is appreciable for distances considerably less than one
mean free path away from the droplet.
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Later Arndt and Kallmann (1925) and Frenkel (1946) studied quantitatively the charging
of droplets, but the assumptions they adopted were not reasonable. Gunn (1954) estimated
the role of ionic diffusion in the electrical charging of drops and noticed that not more than a
single ion may be carried by a droplet of radius less than 0.01 μm, unless energetic chemical
forces modify. On the other hand, if drops are appreciably larger than the ionic mean free
path, relatively many ions may be transferred to the droplet. Gunn (1954) suggested that
ions of both signs diffuse into the droplet surface and the ion attachment coefficient can be
expressed using the following equations.

β+ = 4πQμ+
exp(Qe/akT ) − 1

, (1)

β− = 4πQμ−
1 − exp(−Qe/akT )

. (2)

Here, β+ and β− are the positive and negative ion attachment coefficients, respectively, Q

is the free electrical charge resident on the droplet, μ+ and μ− are the mobilities of positive
and negative ions, respectively, e is the elementary charge, a is the droplet radius, k is the
Boltzmann constant and T is the temperature.

The different theories for ion–aerosol attachment are summarized by Fjeld and Mc-
Farland (1986). These can be divided into three different types. Diffusion theory ap-
plies to particles having radii larger than the ionic mean free path; it assumes ion diffu-
sion to the particles’ surface. Here ions are trapped by image force (Keefe et al. 1968;
Hoppel 1977). At the other extreme (small particle size) are the free molecular or effu-
sive theories, which use a kinetic approach. Here the attachment occurs via 3-body trap-
ping (similar to the ion–ion recombination). In the intermediate region (size of the particles
and the ionic mean free path become comparable), transition regime theory is used. Im-
age capture has a maximal effect for uncharged particles, and its importance relative to the
Coulomb force (for charged particles) increases with aerosol particle radius. For aerosols
much smaller than the ionic mean free path, attachment is also dominated by image cap-
ture, but for discharging events a three-body collision process as in ionic recombination is
dominant. In the transition regime, a combination of diffusion and effusion mechanisms is
used. The mean free path is smaller than the radius of aerosols in the atmosphere of Venus,
whereas the opposite is true in Mars. In Titan’s atmosphere the mean free path is smaller for
altitudes less than 50 km; above this height the mean free path is larger than the aerosol size.

As discussed in Gunn (1954) the theory of the diffusion of ions to aerosols with radii
larger than the ionic mean free path is well established. The study of the attachment of ion
to aerosols of radii comparable to or smaller than the ionic mean free path has been more
difficult (Hoppel and Frick 1986). The concept of a limiting sphere—concentric with the
aerosol but with radius the order of a mean free path larger than the aerosol was defined
by Fuchs (1964). The diffusion—mobility treatment holds outside this sphere, with kinetic
theory applied for the region inside.

If an aerosol particle carries a single charge then the ion–aerosol recombination coeffi-
cient reduces to the ion–ion recombination coefficient and can be explained using 3-body
trapping theory, which requires the trapping distance. The ion–aerosol trapping distance is
obtained from the ion–ion trapping distance which itself can be calculated from the ion–ion
recombination coefficient (Natanson 1960). In addition to the 3-body trapping there can be
trapping of the ion by image force. The image force can lead to orbits which spiral into the
aerosol, which means any ions which approach the aerosol closer than the image capture
distance will spiral into the aerosol under the influence of the image force. The image cap-
ture sphere and the resulting attachment coefficient were calculated by Keefe et al. (1968).
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Fig. 2 Schematic of image
force, and three body trapping
distance. � is the image capture
distance, δ is the three-body
trapping distance, a is the radius
of the particle and b� is the
impact parameter

Fig. 3 Importance of image
force distance and three body
trapping distance with respect to
the size of the aerosol. (Data
from Hoppel and Frick 1986)

Jensen and Thomas (1991) used the expression developed by Natanson (1960) to calculate
the ion capture rates by small ice and meteoric particles in the terrestrial mesosphere.

Hoppel and Frick (1986) estimated the relative importance of image capture and three-
body trapping and included both effects in a single theory to calculate the attachment coeffi-
cients. Figure 2 demonstrates the two trapping spheres. The image capture sphere extends to
the distance (�) corresponding to the minimum apsidal distance (i.e. the distance of closest
approach where radial velocity vanishes). If the impact parameter is greater than b�, the ion
escapes, and if the impact parameter is less than b�, the ion spirals into the aerosol. When
an ion collides with an aerosol particle, part of its kinetic energy is lost to the aerosol. If
this energy is sufficiently high the ion will be trapped in the coulomb field of the aerosol.
The three-body trapping distance δ is defined as the average separation distance where the
removed energy is enough to ensure trapping. If the image capture distance � is greater than
the three-body trapping distance δ, three-body trapping is not important. � is always larger
than δ for uncharged aerosol, but if the ion and the aerosol have opposite polarity, there
is a critical radius of the aerosol below which the three-body trapping becomes important.
Hoppel and Frick (1986) calculated � and δ as a function of the radius of the aerosol and
the same is presented in Fig. 3. The relative importance of � and δ at Venus, Mars and Titan
are shown in Fig. 4.

Hoppel and Frick (1986) calculated the attachment coefficients for ionic mass 150 amu
and found, for radii less than about 2 × 10−8 m, no aerosol is-doubly charged and, for
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Fig. 4 Relative importance of � and δ for various planets. The green lines (Titan) correspond to the right
y-axis and the blue (Mars) and red (Venus) lines correspond to the left y-axis

Fig. 5 Ion–aerosol attachment
coefficients for ions of 150 amu
(Hoppel and Frick 1986)

aerosols less than about 3 × 10−8 m, triply charged aerosols can be neglected. The attach-
ment coefficients as a function of aerosol radius was estimated by Hoppel and Frick (1986),
as presented in Fig. 5 and found that the attachment coefficient increases as the radius in-
creases. Tripathi and Michael (2008) describes the calculation of ion–aerosol attachment
coefficients using the theory of Hoppel and Frick (1986). Figure 6 presents the attachment
coefficients estimated for Venus, Mars and Titan.



Profiles of Ion and Aerosol Interactions in Planetary Atmospheres 203

Fig. 6 Attachment coefficients estimated for various planets. (a) Venus and Mars, (b) Titan. Positive aerosols
mean they are of opposite polarity (i.e. “+3 aerosol” means the attachment coefficient of a positive ion to a
particle of charge −3 or the attachment coefficient of a negative ion to a particle of charge +3). In Venus, the
effect of ion–aerosol attachment in the atmospheric conductivity occurs only for altitudes 45–70 km

5 Aerosol Charging

Aerosol charging depends on ion–aerosol attachment coefficients and the ion–ion and ion–
electron recombination coefficients. As the attachment coefficients and the recombination
coefficients vary with temperature and pressure, and therefore with altitude in atmosphere,
the aerosol charging rate also varies with altitude. The concentrations of ions, electrons and
aerosols can be found from the three-level probabilistic master equations. These constitute
a set of 2s + 4 simultaneous differential equations, where s is the maximum number of
elementary charges allowed on a particle (Yair and Levin 1989). The ion and electron charge
balance equations can thus be written as

dn+

dt
= qion − αn+n− − αen

+ne − n+ ∑
i

(
β

(i)

1 Ni
)
, (3)

dn−

dt
= qion − αn+n− − n− ∑

i

(
β

(i)

2 Ni
) − Fn−, (4)

dne

dt
= qe − αen

+ne − ne
∑

i

(
β(i)

e Ni
) + Fn− − ne

∑
j

βjn
j . (5)

Here, α is the ion–ion recombination coefficient, αe is the electron–ion recombination coef-
ficient, qion is the ion production rate, qe is the electron production rate, βi

j is the attachment
coefficient for ions of polarity j (1 for positive and 2 for negative) to particles with charge
i, βi

e is the electron attachment coefficient to particles with charge i, βj is the electron at-
tachment coefficient to species j , and Ni is the density of particles of charge i. F represents
the detachment of electrons from negative ions and is evaluated using the equation from
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Borucki et al. (1982).

F ≈ pπ1/2 Lm

L1

P

KT
σ 2

(
8KT

πm

)1/2(
Ea

KT
+ 1

)
exp

(
− Ea

KT

)
. (6)

Here p is the probability of an energetic collision removing an electron, LM/LI is the ratio
of the mean free path of neutral molecules to that of ions, P is the pressure, σ is the collision
cross section, Ea is the electron affinity of the negative ions, m is the mass of the negative
ions, k is the Boltzmann constant, and T is the temperature (Borucki et al. 1982).

Parthasarathty (1976) derived a steady-state recurrence relation to compute the build-up
of electric charge on aerosol particles due to collision with positive and negative ions and
electrons. Whitten et al. (2007) modified the recurrence expression given by Parthasarathty
(1976) to estimate the charge distribution on aerosols and used the method of Jensen and
Thomas (1991) to reflect the time dependence of the charge accumulation by aerosols. The
time dependent charge balance equations for the aerosols are

dNi

dt
= β

(i−1)

1 n+N(i−1) + β
(i+1)

2 n−N(i+1) + βen
eN(i+1) − β

(i)

1 n+Ni − β
(i)

2 n−Ni − βen
eNi

(7)

where βe is the electron-aerosol attachment coefficient.

5.1 Venus

Aerosol charging in the Venusian atmosphere is appreciable at altitudes below 80 km. For
altitudes above 60 km, additional electrons produced by photodetachment substantially in-
crease the electron concentration. Below this altitude, electrons rapidly attach themselves to
neutral molecules, which become more abundant as the atmosphere becomes denser. There
is a reduction of 10–20% in the ion and electron densities above 70 km (Borucki et al. 1982).

5.2 Mars

In the Martian atmosphere the charging of aerosols is appreciable below 70 km. Michael
et al. (2007) showed that the concentration of charged aerosols decreases as the altitude
increases. The aerosols are charged up to 36 elementary charges (i.e. −36e and +36e) at
0 km in the atmosphere, but at 70 km the aerosols are charged only up to ±2e. The concen-
tration of charged aerosols decreases as the charge on the aerosol increases, i.e. the neutral
aerosols have a maximum concentration whereas the aerosols with maximum charges have
their minimum concentration. It was also noted by Michael et al. (2007) that the steady-state
concentration of the aerosols with positive charges is somewhat higher than the correspond-
ing negatively charged aerosols. This is because the positive ions have higher mobility and
are attached to the aerosols faster. Michael et al. (2008) studied the day-time charging of
aerosols when electrons are also present in the atmosphere along with ions. It was found
that more negatively charged aerosols are produced when electrons have a much higher mo-
bility than the ions. More than 80% of the neutral aerosols get charged close to the surface
and almost none become charged at the upper boundary (70 km). This is due to the charac-
teristics of the ion–aerosol attachment coefficients and the number density of the aerosols.
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5.3 Jupiter

The cloud charging by ion and electron attachment in the atmosphere of Jupiter (for pres-
sures between 5.5 and 0.1 mbar) has been studied by Whitten et al. (2008). For pressures
below 4 mbar the electrons are scavenged by cloud particles and thereby increasing the
positive ion abundance as the electron–ion recombination decreases. At most atmospheric
pressures greater than 2.2 bars, the charge on the low cloud particles is negative and at
atmospheric pressures of 2.2 bars and less, the mean charge on the lower cloud particles
becomes positive. The charge on the middle and upper cloud particles is negative (Whitten
et al. 2008).

5.4 Titan

Aerosol charging during the nocturnal atmosphere for the altitude region 0–400 km is stud-
ied by Whitten et al. (2007). During the night, no negative ions are present (Borucki et al.
1987) and for altitudes between 170 and 350 km electrons get attached to the polycyclic aro-
matic hydrocarbons (PAH, which are similar in mass and mobility with respect to positive
ions), and become negatively charged. The densities of positive ions and electrons are simi-
lar at altitudes greater than 350 km as the abundance of PAH is very low. At low altitudes the
positive ion and electron densities decrease rapidly because of ion–electron recombination.
The mean charges attained by the aerosol after the ion-attachment are −6, −6 and −3 at
altitudes of 50, 150 and 250 km, respectively (Whitten et al. 2007). The charging of aerosols
was modeled by Borucki et al. (2006) for the day-time atmosphere of Titan. During the
daytime, solar UV radiation knocks out electrons from aerosols. It was inferred by Borucki
et al. (2006) that the charge distribution of aerosols moves to larger positive values as the
altitude increases. About 350 positive charges were acquired by aerosols at 350 km altitude.
This is a result of the increased solar UV flux at higher altitudes.

6 Atmospheric Consequences of Aerosol Charging

6.1 Electrical Conductivity

The atmospheric conductivity depends on the existence of positive and negative ions, and
the resulting conductivity can be found from the number densities and mobilities of the
individual charged species. In the lower atmosphere the conductivity is maintained by the
small ions. The attachment of ions to aerosols reduces the conductivity as they become
almost immobile by attachment to aerosol particles. The conductivity of the atmosphere is
calculated as

σ = e(n+K+ + n−K− + neKe) (8)

where e is the electronic charge, n and ne are the number densities of ions and electrons,
respectively and K and Ke are the corresponding mobilities. The atmospheric electrification
at various bodies in the solar system is reviewed in Aplin (2006a).

Venus: Borucki et al. (1982) modeled the ion–particle interaction and the atmospheric
electricity and Aplin (2006b) debated on the existence of the global electric circuit on Venus.
With certain assumptions, Borucki et al. (1982) suggested that the effect of particles in the
atmosphere for altitudes less than 47 km, on the conductivity is negligible. Between 47 and
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Fig. 7 Effect of aerosols in the atmospheric conductivity in (a) Venus (Borucki et al. 1982), Mars (Michael
et al. 2007), (b) Titan (Borucki et al. 2006), and (c) Jupiter (Whitten et al. 2008). Red lines are conductivities
of the clear atmospheres and black lines are conductivities in the presence of aerosols. Blue line in (a) shows
the effect of dust storm (dust opacity ∼5) in the atmosphere of Mars (Michael and Tripathi 2008). Solid lines
are electron conductivities and dashed lines are ion conductivities in (c)

70 km, the large abundance of particles causes a reduction in conductivity by a factor of
about 2–3. The ubiquity of the cloud cover on Venus makes this reduction a global feature.
Discovery of frequent lightning discharges (Russell et al. 2007 and references therein) in the
atmosphere show the active electrical processes in Venus. The presence of lightning implies
that the charge separation mechanisms operate at a rate sufficient to overcome the dissipation
of the separated charge by atmospheric conduction. Atmospheric conductivity helps control
the local electric field and the current flowing in a global circuit. Figure 7a presents the
atmospheric conductivity with and without particles in the atmosphere of Venus.

Mars: Michael et al. (2007) studied the electrical conductivity in the night-time at-
mosphere of Mars. The maximum variation in conductivity was observed close to the surface
(dropped by a factor of five) of the planet and effect of aerosols becomes negligible for al-
titudes greater than 50 km. The atmospheric conductivity estimated is presented in Fig. 7a.
Michael and Tripathi (2008) studied the variation of atmospheric conductivity during the
dust storm in 2001. The dust opacity reached a maximum of ∼5 during the storm, and the
conductivity decreased by about 2 orders of magnitude for the maximum dust opacity ob-
served (blue line in Fig. 7a). The atmospheric conductivity during the day-time has been
studied by Michael et al. (2008). In addition to ions, electrons are also present in the day-
time atmosphere due to the ionization of aerosols by the solar UV radiation. Though the
concentration of electrons is about 2 orders of magnitude less than the ions, the high mobil-
ity of electrons increases the atmospheric conductivity by a factor of 2.5. But the existing
aerosols decrease the conductivity by about a factor of 2 during the day-time.

Jupiter: The consequences for atmospheric conductivity of particle charging by ion and
electron attachment in the atmosphere of Jupiter for pressures between 5.5 and 0.1 mbar has
been studied by Whitten et al. (2008). Where cloud particles are present, the reduction of the
electron conductivity ranges from a factor of 30 at 0.1 bar to 104 at 4 bars. At pressures near
1 bar and 4 bars, the positive ion conductivity increases by a factor of 10 over that expected
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for the clear atmosphere. Whitten et al. (2008) suggested that negative ions’ contributions
are likely to be insignificant. The effect of cloud particles in the electron and ion conductivity
in the atmosphere of Jupiter from Whitten et al. (2008) is presented in Fig. 7c.

Titan: The atmospheric conductivity of Titan for the night-time was studied by Whitten
et al. (2007) and for the day-time was studied by Borucki et al. (2006). For the night-time
atmosphere, the conductivity decreases in the diffusion range, where the effective radius of
the particles are larger than the ionic mean free path, (below 50 km), while the presence of
aerosols does not make a considerable variation in the atmospheric conductivity for altitudes
greater than 50 km (effusion range, where the particles are much smaller than the ionic mean
free path). During the day-time, a large amount of electrons are produced from aerosols due
to the interaction with the solar UV radiation (Borucki et al. 2006) thereby increasing the
conductivity by a factor of 2 to more than 2 orders of magnitude. The effect of particles
on the electron conductivity during the day-time atmosphere of Titan from Borucki et al.
(2006) is presented in Fig. 7b. The direct (HASI) measurements of electrical conductivity
in the lower atmosphere of Titan reveal that all models differ from the measurements by
a factor about two to three, but the general shapes of modeled and measured profiles are
similar (Hamelin et al. 2007). The higher conductivity estimated by Borucki et al. (2006)
could be due to the fact that the photoemission threshold used by Borucki et al. (2006) is
smaller than the original photoemission cut-off, due to methane absorption.

6.2 Effect of Aerosol Charging on Physical Processes

Scavenging of aerosols by cloud droplets can be enhanced by electrification of the aerosols.
Collision efficiency of a particle with a water droplet increases by a factor of 30 for aerosols
carrying a large charge (∼50). For an aerosol population containing a constant fraction of
contact nuclei, the droplet’s freezing probability can be enhanced by the electrical collection.
This is particularly so in the case of small (<20 microns) super-cooled droplets, or for the
few aerosol particles which statistically may transiently carry large charges. A mean charge
of 10e charges per particle is sufficient to increase the collision efficiency threefold over
that for neutral particles (Tripathi et al. 2006). Modest charging of submicron radii aerosols
can lead to more collisions with supercooled droplets than neutral aerosol. The change in
collision rate occurs from the electrical image force and is, therefore, independent of the
charge carried by the water drop (Tripathi and Harrison 2001, 2002). Figure 8 presents the
freezing probability with particle charge.

Coagulation of particles in the atmosphere leads to a shift in the aerosol size distribution
to larger particles and reduces the build up of extremely high concentrations of ultra-fine
aerosols produced by gas-to-particle conversion (Kanawade and Tripathi 2006). The elec-
trical charging of aerosols reduces the aerosol coagulation rate. The lower coagulation rate
increases the residence time of the aerosols and thereby increases the aerosol concentra-
tion, which affect the optical depth of the atmosphere and hence the atmospheric structure.
For ultrafine particles there is a dramatic increase in the coagulation rate if the particles
are charged (Harrison and Carslaw 2003). Figure 9 presents the coagulation rate with par-
ticle charge. For larger particles the rate of coagulation between particles with like charges
is lower than that for neutral particles, while the rate is enhanced for particles with unlike
charges (Harrison and Carslaw 2003).
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Fig. 8 Freezing probability with
particle charge (Tripathi and
Harrison 2002)

Fig. 9 The enhancement of
coagulation rate with particle
charge (Harrison and Carslaw
2003)

7 Future Work

Virtually the work on ionic modeling, in regions of interest in the atmosphere of Jupiter from
aerosol charging point of view, has not progressed since the seminal work of Capone et al.
(1979). Recently the rate constants for ion and ion-neutral reactions occurring in Jupiter’s
atmosphere have been updated, based on laboratory data. However, these rate constants have
not been incorporated into the detailed ion-neutral model of Jupiter’s atmosphere. Further-
more, recent detection of electrophylic species leads to the formation negative ion clusters,
as shown using simple modeling calculations by Whitten et al. (2008). This needs to be
confirmed.

Whereas some experiments have been performed in the laboratory to validate the nu-
merical results pertaining to the aerosol charging in Titan, no such experiments have been
performed relevant to Mars. The laboratory simulations for Martian electrification have only
been confined to the triboelectric (contact) mechanism (Krauss et al. 2003), however, as
shown recently by Michael et al. (2007, 2008) and Michael and Tripathi (2008) that away
from the surface dust diffusion charging is the dominant mechanism for calm weather con-
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ditions in Mars, which need to be tested, in laboratory on a priority basis. In the terrestrial
atmosphere it has been shown that collision rates between electrically charged aerosols and
supercooled droplet are greatly enhanced. This should be accounted for while studying cloud
formation in the atmosphere of Mars.

Because the smallest particles formed in Titan’s ionosphere are electrically charged
(Waite et al. 2007), and because aerosol charging can greatly modify the condensation and
coagulation processes (Yu and Turco 2001; Toon et al. 1992), it is important to simulate
the effect of aerosol charging in an explicit manner in the microphysical models. Planetary
aerosol microphysical models currently lack this refinement.
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Abstract Atmospheric charged clusters are formed in a series of rapid chemical reactions
after ionisation, leaving a central ion X+ or X− clustered with n ligands (Y)n. In solar
system tropospheres and stratospheres there are two distinct cluster regimes: the terrestrial
planets contain largely hydrated clusters (i.e. Y = H2O), whereas the gas planets and their
moons have organic or nitrogenated cluster species. These classifications are largely based
on model predictions, since hardly any measurements are available. The few existing com-
position measurements are reviewed, including the recent detection of massive charged par-
ticles in Titan’s upper atmosphere. Technologies for both remote sensing and in situ mea-
surements of atmospheric charged clusters are discussed. Preliminary measurements in the
terrestrial atmosphere are presented indicating that ambient charged cluster species inter-
act with downwelling infra-red radiation at 9.15 µm, even in the presence of cloud. This
supports the possibility of future infrared detection of charged clusters.

Keywords Atmospheric electricity, lightning · Comparative planetology · Planetary
atmospheres · Charged clusters · Ion chemistry and composition; ionisation mechanisms
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1 Introduction

Ionisation occurs in all planetary atmospheres, principally from cosmic rays (Bazilevskaya
et al. 2008). The interaction between an atmospheric molecule and an energetic particle
produces an electron and a positive ion. The electron almost immediately attaches to an
electronegative molecule (if present) to form a negative ion. After formation of the core
ion, there is a rapid (<1 ms) and complex sequence through which it typically reacts with
progressively less abundant trace species through ligand exchange until a stable, terminal ion
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cluster is produced (Elrod 2003). These “charged clusters”, or “cluster-ions”,1 comprise the
core ion, hydrogen bonded to one or more polar ligands. Charged cluster production occurs
in atmospheres dense and/or cold enough for stable clusters to exist (the collision cross-
section is proportional to p/(T 3/2) where p is pressure and T temperature). An additional
condition for the existence of charged clusters is that the atmosphere must contain suitable
polar ligands: either electrophilic species (to form negative ions which can subsequently
cluster) and/or those with a high proton affinity (to form positive clusters).

Charged clusters interact constantly with each other, aerosol particles and the at-
mosphere. They gain and lose individual molecules, recombine with oppositely charged
particles, and attach to larger particles. On the molecular scale, they attach and recombine to
form neutral complexes (Klemperer and Vaida 2006). The detailed physics of atmospheric
ions and their interaction with aerosol particles is discussed in companion papers by Harri-
son and Tammet (2008) and Tripathi et al. (2008).

There are several motivations to study charged clusters. The direct condensation of
vapour onto ions in highly supersaturated conditions has been known since the early days
of the cloud chamber. Though the supersaturations needed for this “Wilson” condensation
to occur are impossible in the terrestrial atmosphere, it is expected in some planetary at-
mospheres, as will be described in Sect. 2. Indirect mechanisms have also been postulated
for Earth where charged clusters assist nucleation of larger aerosol particles, on which con-
densation can occur to form cloud droplets (reviewed in e.g. Harrison and Carslaw (2003)
and Kazil et al. (2008)). Charged clusters move in electric fields, which can arise either from
a global circuit (Aplin et al. 2008) or local generation of charge (Yair 2008). Therefore, in
the presence of electric fields, charged clusters can represent an important mechanism for
the transport of trace chemical species. In some planetary environments charged cluster
chemistry could also form trace neutral species (Capone et al. 1979). The radiative effects
of charged clusters have been detected in laboratory experiments (Carlon and Harden 1980;
Aplin and McPheat 2005), and ionic absorption is likely to have some atmospheric rele-
vance, though the sensitivity of the effect to charged cluster concentration and composition
is not yet known. As will be discussed in Sect. 3, this technique could be used in the future
for remote sensing of charged clusters.

This paper will describe the composition (Sect. 2) and measurement (Sect. 3) of at-
mospheric charged clusters. The discussion focuses on charged clusters in the troposphere
and stratosphere, since these are the regions where processes discussed in the motivation
section above take place.

2 Composition of Charged Clusters

2.1 Earth

Typical negative core species in the terrestrial atmosphere are O−
2 , CO−

3 , and NO−
3 , with

positive core species H3O+, NO+, NO+
2 and HSO+

4 , and common ligands H2O and NH3,
where n ∼ 2−10 (Harrison and Carslaw 2003). Near the surface, polar organic species
act as ligands producing a wide variety of clusters, depending on trace gas concentrations

1Chemically homogeneous clusters can also be referred to as a charged oligomer, e.g. the protonated water
dimer.
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(Elrod 2003; Parts and Luts 2004). Pyridine (an organic heterocyclic molecule with for-
mula C5H5N) is a particularly efficient, and therefore common, ligand for positive clus-
ter ions because of its high proton affinity (Elrod 2003), even though it only exists in
tiny atmospheric concentrations (Harrison and Tammet 2008). Negative ion species are
dominated by relatively simple nitrate and sulphate-based clusters, but some organic core
species e.g. C3H3O−

4 are also present (Eisele 1989; Eisele et al. 2006). Relatively little
is known about ion composition away from the surface, but aircraft mass spectrometer
measurements have detected acetone-based cluster ion species e.g. H+(CH3)2CO(H2O)n
near the tropopause (Möhler et al. 1993). In the upper troposphere there tend to be
fewer and less exotic organic charged clusters, and in the lower stratosphere the domi-
nant cluster ions are simpler, such as the protonated hydrate (Smith and Church 1977;
Beig and Brasseur 2000). Usually the atomic masses of these ions vary from a few tens to a
few hundred atomic mass units (amu), depending on the clustering chemistry which is mod-
ulated by e.g. temperature, pressure, and humidity (Harrison and Aplin 2007). Large cluster
ions of a few thousand amu have been detected in the upper troposphere using aircraft-borne
mass spectrometry (Eichkorn et al. 2002), providing evidence for ion-mediated growth of
aerosol particles in cloud-forming regions.

2.2 Venus

Borucki et al. (1982) modelled ion clustering reactions in the dense Venusian atmosphere.
The clustering processes included were similar to those on Earth, and the terminal clusters
may be similar to those in the terrestrial atmosphere, particularly the protonated hydrate,
H3O+(H2O)n (n = 3−4). Other common species are H3O+(SO2) and H3O(H2O+)(SO2),
with average positive ion mass ∼80±40 amu. Sulphate species appear to dominate negative
ion evolution, with mean mass ∼150 ± 75 amu. Aplin (2006) suggested that, based on data
from the Magellan mission, sulphuric acid supersaturations could be sufficient for direct
heterogeneous (Wilson) nucleation of sulphuric acid onto ions in the lower cloud-forming
regions, for which the cloud production mechanism is not yet understood.

2.3 Mars

Ion formation and evolution in the Martian lower atmosphere was modelled, taking into ac-
count measurements of trace gases and water vapour, by Molina-Cuberos et al. (2002). Much
of the chemistry is similar to the D region of the terrestrial ionosphere at ∼75–95 km (Mac-
Gorman and Rust 1998). The dominant positive species are also similar to those expected on
Earth and Venus with the protonated hydrate (n = 2−4) most abundant below 70 km. The
level of hydration is sensitive to the amount of water vapour present, even though Mars’s
atmosphere contains an order of magnitude less water vapour than Earth. This is because
the proton affinity of water is sufficient for it to attach preferentially to ions, much like pyri-
dine in Earth’s atmosphere (Sect. 2.1). Hydrates such as CO−

3 (H2O)n are the most common
negative ions. Nitric acid can occasionally act as a ligand, since its proton affinity is greater
than water, though a more common reaction is one in which it acts as a catalyst to produce
more protonated hydrates. Despite this complex chemistry, charged clusters play an insignif-
icant role in the proposed Martian global electric circuit, as the expected existence of free
electrons will dominate atmospheric conductivity (Aplin 2006).
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2.4 Gas Planets: Jupiter, Saturn, Uranus and Neptune

Ion formation and chemistry at the gas planets was modelled by Capone et al. (1977, 1979)
and, recently, as part of a study of Jovian aerosol and cloud droplet charging by Whitten et
al. (2008). On Jupiter, ions are formed down to 40 km below the visible clouds, below which
the atmosphere has absorbed all the ionising radiation from cosmic rays. Terminal positive
ions are expected to be NH+

4 and the clusters C2H+
7 and NH+

4 (NH3)n (with 2 ≥ n ≥ 4),
which are stable in the relatively cool, yet dense atmosphere. In cloudy regions, electrons
formed by ionisation attach rapidly to cloud particles, so the negative ion concentration
is negligible. Above and below the cloud layers, negative cluster ions could be significant
charge carriers, depending on electrophile concentrations (Whitten et al. 2008). Ionisation
could ultimately enhance synthesis of molecules like C3H8 (propane) and CH3NH2 (methy-
lamine) in the troposphere. Modelling of ionisation and ion chemistry in the atmospheres
of Saturn, Uranus and Neptune predicted that C2H+

9 dominated in the lower atmosphere
for each planet (Capone et al. 1977, 1979). Negative ions were ignored due to the lack of
electrophilic species on Uranus and Neptune, and the rapid reactions expected on Saturn.
No further chemical predictions were made, presumably because of the low abundance of
reactive trace species known at the time. The models for Saturn, Uranus and Neptune could
readily be updated to include more recent measurements of trace species.

2.5 Titan

Titan has an extensive nitrogen atmosphere with a surface pressure of 1.5 bar, but the chem-
istry is significantly different to the terrestrial planets. The lack of electrophilic species,
such as oxygen, to attach to electrons after ionisation has led to uncertainty over the ra-
tio of free electrons to negative ions in the lower atmosphere (e.g. Borucki et al. 1987;
Molina-Cuberos et al. 2001). Since electrons are many orders of magnitude more electrically
mobile than molecules, negative atmospheric electrical conductivity and aerosol attach-
ment are both poorly constrained. Recent models have assumed that polyaromatic hydro-
carbons (PAHs) are the major electrophilic species, present in the upper troposphere/lower
stratosphere between 170–350 km, and negative ions are negligible below 100 km (Whit-
ten et al. 2007). PAHs are expected in Titan’s atmosphere from laboratory experiments, and
benzene, a chemical precursor to PAHs, was also detected remotely by the Cassini Ion Neu-
tral Mass Spectrometer (Waite et al. 2007). The Cassini Plasma Spectrometer (CAPS) has
detected large (a few hundred amu) positive organic ions, and massive (a few thousand amu)
negatively charged particles in Titan’s upper atmosphere (∼1000 km). The negative parti-
cles are thought to play a key role in the formation of the complicated mixture of polymers,
called tholins, making up Titan’s haze (Coates et al. 2007). This provides further evidence
that charge is important for cloud and haze formation in the outer Solar System.

Early results from Huygens have not added much to the earlier modelling work (re-
viewed in Aplin 2006) on the chemical composition of ions in Titan’s lower atmosphere.
Techniques developed to enable extraction of ion mobility (related to mass: see Sect. 3.1
or Harrison and Tammet (2008)) from the Huygens relaxation probe data (Aplin 2005;
Owen et al. 2008) could not be used, due to loss of data from the positive channel (Lebreton
et al. 2005). In general, the Huygens atmospheric electricity data has been more compli-
cated than expected to analyse due to calibration problems and inconsistencies between the
results from the two conductivity instruments (described in more detail in Hamelin et al.
2007). Only relatively preliminary analysis is available, but it is clear from the negative
conductivities of ∼nS m−1 reported in Hamelin et al. (2007) that free electrons are present,
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suggesting a lack of electrophilic species. One approach to improve understanding of ion
composition would be to combine the ion electrical mobilities predicted in physical models
(e.g. Whitten et al. 2007) with up-to-date chemical modelling based on Huygens data e.g.
from the Gas Chromatograph Mass Spectrometer, if its detection limit of a mixing ratio of
10−8 is sufficient (Niemann et al. 2002). It may also be possible that a trace electrophilic
species is required below 50 km to reconcile Huygens measurements and models (Borucki
and Whitten 2008), which would presumably lead to negative ion formation.

2.6 Triton

Triton’s atmospheric ion processes were only studied after Voyager 2 discovered its tenu-
ous atmosphere and thin cloud layer. The atmosphere consists of molecular nitrogen with
methane, carbon monoxide and carbon dioxide as the major trace constituents (Delitsky
2006; Delitsky et al. 1990). The stepwise attachment of nitrogen molecules to CO+, NO+
and C+ ions produced by cosmic rays or magnetospheric particles is thermodynamically pre-
ferred at Triton’s low temperatures (37 K at the surface) and forms large nitrogenated clus-
ters e.g. CO+(N2)n, NO+(N2)n, or C+(N2)n (where n ≤ 50). Nitrogen can become highly
supersaturated near the tropopause at 9 km and is expected to condense directly onto the
cluster ions. The “Wilson” mechanism of ion-induced nucleation (Aplin 2006) is the only
mechanism explaining cloud formation on this icy moon. Triton is unique in the Solar Sys-
tem for two reasons, firstly charged clusters appear to be the major process controlling cloud
formation and, secondly, the existence of charged clusters is only possible because of the
low temperatures favouring nitrogen clustering. Otherwise, the atmosphere is so thin that
collision probabilities would be low, making clustering unlikely.

3 Measurement of Charged Clusters

This paper will focus on identification of the composition of atmospheric cluster-ions rather
than bulk electrical properties, although there is some overlap. In the absence of free elec-
trons, charged clusters control air conductivity through their number concentration and elec-
trical mobility (Harrison and Tammet 2008) and this provides a link to studies of the global
electric circuit (Aplin et al. 2008). Measurements of the atmospheric electrical properties
of charged clusters have already been reviewed by e.g. Aplin (2000), Harrison and Carslaw
(2003) and Aplin (2006).

3.1 In Situ Measurements

The terrestrial atmosphere, where charged clusters have been detected for over a hundred
years, is the exemplar for in situ measurements (Aplin et al. 2008). In situ charged cluster
identification techniques are based on (1) mass spectrometry and (2) electrical mobility.

3.1.1 Mass Spectrometry

Mass spectrometry of ambient clusters is difficult for several reasons. Firstly the ions can
exist in sufficiently small concentrations (mixing ratios of ∼10−17 at the terrestrial surface)
that sampling only ambient charged species produces signals that are almost undetectably
small. The pressure changes required from ambient pressure down to mass spectrometer
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operating levels could further reduce the signal. Secondly, fragmentation of clusters is com-
mon within mass spectrometers, requiring separation of ambient species from those pro-
duced in the mass spectrometer. However, mass spectrometry of ambient ions both at the
surface and in the free troposphere has been achieved using novel techniques, which are
briefly outlined in this section. Tandem mass spectrometry involves stripping cluster ions
of their ligands in a dissociation chamber, then selecting a core (“parent”) ion using a
quadrupole ion trap. This core ion is then fragmented in a buffer gas and the fragments
(“daughters”) identified with another quadrupole mass filter. The original charged cluster
can be identified by comparing the daughter ion spectrum to reference data from artificially
produced ions. This technique was used to identify the ion species described in Sect. 2.1
(Elrod 2003). Similar instruments have been used on planes for measurement of ambient
tropospheric ions of up to several thousand amu (Wohlfrom et al. 2000) and identification of
“chemiions”, charged clusters observed in combustion engine exhausts (Möhler et al. 1993;
Kiendler and Arnold 2002)).

3.1.2 Electrical Mobility

Electrical mobility is the speed of an ion in a unit electric field and is related to the ion’s
mass, charge and the properties of the carrier gas (Harrison and Tammet 2008). Molec-
ular clusters can only carry a single charge, which relates mobility to mass if the carrier
gas is known. Ambient ion mobility spectrometers, reviewed by Aplin (2000), separate out
ions of different mobilities either by varying the electric field and measuring the change
in ion current, or allowing the charged clusters to drift in an electric field and measuring
the current as a function of distance. This latter type is known as a drift tube spectrometer,
in which ions of different mobility can be identified by their speeds (Nagato and Ogawa
1998). Drift tube spectrometers take a sample of air which is subsequently analysed, but
aspiration ion mobility spectrometers continually blow or suck air through a region (often a
cylinder) to which an electric field is applied. The current from ions of different mobilities
can be determined by either direct measurement (Tammet 1970; Aplin and Harrison 2001;
Fews et al. 2005) or inferred from the rate of voltage relaxation (Aplin 2005). Disadvantages
of cluster-ion mobility measurements are that the carrier gas must be well-known, and that
the conversion of mobility to mass is non-trivial (Harrison and Tammet 2008).

No in situ extra-terrestrial charged cluster composition measurements have yet been car-
ried out, though it may be possible to infer composition from the results of the Pressure Wave
Altimetry experiment on the Huygens probe (Fulchignoni et al. 2002). Miniaturisation of an
aspiration-type instrument for possible use in space appears relatively straightforward, but
drift tube miniaturisation could be more difficult because decreasing sample volume reduces
the ambient ion content (terrestrial instruments often employ an ion source to increase the
signal). Drift tubes could also lack spatial resolution if samples were taken, for example,
during the descent of a probe.

Mass spectrometry has a well-established space heritage, with numerous instruments
flown, often to determine precise isotopic ratios for studies of planetary evolution (e.g. Nie-
mann et al. 2002). Ambient ion measurement would require a broader mass range and lower
resolution but with much lower signal strength. There seems no objection in principle to
modifying a space-qualified quadrupole instrument (e.g. Wright et al. 2007) for in situ de-
tection of atmospheric charged clusters.

3.2 Remote Sensing

Remote sensing refers here to detection of charged clusters at a distance by a spacecraft
in orbit, for which there is not yet a standard technique. The measurement of large ions in
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Titan’s upper atmosphere by the CAPS instrument on Cassini (Sect. 2.5), an electrostatic
analyser intended to detect impacts from aligned fast ion fluxes in Saturn’s magnetosphere
(Young et al. 2004) were effectively in situ rather than remote detection. CAPS was used in a
non-standard way during Titan fly-bys to determine the mass-to-charge ratio of clusters and
particles directly impacting the detector. As many of the particles appeared to be massive,
and would support multiple charges in the plasma environment of the Titan ionosphere, the
CAPS technique used is not adequate to determine composition.

3.2.1 Laboratory Tests of Infrared Absorption by Cluster-Ions

It would be possible to detect atmospheric charged clusters remotely through spectroscopy.
Just like neutral molecules and clusters, for which spectroscopic remote sensing is well-
established, charged molecular clusters have absorption bands from stretch and bend modes
between their hydrogen bonds. Absorption regions, possibly associated with the protonated
water oligomer, which is common in the terrestrial atmosphere, and probably also on Mars
and Venus, have been identified in the mid-infrared in laboratory experiments (Carlon and
Harden 1980; Aplin and McPheat 2005) (Fig. 1). In Aplin and McPheat (2005), ambient
cluster-ion concentrations were enhanced using a positive corona source. In this experi-
ment, typical charged cluster concentrations were ∼8000 cm−3 corresponding to a column
concentration in the spectroscopy cell ∼1013 m−2. As the total column concentration of at-
mospheric cluster-ions ∼1014 m−2, the atmospheric absorption signal could be detectable in
these bands.

3.2.2 Atmospheric Instrumentation for Measurements of Cluster-Ion Absorption

To investigate the atmospheric application of this finding, a narrowband filter radiome-
ter system has been developed to measure terrestrial downwelling infra-red radiation at a
cluster-ion absorption wavelength. The radiometer was deployed at a site where meteoro-
logical and electrical measurements are made.

Fig. 1 Transmission spectrum of atmospheric charged clusters measured in artificial terrestrial air
(T ∼ 20◦C, p ∼ 1000 mbar) in a long path cell. The signal shown is the infra-red spectrum at charged
cluster column concentrations ∼1013 m−2, filtered to remove the absorption from neutral water and residual
carbon dioxide vapour, and divided by a similarly filtered spectrum obtained at ambient cluster concentrations
∼1010 m−2. Absorption bands, likely to be from molecular charged clusters can be seen at 12.3 and 9.2 µm
(815 and 1090 cm−1). From Aplin and McPheat (2005)



220 K.L. Aplin

The radiometer was fitted with a narrowband (9.15 µm ± 0.75%, 5% bandwidth) interfer-
ence filter, chosen to match the stronger of the two absorption bands in Fig. 1. An auxiliary
filter (germanium, outer face coated with diamond-like-carbon, inner face covered with high
efficiency anti-reflection coating) was also employed, mounted vertically above the narrow-
band filter to (1) provide a long-wavelength cutoff and (2) to provide robust environmental
protection for the narrowband filter. The space between the two filters was purged with
nitrogen to remove any residual water vapour, and sealed. A precision, temperature-stable
amplifier (×500 gain) (Harrison and Knight 2006) was used to raise the voltage output of
the radiometer, and a platinum resistance thermometer attached to the radiometer body.

The air conductivity σ is related to the total charged cluster concentration n by

σ ≈ neμ̄ (1)

where μ̄ is the mean ion mobility at that location (Harrison and Aplin 2007). Conductivity
can be determined close to the radiometer from local atmospheric electricity measurements
of the Potential Gradient (PG) (Aplin et al. 2008) measured with a field mill, and the con-
duction current Jz

σ = Jz

PG
. (2)

The parameters measured during the filter radiometer experiment are summarised in Fig. 2.

3.2.3 Retrieval of Radiometer Response to Cluster-Ion Changes

Preliminary data obtained under clear and foggy conditions are presented here. Nocturnal
measurements were chosen to remove solar heating effects. The data are selected for me-
teorologically quiescent conditions, particularly low wind speed, to minimise effects from
lofting of aerosol particles which could modify the local electrical and radiative environ-
ment.

As the ion absorption bands shown in Fig. 1 are in the continuum absorption region
of the spectrum, the filter radiometer is expected to respond linearly to the column water
vapour pressure, represented here by the surface water vapour pressure e. Some of the water
vapour continuum absorption is thought to be from neutral water vapour clusters, particu-
larly dimers, with concentration approximately proportional to e2 (Vaida et al. 2001). The
filter radiometer itself will also emit infra-red radiation, proportional to its body tempera-
ture T 4

f r . To account for these effects, a multiple linear regression was used to extract the
contributions of anomalies in e, e2, T 4

f r , Tf r , electrical conductivity σ , and the interactions
between them, on the fluctuations from the median filter radiometer voltage Vf r . The sim-
plest statistically significant model fitting the data was of the form

Vf r = A + Be + Ce2 + DT + ETf re + Fσ. (3)

Between the clear and foggy nights, the electrical conductivity coefficient F did not change,
within the errors in the regression. This suggests a consistent electrical response of the filter
radiometer in the varying conditions. The response of the filter radiometer to cluster-ion
concentration changes, determined using (1) and (2), are shown in Fig. 3.

Figure 3 indicates that, once other linear effects on the filter radiometer have been re-
moved using (3), there is a consistent positive response to changes in ion concentration.
This is evidence that the filter radiometer responds to ion changes, and that the signal can
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Fig. 2 Schematic diagram of co-located electrical and radiative ion measurements. Potential gradient PG is
measured using a JCI131 electrostatic field mill. Conduction current Jz is detected at an insulated metallic
electrode (Bennett and Harrison 2008). Dry and wet bulb temperatures Td and Tw are used to calculate the
water vapour pressure e. The filter radiometer body temperature Tf r is measured using a platinum resistance
thermometer

Fig. 3 Relative change in radiometer response, after detrending for vapour pressure, vapour pressure squared
and temperature, against the change in ion concentration for (a) foggy (midnight–6am on 5th November 2007,
386 points) and (b) clear conditions (1am–4am on 22nd April 2007, 156 points). 1 minute averages are plotted,
from 1 Hz samples, with separated notches indicating 95% significance

be detected in fog, and therefore potentially, through cloud. Further work is required to
calculate the expected radiative effect of atmospheric charged water clusters.

Identification of the unique infra-red signals of atmospheric charged clusters even
through cloud provides a method for their remote sensing, and therefore also the remote
sensing of atmospheric electrical properties (Aplin et al. 2008). The principle could first
be demonstrated for the terrestrial atmosphere by comparing satellite observations in the ion
absorption bands (appropriate satellite data sets are discussed in e.g. Clerbaux et al. 2003) to
in situ ion measurements. For planetary applications, laboratory spectroscopy experiments
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would be required to generate charged clusters in simulated planetary atmospheres, identify
the species and their characteristic absorption bands. It would then be relatively simple to
use infra-red spectrometers e.g. the Cassini Composite Infrared Spectrometer (Flasar et al.
2004) to identify atmospheric charged clusters, much like any other trace species.

4 Discussion

Charged clusters are common in the Solar System, but measurements of their composition
are scarce, even in our own atmosphere. Hydrated clusters are the most abundant species at
the terrestrial planets where water vapour is present, because of water’s large proton affin-
ity. In the dense atmospheres of Earth and Venus there are approximately equal numbers of
positive and negative clusters, but at Mars, free electron stability in the lower atmosphere
reduces the number of negative cluster species. At the gas planets and their moons, organic
and nitrogenated clusters are expected, with negative clusters relatively rare due to the lack
of electrophilic species. Very large charged clusters and charged aerosol particles have been
detected directly in Titan’s upper atmosphere, though their composition could not be explic-
itly determined (Coates et al. 2007).

In the terrestrial atmosphere, in situ measurements of the composition can be made
through mobility spectrometry or tandem mass spectroscopy, described in Sect. 3.1. Mo-
bility spectrometry instrumentation is smaller, cheaper and can be used for continuous data
acquisition without the need for reference laboratory measurements. As mobility links the
chemical and physical properties of charged clusters, atmospheric ion mobility spectrome-
ters are versatile and can be used to simultaneously infer atmospheric electrical properties
such as air conductivity (Aplin 2000). Existing techniques for mass spectrometry of charged
clusters are inherently complicated, with scope for future improvement and simplification,
but offer better accuracy in identifying composition.

For planetary applications, mass spectrometry may be more promising for studies of
cluster composition, at least in the short to medium term, due to its space heritage. If the
instrument is well-characterised before launch, then the need to work off-line generating
reference data does not compromise the measurements. Atmospheric ion mobility spectrom-
eters could readily be miniaturised for use in space or other applications. Remote sensing
of charged clusters from existing satellite spectrometer instruments is potentially a more
powerful method with opportunities for wide spatial coverage. Experiments in Earth’s at-
mosphere show that downwelling infra-red radiation in a charged cluster spectral band
(Aplin and McPheat 2005) is linked to the cluster-ion concentration, measured indepen-
dently. This supports the concept of future remote spectroscopic detection of atmospheric
charged clusters.
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Abstract This paper discusses atmospheric ions and their role in aerosol formation. Empha-
sis is placed upon the upper troposphere where very low temperatures tend to facilitate new
particle formation by nucleation. New measurements addressed include: Laboratory mea-
surements of cluster ions, aircraft measurements of ambient atmospheric ions, atmospheric
measurements of the powerful nucleating gas H2SO4 and its gaseous precursor SO2. The pa-
per also discusses model simulations of aerosol formation and growth. It is concluded that
in the upper troposphere new aerosol formation via ions is a frequent process with relatively
large rates. However new particle formation by homogeneous nucleation which does not
involve ions also seems to be efficient. The bottleneck in the formation of upper troposphere
aerosol particles with sizes sufficiently large to be climate relevant is mostly not nucleation
but sufficient growth of new and still very small particles. Our recent upper troposphere
SO2 measurements suggest that particle growth by gaseous sulphuric acid condensation can
be efficient in certain circumstances. If so, cosmic ray mediated formation of CCN sized
particles should at least occasionally be operative in the upper troposphere.

Keywords Atmosphere · Ions · Aerosol

1 Introduction

Atmospheric ions are involved in aerosol formation. Ions may grow sufficiently to become
stable aerosol particles. Ion growth requires the presence of atmospheric trace gas mole-
cules which have the ability to attach to ions. The ion growth speed which increases with
the concentration of such trace gas molecules must be sufficiently large to allow ion growth
within the relatively short ion lifetime. However such conditions are met only in certain
atmospheric conditions. Whether ion induced aerosol formation makes a significant contri-
bution to the atmospheric aerosol budget therefore remains an open question.
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Fig. 1 Simplified scheme of
atmospheric ion-induced
formation of aerosol particles
followed by particle growth to
CCN size. Numbers denote
approximate diameters (in nm) of
ions and particles. X denotes
nucleating gas molecules and Y

denotes condensing gas
molecules

It has even been speculated that aerosol particles formed via ions may grow to the size of
cloud condensation nuclei and thereby may influence clouds and climate (Ney 1959). This
ion-climate connection hypothesis has recently attained considerable interest stimulated by
several recent reports claiming observational evidence for a cosmic ray climate connection
hypothesis (cf. Marsh and Svensmark 2000; Neff et al. 2001; Shaviv 2002; Shaviv and Veizer
2004; Harrison and Stephenson 2006). In particular observations were reported suggesting
that low clouds are correlated with cosmic rays (Marsh and Svensmark 2000). However the
current discussion of the cosmic ray climate connection hypothesis is highly controversial.
A major point of criticism is the apparent lack of an obvious physical mechanism link-
ing climate with cosmic radiation (CR). Several potential mechanisms have been proposed,
some of which being only poorly understood. Among the proposed mechanisms, probably
the one most often considered (and perhaps least speculative) involves ion induced forma-
tion of aerosol particles. Some of these new particles can grow sufficiently to act as cloud
condensation nuclei (cf. Arnold 1980a, 1980b, Arnold 1981a, 1981b; Yu and Turco 2001;
Eichkorn et al. 2002; Carslaw et al. 2002; Harrison and Carslaw 2003; Lee et al. 2003;
Lovejoy et al. 2004; Kazil and Lovejoy 2004; Yu et al. 2002). However, ion induced CCN
formation is itself not fully understood and it is uncertain whether it can significantly con-
tribute to the atmospheric CCN population and thereby influence climate.

Aerosols influence climate in numerous direct (WMO 2001) and indirect ways (WMO
2001; Lohmann and Feichter 2005; Chen and Penner 2005). If sufficiently large, they scat-
ter sunlight and eventually act as cloud condensation nuclei (CCN) and cloud ice (freezing)
nuclei (IN), if CR mediated aerosol formation was indeed contributing significantly to the
atmospheric budget of grown aerosol particles. CR would have a potential to influence cli-
mate. CR are modulated by solar activity variations, and so might also be their potential
effect on aerosols and CCN. An analysis of Marsh and Svensmark (2000) identified a sig-
nature of the 11-years sunspot cycle in low clouds (cloud-coverage).

The present paper is focussed on upper tropospheric processes that lead from CR gener-
ated ions to CCN. These processes (Fig. 1) involve clustering of atmospheric trace gas mole-
cules X (particularly H2SO4) to ions, mutual recombination (neutralization) of large cluster
ions leading to stable but still very small aerosol particles, and growth of fresh aerosol par-
ticles preferably by condensation of atmospheric trace gases Y . The first two steps leading
from ions to stable aerosol particles are termed ion induced nucleation (hereafter INU). The
third step involves trace gases X and in addition also trace gases Y which have a potential
to condense on stable aerosol particles and thereby induce particle growth. Several different
species Y may be present having different equilibrium saturation pressures and therefore
starting at a given temperature to attach to stable particles at different threshold particle
sizes. In addition there may be present trace gases which react with particles leading to
molecules which remain bound to the particle and therefore contribute to particle growth.
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At first glance, ion induced CCN formation seems to be similar to what is taking place
in the famous “Wilson cloud chamber” which had an important role in the development of
high-energy particle physics. Tracks of ionizing high energy particles traversing the cham-
ber are visualized by converting ions to light scattering water droplets. This is achieved by
building up a very high water vapour super-saturation (about 400%) which allows efficient
INU and efficient small particle growth. Here X = Y = H2O.

In the atmosphere water vapour super-saturation builds up occasionally leading to cloud
droplet formation. However, these super-saturations remain very small and only very rarely
exceed 1% but almost never reach 2%. In contrast with the situation in a Wilson cloud
chamber the minimum water droplet diameter of a stable water droplet in the atmosphere is
much larger (300 nm). Hence ions cannot grow sufficiently to become stable water droplets.
Ion-induced aerosol particle formation can take place only in the presence of highly super-
saturated atmospheric trace gases X. Since such trace gases rapidly (within less than about
one hour) condense on pre-existing aerosols, they cannot be efficiently transported in the
atmosphere and must therefore be produced locally by photochemical processes.

In this context, sulphuric acid (H2SO4) could emerge as one of the most important can-
didates for X as an nucleating and condensing trace gas. Being very hygroscopic, it tends
to co-cluster with water vapour molecules, eventually leading to new stable aerosol par-
ticles (bi-molecular nucleation). Due to their strongly hygroscopic nature, sulphuric acid
aerosol particles may act as atmospheric CCN already when their diameter exceeds only
about 30 nm (at 1% super-saturation; see below).

Low temperatures favour nucleation. Therefore the cold upper troposphere represents a
region of primary interest, at the condition that gases of type X are present and that their
concentrations are large enough. In fact, so far only a single X-gas has been detected in the
upper troposphere, namely, H2SO4 (cf. Heitmann and Arnold 1983; Viggiano and Arnold
1995). It is also the only Y -gas known to be present in the upper troposphere. Another
feature of the upper troposphere which tends to facilitate new particle formation and growth
is the relatively small surface of pre-existing aerosol particles.

After their formation in the upper troposphere, new particles may undergo downward
transport into the middle and lower troposphere where they may act as CCN. Alternatively
new particles formed in the upper troposphere may also experience upward transport to the
lower stratosphere. If this cross-tropopause transport takes place in the tropics, it is likely
that it is followed by further transport from the lower to the middle stratosphere. Hence
particles formed in the upper troposphere may also experience transport into the stratosphere
and thereby feed the stratospheric aerosol layer.

The present paper critically discusses tropospheric ions and ion induced formation of
atmospheric secondary sulphuric acid aerosol particles and CCN in the light of new labo-
ratory experiments and new atmospheric measurements recently made by our MPIK Hei-
delberg group. Emphasis is placed upon the upper troposphere where low temperatures and
low abundances of pre-existing aerosol particles tend to facilitate new particle formation
and growth. The present paper also places CR mediated INU into a broader perspective
by comparing INU with new particle formation via homogeneous sulphuric acid nucleation
(HONU), a mechanism that does not require ions.

2 Atmospheric Ions

Ions are formed in the Earth’s troposphere by numerous processes. The most important ion-
ization sources involving air ionization are galactic cosmic rays, radio activity, and electric
discharges particularly including corona and lightning.
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Fig. 2 Vertical profile of the
total concentration of
atmospheric positive ions for
daytime conditions. Also
indicated are the most abundant
positive and negative ion species
measured by MPIK Heidelberg

Primary charged species formed by air ionization include free electrons and the simple
molecular and atomic ions N+

2 , O+
2 , N+, and O+. Free electrons attach rapidly to O2 leading

to O−
2 . Thereafter primary positive ions and O−

2 undergo ion–molecule-reactions leading to
secondary positive and negative ions, mostly complex cluster ions. Ultimately ions are lost
by ion-ion recombination, and in aerosol rich air masses, also by attachment to aerosol par-
ticles. For upper tropospheric air, in the absence of aerosol particles, a steady state treatment
of ion formation and ion loss by ion-ion recombination yields a total ion concentration:

ni = (Q/α)1/2 (1)

(Q in cm−3 s−1; α in cm3 s−1; ni in cm−3).
In the troposphere below about 12 km the ion-ion recombination coefficient α is about

1.7 · 10−6 cm−3 s−1 (Bates 1985), and hence ni = 0.0013Q1/2.
The rate Q of CR induced ionization is largest at about 14 km altitude. At middle latitudes

where the local tropopause is located at about 12 km, the maximum Q is found just above
the tropopause in the lowermost stratosphere. Since CR experience partial shielding by the
magnetic fields of the Sun and the Earth, Q varies with geomagnetic latitude and solar
activity. It is larger at the Earth’s poles compared to the equator. However, the variation of Q

over a solar sunspot cycle is relatively small. At middle latitudes and around 14 km altitude
Q decreases with increasing solar activity (from sunspot minimum to sunspot maximum)
only from about 40 to 30 cm−3 s−1. According to expression (1), at middle latitudes the
corresponding variation of ni is only 4200–4850 cm−3 over a solar cycle.

Therefore, a very sensitive process must be involved if the faint increase in ni induced
by the 11-year solar activity cycle is to lead to a significant increase of CCN formation via
INU.

The vertical ni profile (Fig. 2) has two pronounced maxima, one in the ionosphere
(around 100–200 km), and one in the stratosphere (around 10–30 km). The ion lifetime
with respect to ion-ion recombination is tr = 1/(α · ni). Below 12 km altitude tr increases
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with increasing height from about 120 s (12 km) to 400 s (3 km) (Viggiano and Arnold
1995).

Therefore the time span (tr ) available for the ion chemical evolution is relatively short
which implies that atmospheric trace gases involved in the conversion of primary to sec-
ondary ions and in the growth of secondary ions must be sufficiently abundant. For example
for an altitude of 10 km where tr = 200 s the trace gas concentration must be at least about
3 · 106 cm−3 (corresponding to an atmospheric mole fraction of about 3 · 10−13). Here a
typical ion molecule collision rate coefficient of 2 · 10−9 cm3 s−1 was considered.

The most abundant ion species observed in the free troposphere and the stratosphere
(Fig. 2) have originally been detected by the MPIK Heidelberg group (Heitmann and Arnold
1983; Möhler and Arnold 1992; Viggiano and Arnold 1995) using ion mass spectrometers
on flying platforms including aircraft, balloons, and rockets. These observed major ions
are complex cluster ions containing H2SO4, H2O, HNO3, (CH3)2CO and CH3CN mole-
cules attached to core ions. These cluster ions are formed from precursor ions via ion–
molecule-reactions involving the atmospheric trace gases H2SO4, H2O, HNO3, (CH3)2CO,
and CH3CN. Of these gases H2SO4 is particularly interesting as it represents a powerful
nucleating agent (see above). An interesting question is whether large H2SO4 cluster ions
involved in INU can in fact build up in the atmosphere. Another interesting question is why
the observed major positive ions do not contain H2SO4. Both questions will be answered
below.

3 Ion Induced Sulphuric Acid Nucleation

This section of the paper addresses steps 1 and 2 of the scheme shown in Fig. 1 focussing on
the case X = H2SO4. Recently, laboratory investigations of H2SO4 cluster ions have been
made by two laboratories (Aeronomy Laboratory in Boulder, Colorado, and MPIK Heidel-
berg). The Aeronomy Lab investigations focussed on negative cluster ions containing up
to 6 H2SO4 molecules and were made at different temperatures (Froyd and Lovejoy 2003;
Lovejoy and Curtius 2001; Curtius et al. 2001; Lovejoy et al. 2004). The MPIK investi-
gations were made at only one temperature (295 K), but include also larger negative and
positive cluster ions containing up to 24 H2SO4 molecules (Wiedner 2000; Eichkorn 2001;
Wilhelm et al. 2004; Sorokin et al. 2006). Here some of these MPIK results will be ad-
dressed.

Figure 3 shows mass distributions (envelopes) of negative cluster ions obtained in a flow
reactor-mass spectrometer experiment of MPIK (Wilhelm et al. 2004; Sorokin et al. 2006).
The ion mass spectrometer used was a large ion-mass spectrometer (LIOMAS) with a mass
range of up to 10000 amu (atomic mass units). This instrument was developed by MPIK for
measurements of atmospheric large cluster ions on aircraft platforms (see below). Synthetic
air was passed through the flow reactor and traces of H2SO4 vapour and H2O vapour (relative
humidity: 4.1–6.2%) were added. Reagent ions introduced into the flow reactor were of the
type NO−

3 (HNO3)n(H2O)w which are the same ions acting in the atmosphere as precursors
of HSO−

4 (H2SO4)a(H2O)w ions (see above). The four mass spectra (Fig. 3) correspond to
different gaseous H2SO4 concentrations. For the lowest H2SO4 concentration the spectrum
is narrow, peaking around 200 amu and the major ions are NO−

3 (HNO3)n(H2O)w reagent
ions with n = 1 and 2 and mostly w = 0. These ions were introduced into the flow reac-
tor and unambiguously identified using a second ion mass spectrometer with higher mass
resolution.

As the H2SO4 concentration is increased to [H2SO4] = 5 · 109 cm−3, the spectrum
becomes bi-modal and the second mode extends to 2400 amu. Now the major ions are
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Fig. 3 Mass distributions of negative cluster ions measured in a laboratory flow reactor experiment of MPIK
Heidelberg (Wilhelm et al. 2004; Sorokin et al. 2006). Plotted are envelopes of mass peak heights (ion count
rates in arbitrary units) versus mass number (in atomic mass units). The four mass distributions correspond to
different gaseous H2SO4 concentrations. For the lowest [H2SO4] the ions are NO−

3 (HNO3)a (H2O)w cluster
ions and for the 3 cases with elevated H2SO4 the ions are HSO−

4 (H2SO4)a(H2O)w cluster ions. For details
see text

Fig. 4 Sulphuric acid mole
fraction MOFA of
HSO−

4 (H2SO4)a(H2O)w and
H+(H2SO4)a(H2O)w cluster
ions measured in the laboratory
flow reactor experiment of MPIK
(Sorokin et al. 2006). Also given
are model calculations for cluster
ions, electrically neutral
H2SO4/H2O droplets, and
droplets carrying a single
elementary electrical charge. For
details see text

HSO−
4 (H2SO4)a(H2O)w cluster ions (hereafter termed HSO−

4 AaWw) containing numerous
H2O molecules. As [H2SO4] is further increased the second mode shifts to larger mass num-
bers extending up to 4700 amu. In an analogous experiment with positive ions, cluster ions
of the form H+AaWw were detected when gaseous H2SO4 was present. Again a second
mode developed but remained smaller (3000 amu) compared to negative ions.

Figure 4 shows the measured H2SO4 mole fraction (MOFA) of HSO−
4 AaWw and

H+AaWw cluster ions (a is the number of sulphuric acid molecules and w is the number
of water molecules contained in the cluster ion) versus a. Also shown are model simu-
lations for cluster ions. For small a, MOFA is small for positive ions but large for nega-
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tive ions. As the parameter a increases, the MOFA of positive and negative ions approach
each other. Note that neutral AaWw clusters which are also important in theories of ho-
mogeneous bi-molecular nucleation have so far not been measured (Laaksonen et al. 1995;
Kulmala et al. 2004). Therefore the cluster ion measurements also help to constrain theories
on homogeneous nucleation.

The above laboratory investigations of cluster ions confirm the efficiency of co-clustering
of gaseous H2SO4 and H2O. This co-clustering relies on strong hydrogen bonds forming
between the clustering molecules. The H2SO4 molecule has a large gas-phase acidity and
therefore tends to form strong hydrogen bonds with H2O molecules which are not only
abundant in the atmosphere but importantly posses an appreciable proton affinity. Small
HSO−

4 AaWw cluster ions have a large MOFA as the core ion HSO−
4 prefers H2SO4 ligands

whose gas-phase acidity is much larger than the gas-phase acidity of H2O ligands. In other
words H2SO4 ligands bond much more strongly to HSO−

4 . Small H+AaWw cluster ions
have a small MOFA since H2SO4 and H2O have approximately the same proton affinity but
in the flow reactor gaseous H2O was much more abundant than gaseous H2SO4. For larger
cluster ions ligand–ligand bonding becomes increasingly important and therefore the MOFA
of positive and negative cluster ions approach each other.

The above laboratory experiments also explain why the major positive cluster ions ob-
served in the atmosphere (see Fig. 2) do not contain H2SO4. In the atmosphere, as in the lab-
oratory experiment, gaseous H2O is far more abundant than gaseous H2SO4. Therefore the
most abundant positive cluster ions can not contain H2SO4. Even worse the atmosphere con-
tains trace gas molecules (like (CH3)2CO and CH3CN)) which possess substantially larger
proton affinities than H2O and therefore are the preferred inner ligands of small atmospheric
positive cluster ions.

The behaviour seen in Fig. 4 indicates that under the conditions of the laboratory ex-
periment A-attachment to HSO−

4 AaWw ions becomes faster than thermal A-detachment for
mass numbers >1300–1400 amu corresponding to a > 6. It also indicates that for a > 6
A-attachment occurs on every collision of a gaseous A-molecule with a cluster ion (Sorokin
et al. 2006). The ultimate decrease of the second mode simply reflects a kinetic limita-
tion resulting from the limited time span (tres = 0.8 s) an ion resides in the flow reactor.
When gaseous H2SO4 is added, the ion life time tc with respect to collision with a gaseous
A-molecule ranges between about 0.025 s and about 0.06 s depending on the gaseous
A-molecule concentration. Hence the ratio tres/tc ranges from about 8 to 32. This implies
that on average during tres an ion collides with 8–32 gaseous H2SO4 molecules depending
on the gaseous H2SO4 concentration. If each of these collisions would lead to A-attachment
the average mass numbers of the ions would be about 1600–6000 amu (including equilib-
rium H2O uptake as well). In comparison the second modes of the mass spectra of negative
ions extend to largest mass numbers of 2400 to 4700 amu. Our laboratory experiments with
H+AaWw ions also revealed the presence of a second mode. However, compared to the sec-
ond mode HSO−

4 AaWw ions, the second mode H+AaWw ions are smaller. Probably this
reflects more efficient A-detachment from H+AaWw ions, induced either by thermal colli-
sions or by switching with H2O molecules.

In the atmosphere at 10 km altitude where temperatures are very low (around 223 K
at middle latitudes), thermal A-detachment from ions is expected to be very slow. Hence
ion growth is expected to be limited by the number of gaseous H2SO4 molecule colli-
sions an ion experiences during its life time tr = 200 s. On average this number is equal
to tr/tc where tc = 1/k[H2SO4] is the time needed for an ion to collide with a gaseous
H2SO4 molecule. Here k = 2 · 10−9 cm3 s−1 is the ion–molecule-collision rate coefficient
and [H2SO4] is the gaseous H2SO4 concentration. Hence tc = tr = 200 s corresponds to
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[H2SO4] = 3 · 106 cm−3. For efficient formation of HSO−
4 AaWw and H+AaWw cluster ions

at 10 km altitude [H2SO4] need to be larger than 3 · 106 cm−3.
Are H2SO4 concentrations sufficiently high in the upper troposphere? This question will

be addressed in the following section of the paper.

4 Atmospheric Sulphuric Acid

Gaseous sulphuric acid is present in the upper troposphere. It was originally detected via
ambient atmospheric ion measurements by Arnold and Fabian (1980; see also review by
Viggiano and Arnold 1995). Moreover, laboratory measurements (Reiner and Arnold 1993,
1994; Kolb et al. 1994; Lovejoy et al. 1996) explored the mechanism by which gaseous
sulphuric acid is formed in the atmosphere.

Figure 5 shows a simplified schematic of atmospheric sulphuric acid processes. The sul-
phur bearing precursor gas from which gaseous H2SO4 is formed is SO2. Its sources are
mostly combustion of sulphur containing fossil fuels, volcanism, and atmospheric photo-
chemical SO2 formation from oceanic plankton generated (CH3)2S. Of these sources fossil
fuel combustion is clearly dominant. The SO2 sinks are mostly deposition at the Earth’s
surface, cloud processes, and the gas-phase reaction with the hydroxyl radical OH. The OH
reaction represents also the first and rate limiting step of SO2 conversion to gaseous H2SO4.
Importantly, OH is recycled and therefore acts merely as a catalyst. In the upper troposphere
OH is formed via O3 photolysis and also via the photolysis of acetone (CH3)2CO) and other
organic trace gases. Once formed gaseous H2SO4 rapidly condenses on pre-existing aerosol
particles PAP (mostly within less than 1000 s). Hence a steady-state treatment yields as
a first approximation k[SO2][OH] = [H2SO4]/ts where k = 1.5 · 10−12 cm3 s−1 is the rate
coefficient of the OH-reaction and ts is the gaseous H2SO4 lifetime with respect to condensa-
tion. For example, for ts = 1000 s and a typical noon-time [OH] = 2 · 106 cm−3, one obtains
[H2SO4] = 0.003[SO2] for cloud-free conditions around noon. Hence for such conditions,
gaseous H2SO4 is to a large part controlled by SO2.

If gaseous H2SO4 reaches a sufficiently large super-saturation, nucleation takes place
involving INU (ion induced nucleation) and eventually also HONU (homogeneous nucle-
ation) leading to secondary aerosol particles (SAP). These SAP grow by Y -condensation
and mutual coagulation. Ultimately SAP may suffer from coagulation scavenging by PAP

Fig. 5 Simplified scheme of
atmospheric gaseous H2SO4
processes. HONU denotes
homogeneous nucleation, PAP
denotes pre-existing aerosol
particles, and SAP denotes
secondary aerosol particles
formed by HONU and
ion-induced nucleation (arrow
labelled ions)
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Fig. 6 Compilation of the ranges
of daytime atmospheric gaseous
sulphuric acid concentrations
measured by MPIK Heidelberg
using ground-based (green bar),
mountain sites (blue bar),
aircraft-based (red box),
balloon-based (black line), and
rocket-based (black line) mass
spectrometers. The dotted curve
represents an equilibrium
saturation curve for gaseous
sulphuric acid (see text)

(pre-existing aerosol particles). Importantly, the SAP lifetime increases very markedly with
increasing SAP size. Therefore SAP growth has a strong influence on SAP concentrations
(see below). Whether INU and HONU become efficient critically depends on the gaseous
sulphuric acid concentration [H2SO4].

Figure 6 shows in a somewhat schematic form a compilation of the vertical distribution
of daytime atmospheric gaseous sulphuric acid number concentration ranges measured by
MPIK Heidelberg using mass spectrometers on the ground and on aircraft, balloons, and
rockets. At ground-level and for cloud-free daytime conditions the measured [H2SO4] range
from about 1 · 105–1 · 107 cm−3. This substantial range of variability reflects to a large part a
variability of [SO2]. Data obtained in the free troposphere on a central European mountain
site at 2300 m altitude range from 4 · 105–4 · 106 cm−3.

Data obtained in the upper troposphere by aircraft-based instruments (box in Fig. 4.2)
range from about 6 · 105–6 · 106 cm−3. Finally data obtained in the stratosphere by balloon-
based and rocket-based instruments (only an average daytime profile is shown) are around
1 · 105–3 · 106 cm−3 and exhibit a pronounced layer with a peak around 35 km.

Also included in Fig. 6 is an equilibrium curve representing the H2SO4 saturation concen-
tration of an H2SO4−H2O mixture which is in equilibrium with atmospheric water vapour.
Whenever the experimental data fall to the right of the equilibrium curve, gaseous H2SO4

is super-saturated. The largest H2SO4 super-saturations (saturation ratios >1000) are found
in the upper troposphere where temperatures are lowest. These very high super-saturations
imply that thermal A-detachment from HSO−

4 AaWw and H+AaWw cluster ions can be ne-
glected and therefore under these conditions INU should have no thermodynamic limitation.

The upper tropospheric H2SO4 concentrations correspond to tc = 100–1000 s. In com-
parison, the ion lifetime tr with respect to ion-ion recombination (around 200 s) falls
in between the above tc . This implies that in many situations a severe kinetic limitation
(tr > tc) exists which prevents INU from becoming efficient. However occasionally tc be-
comes smaller than tr which should allow cluster ions to grow and INU to become efficient.
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The major cause of these INU promoting conditions seems to be elevated SO2. Hence,
SO2 seems to be the major key to upper tropospheric INU and probably also HONU. How-
ever, our knowledge of upper tropospheric SO2 is rather limited since only few data have
previously been obtained by advanced instruments. Only very recently a number of ad-
vanced SO2 measurements have been made by our group (Speidel et al. 2006) which re-
vealed that SO2 concentrations have a high degree of spatial variability. Around 10 km
altitude SO2 mole fractions range mostly from about 30–100 pptv but occasionally have a
much larger variability from 10–3000 pptv. This implies highly variable concentrations of
gaseous H2SO4 which in turn implies highly variable nucleation rates and particle growth
rates.

5 Observations of Large Cluster Ions in the Upper Troposphere

Building on the laboratory experiments with H2SO4 cluster ions and the atmospheric
gaseous H2SO4 measurements one expects large HSO−

4 AaWw and H+AaWw cluster ions
to be at least occasionally present in the cold upper troposphere. If so, such ions would
induce new aerosol particle formation and therefore would represent fingerprints of INU.
Using our aircraft-based large ion-mass spectrometer LIOMAS we have made a search for
such large cluster ions in the upper troposphere (Eichkorn et al. 2002; Arnold et al. 2008).

Figure 7 shows as an example time-series of ion composition data obtained by LIOMAS
in cloud-free upper troposphere air during one aircraft flight (Arnold et al. 2008). Given are
flight altitude and fractional abundances of positive and negative ions with mass numbers
larger than 200, 300, and 600 amu. While the aircraft was cruising mostly around 8000 m

Fig. 7 Fractional abundances of positive and negative ions with mass numbers larger than 200 (green), 400
(yellow), and 600 (red) amu measured by MPIK Heidelberg during an aircraft mission over Central Europe.
Also given is the flight altitude profile. (From Arnold et al. 2008)
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altitude it occasionally intercepted air masses containing large negative and positive cluster
ions with mass numbers larger than 600 amu. Negative and positive ions behave rather simi-
lar which suggests that one or several trace gases X are present which cluster to negative and
positive ions. From the measured ions the concentrations of X were inferred. These range
between 1–4 · 106 cm−3 which is very similar to the gaseous H2SO4 concentrations previ-
ously measured by our group in the upper troposphere around 8000 m altitude (see Fig. 6).
This suggests at least that X is not more abundant than gaseous H2SO4 which implies that
most likely X can be identified as H2SO4.

Assuming X to be gaseous H2SO4 the rate Ji of ion-induced nucleation was calcu-
lated (Arnold et al. 2008). Around 8000 m altitude Ji ranges mostly from 3–25 cm−3 s−1.
The latter value is equal to the maximum possible Ji = Q where Q is the ionization
rate. When Ji = Q, all ions become stable aerosol particles. Also calculated was the rate
Jh of homogeneous bi-molecular nucleation (which does not require ions (Arnold et al.
2008). For the flight sections with low concentration of X, Ji tends to exceed Jh whereas
for the section with high X concentrations Jh exceeds Ji . Even the highest Jh of about
100 cm−3 s−1 are much smaller than the highest possible Jh dictated by the rate at which
an H2SO4 molecule collides with another H2SO4 molecule. Note that a nucleation rate of
3 cm−3 s−1 is already relatively high allowing the formation of more than 10000 aerosol
particles cm−3 hr−1.

The above example of the atmospheric situation encountered during a single upper tro-
posphere flight demonstrates that in the cold upper troposphere CR mediated INU (ion in-
duced nucleation) can be very efficient. However this example also demonstrates that HONU
(homogeneous nucleation) is also efficient and may become even more efficient than INU.

6 Aerosol Growth

Growth of newly formed, still very small aerosol particles is important for at least three
reasons. Only sufficiently large particles become long lived, scatter sunlight efficiently, and
eventually act as CCN and IN. Particle growth proceeds by Y condensation and coagula-
tion. Growth by Y condensation may involve various types of different trace gases Yi . Our
gaseous H2SO4 measurements made in ground level air (Fiedler et al. 2005) indicate that
gaseous H2SO4 contributes on average only about 5% to the growth of particles with di-
ameters larger than 3 nm. Probably growth is mostly due to so far unidentified condensable
organic trace gases. These condensable organics must be formed by chemical reactions in-
volving relatively short lived organic precursor gases.

However in the upper troposphere the situation may be different. Here the short lived
organic precursor gases may be less important since they are probably destroyed already
during transport from the surface to the upper troposphere. In contrast, SO2, the precursor
of gaseous H2SO4, lives longer (about 10–20 days; see above) and therefore in the upper
troposphere gaseous H2SO4 formation can continue for about 10–20 days. Hence new par-
ticles generated in the upper troposphere by INU or HONU can grow at least by gaseous
H2SO4 condensation. Note that gaseous H2SO4 condensation does not require particularly
low temperatures (see Fig. 6) and therefore can take place also in the middle and lower
troposphere. This implies that particles formed in the upper troposphere may still continue
to grow by gaseous H2SO4 condensation after downward transport and can act as CCN at
lower altitudes.

Figure 8 shows as an example a 10 day model simulation (Arnold et al. 2008) consid-
ering an air mass which has ascended to 10 km and resided there for 10 days at clear-sky
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Fig. 8 Results of a 10 day model
simulation, for 10 km altitude, of
number concentrations Nd of
atmospheric aerosol particles
with diameters larger than d nm.
The air mass under consideration
was assumed to ascend to 10 km
altitude and reside there for a
period of 10 days in cloud-free
conditions. The initial SO2 mole
fraction was assumed to be 200
pptV. For details see text. (From
Arnold et al. 2008)

conditions. After arrival at 10 km the initial SO2 concentration was 200 pptV. The diurnal
maximum OH concentration is 1 · 106 cm−3 which implies an e-folding lifetime for SO2 of
about 23 days.

On day 1, as the sun is rising, OH increases, leading to H2SO4 production. As a conse-
quence H2SO4 rises to about 2 · 107 cm−3 s−1 leading to HONU which in turn leads to a rise
of the total aerosol particle number concentration Ntot to nearly 1 · 105 cm−3. Also the num-
ber concentrations N4 and N6 of particles with diameters larger than 4 and 6 nm rise steeply
maximizing on day 1. In the afternoon as the solar elevation decreases OH, H2SO4 decrease
steeply again. Also Ntot and to a lesser extent also N4 and N6 decrease due to coagulation.
On the following days, the diurnal H2SO4 maximum decreases to about 4 · 106 cm−3 which
is due to the decrease of OH and the increase of the aerosol surface leading to a decrease
of the condensational H2SO4 lifetime. After day 1 the diurnal Ntot maxima nearly vanish,
reflecting decreased HONU and increased scavenging of new particles via coagulation. The
N12, N20, and N30 curves maximize on days 2, 4, and 6.

Note that the model results of particle formation and growth depend very critically
on temperature, relative humidity, SO2, OH, and the initial aerosol surface. For example,
when increasing the initial aerosol abundance, an increasing fraction of the photochemically
formed H2SO4 will condense on pre-existing particles rather than nucleate.

In the atmosphere water vapour super-saturations are usually less than 1% and almost
never exceed 2%. The corresponding minimum diameters of H2SO4/H2O aerosol particles
acting as CCN are about 30 nm and 20 nm respectively.

An inspection of Fig. 8 reveals that within about 6 days the concentration N30 of particles
with diameters larger than 30 nm (CCN sized particles) increases very substantially from
60 cm−3 to nearly 1000 cm−3.

Particle growth is not controlled by temperature but is controlled by the rate of gaseous
sulphuric acid formation which in turn is proportional to [SO2] · [OH]. The concentration
of SO2 is controlled by emissions of SO2 and SO2-precursors at the Earth’s surface, by
atmospheric transport of these species, and by SO2 removal by clouds.

Also, OH concentrations may be higher than considered by the above model case. This is
particularly true for summer and for low latitudes. Higher OH will reduce the SO2 lifetime
and increase the rate of gaseous H2SO4 formation. In turn this will increase new particle
formation and growth.



Atmospheric Ions and Aerosol Formation 237

Variations of the CR ionization rate Q induce a variation of the INU rate Ji . However,
the N30 reached after 10 days substantially depends on Ji only if Ji is sufficiently larger
than Jh and only if Ji is less than about 1 cm−3 s−1.

7 Conclusions

The preceding discussion suggests that ion induced nucleation INU is a frequent process
in the cold upper troposphere. However, homogeneous nucleation HONU also occures. Ac-
cording to the model simulations reported by Arnold et al. (2008), upper troposphere INU
and HONU rates are relatively high even for typical SO2 mole fractions. Therefore the bot-
tleneck of upper troposphere CR mediated formation of CCN sized particles seems to be
new particle growth and not new particle formation by INU and HONU. In fact, the gaseous
[H2SO4] required to allow new particle growth to become efficient is mostly more than
sufficient for INU.

Particle growth by gaseous H2SO4 condensation is to a large part controlled by SO2. In
fact, spatial and temporal variations of upper troposphere SO2 should have a much stronger
effect on N30 (after 6 days) than the small variations of the CR ionization rate. There-
fore more information on upper troposphere SO2 and its spatial and temporal variability is
needed. Furthermore efforts should be made to detect additional condensable gases Y which
may eventually be present in the upper troposphere.
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Abstract Aerosol particles play an important role in the Earth’s troposphere and in the
climate system: They scatter and absorb solar radiation, facilitate chemical processes, and
serve as condensation nuclei for the formation of clouds. Tropospheric aerosol particles are
emitted from surface sources or form in situ from the gas phase. Formation from the gas
phase requires concentrations of aerosol precursor molecules aggregating to form molecular
clusters able to grow faster than they evaporate. This process is called nucleation. Gas phase
ions can reduce the concentration of aerosol precursor molecules required for nucleation,
as they greatly stabilize molecular clusters with respect to evaporation. Therefore, ions are
a potential source of aerosol particles. Since atmospheric ionization carries the signal of
the decadal solar cycle due to the modulation of the galactic cosmic ray intensity by solar
activity, a possible connection between the solar cycle, galactic cosmic rays, aerosols, and
clouds has been a long-standing focus of interest. In this paper, we provide an overview
of theoretical, modeling, laboratory, and field work on the role and relevance of ions for the
formation of tropospheric aerosol particles, and on subsequent effects on clouds, and discuss
briefly related research needs.
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1 Introduction

The continuous formation of charged particles in the atmosphere has been recognized since
the late nineteenth century. These particles were identified as ions following studies on ra-
dioactivity and electrical conduction in gases (see Aplin et al. 2008). In early laboratory
experiments, Wilson (1897, 1899) reported ion and particle formation in air and other gases
in the presence of ultraviolet radiation and radioactive sources, and was the first to suggest
that ions may be involved in atmospheric particle formation, and to realize the importance
this could have for clouds (Galison 1997). Particle formation from the gas phase requires the
emergence of molecular clusters of a size at which the condensation of further molecules
is more likely than their evaporation, a process referred to as nucleation. Molecular clus-
ters forming around ions are more stable compared to their neutral counterparts; ions can
therefore trigger nucleation in conditions where neutral molecules would not. In the twen-
tieth century, laboratory studies have confirmed Wilson’s initial experiments (e.g. Bricard
et al. 1968; Vohra et al. 1969; Raes and Janssens 1985), but research on atmospheric par-
ticle formation from ions has intensified only in the dawn of the twenty-first century with
the heightened awareness of the relevance of new particle formation from the gas phase,
which can significantly increase concentrations of aerosol particles and cloud condensa-
tion nuclei in the troposphere (Kulmala et al. 2004a), and thereby establishes a connec-
tion between atmospheric chemical composition, aerosols, clouds, and climate. Interest for
the topic was also fueled by the possibility that the solar cycle modulation of atmospheric
ionization through galactic cosmic rays could give rise to a similar modulation in aerosol
and cloud droplet concentrations, and provide a mechanism to explain reported correla-
tions between the decadal solar cycle and tropospheric observables, such as cloud cover
(Svensmark and Friis-Christensen 1997; Marsh and Svensmark 2000; Carslaw et al. 2002;
Harrison and Carslaw 2003).

2 Tropospheric Aerosol

Tropospheric aerosol particles are either emitted from the surface of the Earth, or form
from the gas phase. Transport of aerosol particles from the stratosphere represents only a
minor contribution to tropospheric aerosol. Major surface sources of aerosol particles in-
clude the oceans, which emit sea-salt particles, arid and semi-arid regions, where wind lifts
mineral dust, and volcanoes, which inject particulate sulfate and ash into the atmosphere,
while carbonaceous aerosols are produced by wildfires and by the combustion of fossil
and biomass fuels. The formation of new aerosol particles from the gas phase requires suf-
ficiently high concentrations of gas phase molecules with low saturation vapor pressure:
for example, sulfuric acid which has a very low saturation vapor pressure in atmospheric
conditions has been frequently reported as component of freshly formed aerosol, and ap-
pears to drive new particle formation in clean areas, such as over oceans (Clarke 1992;
Brock et al. 1995). Over continents and, in particular, within the continental boundary
layer, recently nucleated aerosol particles may contain, in addition to sulfate, substan-
tial amounts of ammonia (Smith et al. 2005) or organic compounds (Allan et al. 2006;
Cavalli et al. 2006), which may be involved in their formation process (Coffman and Hegg
1995; Marti et al. 1997a; Ball et al. 1999; O’Dowd et al. 2002; Kulmala et al. 2004b;
Zhang et al. 2004; Burkholder et al. 2007). Freshly nucleated particles measure a few
nanometers in diameter, much less than aerosol particles emitted from surface sources. In
order to participate in atmospherically relevant processes, nucleated particles need to grow
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to sizes of tens of nanometers. Depending on the availability of condensable molecules,
this process may proceed on time scales between minutes to days, and result finally in the
formation of cloud condensation nuclei, particles which form cloud droplets. Kulmala et
al. (2004a) found that nucleation from the gas phase may significantly increase concentra-
tions of tropospheric cloud condensation nuclei. The resulting increase in cloud droplet con-
centrations may increase cloud albedo via the first (Twomey 1977) and cloud lifetime via
the second indirect aerosol effect (Albrecht 1989). Pre-existing aerosol particles however
quench the formation of new aerosol from the gas phase as they efficiently remove com-
pounds which may initiate nucleation or contribute to particle growth, as well as the newly
forming particles. The role played by gas phase particle formation in tropospheric processes
therefore depends not only on the availability and distribution of nucleating and condensing
compounds, but also on the presence, growth, transport, and removal of pre-existing parti-
cles. Similarly, the importance of charged nucleation in the troposphere depends not only
on the availability of ions and molecules condensing on them, but also on the efficiency of
competing neutral nucleation pathways.

3 Ionization, Galactic Cosmic Rays, and Clouds

Galactic cosmic rays (GCR) are a major source of ions in the troposphere (Bazilevskaya et
al. 2008): upon entering the Earth atmosphere, primary cosmic ray particles, mostly hydro-
gen and helium nuclei, collide with atmospheric gas molecules and initiate a cascade of nu-
clear and electromagnetic reactions producing secondary cosmic rays. Due to the shape and
orientation of the Earth’s magnetic field, the GCR ionization rate increases from the mag-
netic equator towards the poles; its altitude profile has a peak in the upper troposphere/lower
stratosphere. The GCR intensity and ionization rate are anti-correlated with the decadal so-
lar cycle (Forbush 1954; Neher and Forbush 1958). A second important source of ionization
in the troposphere is the radioactive decay of radon effusing from rocks and soils (Laakso
et al. 2004b, and references therein). This source of ionization is strongest near the surface
and in the boundary layer, and is not known to correlate with the solar cycle.

A mechanism linking galactic cosmic rays, aerosols and clouds was initially outlined by
Dickinson (1975): sulfate aerosol particles forming from ions produced by GCR might grow
to cloud condensation nuclei and eventually become cloud droplets. The variation of GCR
ionization over the solar cycle would thus appear in cloud droplet concentrations and hence
in cloud albedo via the first (Twomey 1977) and cloud lifetime via the second (Albrecht
1989) indirect aerosol effect. The result would be a solar cycle modulation of radiative forc-
ing of the troposphere. A corresponding correlation was first reported by Svensmark and
Friis-Christensen (1997), who found a 3–4% variation of the global cloud cover over a so-
lar cycle based on data of the International Satellite Cloud Climatology Project (ISCCP)
(Rossow and Schiffer 1991) for the years 1983–1992. Kristjánsson and Kristiansen (2000)
pointed out that the correlation may be purely coincidental, as the ISCCP data showed a
divergence of cloud cover and GCR intensity in the years 1991–1994, but concluded that
global cloud fraction is higher by 0.0176 and radiative forcing reduced by 0.29 W m−2 at
solar minimum 1986 compared with solar maximum 1990. Marsh and Svensmark (2000)
confined the correlation to low clouds for the period 1983–1994. They estimated that global
low cloud fraction is higher at solar minimum by 0.02 and radiative forcing reduced by
1.2 W m−2 compared with solar maximum. Kristjánsson et al. (2002, 2004) analyzed the re-
vised ISCCP cloud dataset (Rossow and Schiffer 1999) for the period 1983–2001 and found
a weak correlation between low cloud cover and GCR intensity. Harrison and Stephenson
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(2006) found a small yet statistically significant effect of cosmic rays on daily regional
cloudiness, based on surface radiation measurements. In a recent statistical analysis of the
ISCCP data, Sloan and Wolfendale (2008) found only very limited support for a connection
between the decadal variation in galactic cosmic ray ionization and low cloud cover.

4 Field Observations of New Particle Formation and Ions

Evidence for the involvement of ions in the nucleation of tropospheric aerosol particles in-
cludes observations of bursts of intermediate size ions followed by increases in ultrafine
aerosol in the boundary layer (Hõrrak et al. 1998), and direct observation of very large clus-
ter ions in the upper troposphere (Eichkorn et al. 2002). Charged nucleation in the upper
troposphere is also supported by the observations of Lee et al. (2003), who used results
obtained with the laboratory data based model of Lovejoy et al. (2004) to explain the mea-
sured high ultrafine aerosol concentrations. Laakso et al. (2004a) and Laakso et al. (2007a)
observed nucleation events in the boundary layer over the boreal forest and identified events
when charged nucleation was contributing to particle formation by preferential growth of
negatively charged clusters. However, during a large fraction of these events, neutral nucle-
ation dominated particle formation, with a marginal contribution from charged nucleation.
Similarly, Vana et al. (2006) identified negative molecular clusters as preferred condensa-
tion centers in particle formation events observed over the boreal forest. The contribution
of charged nucleation appeared highest for comparatively weak particle formation events,
while during strong particle formation events, the contribution of charged nucleation was
reduced. Eisele et al. (2006) measured size and mobility distributions of charged molecular
clusters and aerosol particles at a continental site, and found that while ions contributed to
the formation of small charged sulfate clusters, charged nucleation did not play a significant
role in aerosol production during these measurements. Laakso et al. (2007b) conducted a
study of boundary layer ion and aerosol profiles over the boreal forest with a hot air balloon.
These measurements showed a distinct asymmetry between the negative and positive aerosol
size distribution, with concentrations of nanometer-sized negative particles exceeding those
of corresponding positive particles throughout the mixed layer. This indicates charged nu-
cleation in which negative ions played a significant role; however, neutral nucleation was
found to contribute to the observed particle nucleation events as well. Calculations using the
method of Kazil and Lovejoy (2007) showed that charged nucleation of sulfuric acid and wa-
ter was not able to explain the observations alone, indicating a compound other than sulfuric
acid stabilizing the negative clusters. Laakso et al. (2007b) proposed that this stabilizing
component is an organic molecule.

The contribution of neutral nucleation to the particle formation events reported in
the above studies may be driven by organic molecules (O’Dowd et al. 2002) or ammo-
nia (Coffman and Hegg 1995), which are supported as nucleation agents by laboratory
studies (Marti et al. 1997a; Ball et al. 1999; Zhang et al. 2004; Kulmala et al. 2006;
Burkholder et al. 2007). On the other hand, several field campaigns at forested sites have
found no indication for organic molecules participating in boundary layer aerosol nucle-
ation: Marti et al. (1997b) and Sellegri et al. (2005) concluded the organic compounds play
a role for condensational growth of aerosol particles, rather than in their nucleation. Simi-
larly, Janson et al. (2001) found that organic molecules were not the nucleating species re-
sponsible for nucleation events in the boundary layer, but sulfuric acid and ammonia, while
subsequent particle growth ought to have been due to condensation of organic compounds.
A role of ammonia in aerosol nucleation is contended as well, as is discussed in the next
section.
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5 Laboratory Measurements

There has been a significant experimental effort aimed at understanding possible at-
mospheric nucleation mechanisms (see e.g. reviews by Laaksonen et al. 1995; Curtius 2006;
O’Dowd and Wagner 2008). Here we focus our discussion on recent experimental work, and
emphasize sulfuric acid-based schemes. Neutral nucleation of sulfuric acid and water has
long been regarded as an important source of new particles in the atmosphere, largely due to
in situ atmospheric H2SO4 production, extremely low H2SO4 vapor pressure in the presence
of water, and optimistic predictions from classical nucleation theory (discussed in Sect. 6).
In a seminal work, Wyslouzil et al. (1991) measured the nucleation rates of H2SO4 and H2O
as function of temperature, relative humidity, and H2SO4 concentration, and found a strong
dependence on these variables. Ball et al. (1999) reported the nucleation rate as a function
of the concentration of sulfuric acid for a range of relative humidities. A major achievement
of this work was the direct measurement of sulfuric acid concentration within the nucle-
ation reactor. Both experiments yielded nucleation rates that were significantly lower than
predictions of classical nucleation theory.

Laboratory studies of atmospheric gas phase H2SO4 nucleation have advanced to study
the individual elementary clustering reactions in recent years. The goal of these studies is
to measure the thermochemical parameters (enthalpy and entropy change) of the step-wise
cluster formation reactions, and use these data to develop kinetic models that accurately
predict nucleation rates as a function of atmospheric conditions. Such experiments give
valuable new insight into the elementary steps involved in particle formation, but are a sig-
nificant undertaking for even simple binary systems because of the large number of reactions
that need to be evaluated to accurately describe the kinetics of the system. However, accu-
rate thermochemical parameters for even the initial few clustering reactions are extremely
useful, and can strongly constrain nucleation rates. Clustering of the charged sulfuric acid
water system has received considerable experimental attention, because of the expected at-
mospheric relevance of sulfuric acid in new particle formation, and because ions are directly
observable with mass spectrometry. Eisele and Hanson (2000) were the first to observe and
resolve on the molecular scale the nucleation of charged sulfuric acid clusters from precur-
sor ions. Curtius et al. (2001) and Lovejoy and Curtius (2001) measured the thermochemical
parameters for sulfuric acid uptake and Froyd and Lovejoy (2003a, 2003b) the thermochem-
ical parameters for water uptake by small neutral and charged sulfuric acid clusters. These
experimental data constitute a matrix of thermochemical parameters describing charged nu-
cleation of sulfuric acid and water. Similar experiments were conducted by Wilhelm et al.
(2004) and Sorokin et al. (2006). These ion clustering thermochemical studies show that
sulfuric acid has a stronger affinity for the hydrated negative ions than the positive ions, and
hence the positive ions are less likely to grow in typical tropospheric conditions.

Hanson and Lovejoy (2006) measured the thermochemical parameters for the formation
of the neutral hydrated dimer and trimer of sulfuric acid, averaged over the water contents
of the particles. These thermochemical data strongly constrain the atmospheric relevance of
this process, and show that classical nucleation theory overestimates the stability of the small
neutral sulfuric acid/water clusters and the corresponding nucleation rates, consistent with
the results of Wyslouzil et al. (1991) and Ball et al. (1999). While these results indicate that
the neutral nucleation of H2SO4 and H2O is inefficient in the lower troposphere, Hanson
and Lovejoy (2006) show that this mechanism is potentially important in the cold upper
troposphere, where it is likely to overwhelm the corresponding charged process.

Berndt et al. (2005) observed new particle formation in the sulfuric acid-water system at
H2SO4 concentrations exceeding 1010 cm−3, generated by evaporation from a liquid sample,
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similar to concentrations reported by Wyslouzil et al. (1991) and Ball et al. (1999). How-
ever, when the sulfuric acid was generated in the gas phase photochemically, Berndt et al.
(2005) found that much lower H2SO4 concentrations, around 107 cm−3, such as occurring
in the atmosphere, were sufficient to initiate new particle formation. A possible explanation
for the low threshold sulfuric acid concentrations and high particle formation rates when
using photochemically produced sulfuric acid may be organic molecules used by Berndt et
al. (2005) to determine the concentrations of gas phase OH and H2SO4, which may have
contributed to the formation of new particles. In a subsequent study, however, Berndt et al.
(2006) investigated nucleation of H2SO4 and H2O in the absence of organic compounds,
and with H2SO4 forming in the gas phase with or without UV photochemistry. In this study,
particle formation commenced at sulfuric acid concentrations around 107 cm−3, indicating
no significant role of the organic compounds used in the Berndt et al. (2005) work. At the
same time, no significant differences between the experiments with H2SO4 produced in the
gas phase with or without UV photochemistry were found, ruling against a possible contri-
bution of charged nucleation due to UV-produced ions in the experiment. Neutral nucleation
of sulfuric acid and water proceeding at the low concentrations of gas phase sulfuric acid
observed by Berndt et al. (2005) and Berndt et al. (2006) would significantly abate a role of
charged nucleation of these compounds in the troposphere.

While the results of Berndt et al. (2006) indicate that the organic compounds used do
not promote the formation of H2SO4/H2O particles from the gas phase, other organic com-
pounds may trigger or support nucleation of sulfate aerosol: Zhang et al. (2004) have ob-
served enhanced formation of neutral sulfuric acid particles from the gas phase in the pres-
ence of aromatic organic acids in the laboratory. Based on theoretical work, they postulate
that a strong aromatic acid-H2SO4 interaction facilitates nucleation.

The role of ammonia for sufate aerosol formation has not been conclusively established
yet: Kim et al. (1998) investigated particle formation from a NH3/SO2/H2O/air mixture in
the presence of ionizing radiation, and observed enhanced particle concentrations in the
presence of NH3, although the enhancement depended greatly on the SO2, NH3 and H2O
concentrations. Particle formation was also found to proceed faster in the NH3/SO2/H2O/air
mixture, with a lower contribution of charged nucleation compared to the SO2/H2O/air mix-
ture. However, charged nucleation was identified as a main mechanism at an early stage of
particle generation in both mixtures. Ball et al. (1999) have shown a significant enhancement
in the nucleation rate of the neutral NH3/SO2/H2O system relative to the neutral H2SO4/H2O
system, while Anttila et al. (2005), Yu (2006b), and Kurtén et al. (2007) have found that am-
monia may not be an effective nucleation agent. Laboratory measurements of the thermo-
chemical parameters for selected steps of charged H2SO4/NH3/H2O nucleation have been
conducted by Froyd (2002).

6 Theory

Classically, the nucleation of neutral particles from the gas phase is described with the
Kelvin–Thomson equation (Thomson 1906), which gives the Gibbs free energy �Gn re-
leased in the uptake of a gas phase molecule by a neutral, spherical liquid droplet:

�Gn = −4

3
πR3 kT

v
lnS + 4πR2σ, (1)

with the droplet radius R, its surface tension σ , and the supersaturation ratio S of the nu-
cleating compound above a flat liquid surface with the composition of the droplet (see e.g.
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Curtius 2006 and references therein). T is the temperature of the system, k the Boltzmann
constant, and v the volume of the nucleating molecules. Note that adding a molecule is en-
dothermic for radii smaller than a critical radius R∗, and exothermic for larger radii. The
critical radius R∗ and the Gibbs energy �G∗

n required to form a critical droplet can be deter-
mined by solving ∂�Gn

∂R

.= 0. The classical nucleation rate in steady state may then be written
(Volmer and Weber 1926) as

J = C exp

(
−�G∗

n

kT

)
. (2)

The factor C accommodates concentrations of condensable molecules and their reaction
coefficients, and has been discussed by Farkas (1927) and Becker and Döring (1935) for a
unary and by Reiss (1950) for a binary system. If the droplet is charged, then the uptake of
a molecule from the gas phase changes the electric field energy of the charged droplet due
to the increase in the volume occupied by a dielectric liquid. Thus for a charge that resides
at the center of the droplet, the Gibbs free energy released by the uptake of a molecule is (in
SI units)

�Gc = �Gn − q2

8π

(
1

ε0
− 1

ε1

)(
1

R
− 1

R + �R

)
. (3)

ε0 and ε1 are the permittivities of the gas and liquid phase, R and R + �R the radii of
the liquid droplet before and after the uptake of the molecule, respectively. Commonly,
ε1 > ε0 > 1 and R + �R > R > 0, hence �Gc < �Gn, meaning that the charged droplet
is more stable than the neutral droplet. Based on this formulation of classical nucleation
theory, Yue and Chan (1979) investigated the formation of aerosols through the nucleation
of a binary mixture of vapors and in the presence of ion sources, and derived analytical
expressions for estimating the composition, radius R∗, and Gibbs energy of formation �G∗

c

of critical droplets formed through the charged nucleation process.
Yu (2005) extended charged classical nucleation theory by accounting for the interaction

between the droplet charge and the dipole moment of the condensing gas phase molecules.
The charge–dipole interaction further reduces the Gibbs free energy for the uptake of gas
phase molecules molecule and increases the stability of the charged droplet. Accounting for
the charge–dipole interaction in the calculation of the entropies and enthalpies for the uptake
of molecules by small charged molecular clusters improves the agreement with observations
(Yu 2005).

However, the concept of a liquid droplet characterized by a bulk solution and a
composition-dependent surface tension breaks down in the context of very small particles
(diameters ∼1 nm and less). Such small particles are better described as molecular clus-
ters: in these, molecules arrange in a different spatial structure compared to molecules in
a bulk liquid, resulting in different thermochemical parameters for the uptake and loss of
gas phase molecules. As a consequence, classical nucleation theory overestimates the sta-
bility of very small particles and nucleation rates; in the case of neutral H2SO4/H2O clusters,
classical steady state nucleation rates are significantly higher than nucleation rates inferred
in laboratory measurements (Wyslouzil et al. 1991; Ball et al. 1999; Hanson and Lovejoy
2006). In addition, the structure of the molecular clusters and of the gas phase molecules
(Nadykto et al. 2004), as well as the shape of their interaction potential (Langevin 1905;
Chesnavich et al. 1980; Nadykto and Yu 2003) affect their collision rate coefficients. Fi-
nally, the assumptions of steady state, and of a negligible role of self-coagulation and coag-
ulation with pre-existing aerosol in the formation of supercritical clusters used in classical
nucleation theory need not be valid in all conditions. For these reasons, more sophisticated
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approaches to aerosol nucleation, which account for the individual cluster–molecule reac-
tions, the structure of the molecules and molecular clusters, and the interaction of subcritical
and supercritical particles, have been developed. These approaches are typically not acces-
sible by analytical methods but require numerical modeling, discussed in the next section.

7 Modeling

The most straightforward step beyond classical nucleation theory is the kinetic modeling
of particle formation, i.e. as a process of repeated uptake (and loss) of gas phase mole-
cules, with the reaction of two gas phase molecules forming a dimer as the initial step.
The thermochemical parameters from the liquid drop model can be used to describe the
individual steps, with the same limitations as discussed in the preceding section, except
that here steady-state is not assumed, and self-coagulation of the subcritical particles, and
their coagulation with pre-existing aerosol are accounted for. At the next level, the struc-
ture of the molecular clusters and gas phase molecules involved can be represented im-
plicitly by using thermochemical parameters for the uptake and loss of the molecules from
the gas phase by the clusters obtained from extensions of the liquid drop approach, ab ini-
tio calculations, or from laboratory measurements. The thermochemical parameters and the
corresponding forward and reverse rate coefficients can be calculated based on different
assumptions and treatments of the cluster-molecule interaction potential (Langevin 1905;
Chesnavich et al. 1980; Su and Chesnavich 1982; Nadykto and Yu 2003; Lovejoy et al. 2004;
Yu 2005; Yu 2007). The most widely investigated aerosol nucleation pathway via the clus-
tering of sulfuric acid and water is commonly reduced to a system where only the uptake
of sulfuric acid is resolved in individual steps, and uptake and loss of water is described in
steady state. This treatment is considered valid in tropospheric conditions, where water va-
por concentrations exceed the concentration of sulfuric acid by orders of magnitude, hence
allowing sulfuric acid/water clusters to equilibrate with respect to water uptake and loss
between individual sulfuric acid uptake/loss events.

In an early combined modeling/experimental study, Raes and Janssens (1985, 1986) in-
vestigated neutral and charged nucleation in a mixture of gaseous sulfuric acid and water,
using a model of classical neutral and charged nucleation. They observed an increase in par-
ticle concentration upon exposure of the mixture to γ radiation, indicating the occurrence of
charged nucleation, which could, however, be reproduced only in part in their simulations.
Using the same model, Raes et al. (1986) investigated aerosol formation over oceans, and
concluded that charged nucleation may be the only source of new aerosol particles forming
from the gas phase over the oceans.

Turco et al. (1998) proposed and investigated, using their model of sulfuric acid/water
aerosol, the recombination of oppositely charged molecular clusters as the process maintain-
ing tropospheric background aerosol concentrations: this mechanism could produce super-
critical aerosol particles in conditions which do not support the formation of such particles
by charged (negative or positive) nucleation. Yu and Turco (2000) were able to explain ob-
served ion mobility spectra as well as nucleation events and ultrafine particle concentrations
at different sites with charged aerosol nucleation. In as subsequent study, Yu and Turco
(2001) found that variations in ionization, e.g. from the modulation of GCR intensity by the
solar cycle, are capable of causing a significant variation in aerosol production. Yu (2002)
modeled the response of aerosol production to variations in GCR intensity during a solar
cycle as a function of altitude. The results show a positive correlation of aerosol produc-
tion and GCR intensity in the lower troposphere and a negative correlation in the upper
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troposphere. In the middle troposphere, the aerosol production was insensitive to changes in
the ionization. These findings are consistent with the GCR-cloud correlation of Marsh and
Svensmark (2000), apparent for low tropospheric clouds.

Laakso et al. (2002) developed a model of neutral, negative, and positive H2SO4/H2O
aerosol which accounts, above a certain size, for multiply charged particles. One interest-
ing result of this work is that final particle concentrations are very similar independent of
whether both negative and positive particles (symmetric case) nucleate and grow, or only
negative particles (asymmetric case). In the asymmetric case, however, the size distributions
of positive and negative particles differ during nucleation, a fact which may be exploited
experimentally to identify the nucleation pathway. Kerminen et al. (2007) investigated this
idea in detail and developed an approach for the assessment of the contribution of neutral
and charged nucleation to a particle formation event.

The modeling approaches discussed so far employed thermochemical parameters for the
formation of neutral and charged molecular clusters that were derived from classical nucle-
ation theory. Lovejoy et al. (2004) developed a detailed aerosol model of neutral and negative
H2SO4/H2O aerosol particles. Small neutral and negative H2SO4/H2O clusters are resolved
individually, and larger particles with geometric bins. Laboratory thermochemical parame-
ters measured by Curtius et al. (2001) and Froyd and Lovejoy (2003b) for the small negative
H2SO4/H2O clusters were used. Thermochemical parameters for small neutral H2SO4/H2O
clusters were obtained from the liquid drop model, adjusted to reproduce the laboratory
measurements of Ball et al. (1999). Positive particles were represented summarily by a pos-
itive molecular cluster of a given mass. The thermodynamic data for large aerosol particles
were derived from H2SO4 and H2O vapor pressures over bulk solutions, and from the liquid
drop model. Thermodynamic data for intermediate size particles were obtained by smoothly
interpolating the data for the small and large particles. The model predicts that charged nu-
cleation of H2SO4 and H2O proceeds efficiently in the middle and upper troposphere, and
explained nucleation events observed in the remote middle troposphere with the charged
H2SO4/H2O mechanism, but not generally nucleation events observed in the boundary layer
(Lovejoy et al. 2004). The model also correctly reproduced measurements of subcritical
charged H2SO4/H2O clusters and the simultaneous absence of their growth to larger sizes in
the boundary layer at a continental site (Eisele et al. 2006), confirming that charged nucle-
ation of these compounds was not responsible for the observed particle formation events.

Kazil and Lovejoy (2004) applied the Lovejoy et al. (2004) model to the conditions stud-
ied by Yu (2002) and investigated the response of aerosol formation to changes in the ion-
ization rate, such as resulting from the modulation of the GCR intensity by the decadal solar
cycle. They obtained a positive correlation of aerosol formation and ionization throughout
the troposphere in the adopted conditions. Still, depending on conditions, either a negative
or a positive correlation of the nucleation and ionization rates was shown to be possible,
which was explained as follows: an increase in the ionization rate enhances nucleation when
growth of subcritical charged clusters exceeds their loss by recombination, and reduces nu-
cleation in the opposite case.

Yu (2007) developed a detailed model of positive, negative, and neutral H2SO4/H2O
aerosol particles, forming by neutral and charged nucleation of sulfuric acid and water, and
growing by uptake of these compounds as well as by condensation of organic molecules.
The role of the charge for the composition of small H2SO4/H2O clusters is accounted for in
detail. The model resolves the small H2SO4/H2O clusters individually, and larger particles
with geometric bins. The thermochemical parameters for the uptake/loss of sulfuric acid
are implemented via the evaporation rate coefficients: For the neutral H2SO4/H2O clusters,
H2SO4 evaporation rate coefficients are calculated after Yu (2006a); for the positive and
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negative clusters, the effect of the charge and of the charge-dipole interaction (Yu 2005) on
the evaporation rate coefficients are accounted for. The model predicts that charged nucle-
ation can lead to significant new particle formation in the lower atmosphere due to charged
nucleation of sulfuric acid and water, supporting a more general role of ions in aerosol nucle-
ation in the boundary layer than indicated by the simulations of Lovejoy et al. (2004). This
vigorous particle formation can be possibly traced to the size-resolved treatment of posi-
tive clusters in the model, which could extend negative cluster lifetimes, or to the adopted
thermochemical parameters.

Kazil et al. (2006) operated the Lovejoy et al. (2004) model on long term average ambient
conditions and composition data in the troposphere over the oceans, obtained from reanaly-
sis and chemical transport model runs. These simulations predict negligible charged and
neutral nucleation of H2SO4 and H2O in the tropical lower troposphere, even in the absence
of pre-existing aerosol. At mid-latitudes, charged nucleation would proceed efficiently, pro-
vided that pre-existing aerosol particles are depleted e.g. by precipitation, and exceed neutral
nucleation. The simulations also show very efficient charged nucleation in the tropical upper
troposphere up to the highest considered model level. At higher altitudes, however, neutral
nucleation is likely to dominate (Hanson and Lovejoy 2006). Using correlations between
aerosol concentrations and cloud properties derived from satellite observations, Kazil et al.
(2006) estimated that the difference in daily mean shortwave radiative forcing between solar
maximum and minimum due to the response of cloud cover and albedo to the difference in
charged aerosol nucleation in the lower troposphere falls short of the difference of absorbed
solar irradiance between solar maximum and minimum of 0.24 W m−2 due to the concurrent
variation in solar radiative output. This upper limit estimate is much smaller than the dif-
ference in radiative forcing of 1.2 W m−2 between solar maximum and minimum given by
Marsh and Svensmark (2000) due to the variation of low cloud cover based on ISCCP data
(Rossow and Schiffer 1999) for the period 1983–1994, but close to the value of Kristjánsson
and Kristiansen (2000), who found, based on the same cloud data, that radiative forcing was
reduced by 0.29 W m−2 at solar minimum 1986 compared with solar maximum 1990.

Most recently, Yu et al. (2008) conducted a global study of charged nucleation of H2SO4

and H2O in a chemical transport model, using nucleation rates calculated with the model of
Yu (2007). The resulting nucleation rates compare favorably with a comprehensive dataset of
new aerosol formation events, showing agreement in the spatial distribution and strength in
aerosol nucleation: At mid-latitudes, in the northern hemisphere, and in particular over con-
tinents, lower tropospheric nucleation rates are significantly stronger compared with tropi-
cal latitudes, the southern hemisphere, and oceans, respectively. Charged nucleation is also
shown to proceed very efficiently in the tropical upper troposphere. A comparison of the
simulated nucleation rates with primary particle emissions rates positions charged nucle-
ation as a significant source of aerosol on a global scale, possibly explaining many observed
new particle formation events.

8 Summary and Outlook

Groundbreaking studies have cleared some of the fog blurring our understanding of particle
formation from the gas phase in the atmosphere and the role of ions therein: Laboratory
studies have identified neutral and charged nucleation of sulfuric acid and water as efficient
processes for new particle formation from the gas phase in favorable conditions, placed
corresponding model simulations on a dependable footing, and helped understanding the
relative importance of these processes in the atmosphere. Neutral nucleation of sulfuric acid
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and water appears more efficient than charged nucleation of these compounds in the cold up-
per troposphere, although charged nucleation has been found to proceed in this atmospheric
region as well. In the middle and lower troposphere, neutral nucleation of sulfuric acid
and water is likely to be negligible. Field observations indicate that while both neutral and
charged nucleation proceed in these regions, in the continental boundary layer, where most
field studies have been performed, neutral nucleation is more frequent and efficient, and
involves chemical compounds beyond sulfuric acid and water. On the other hand, charged
nucleation of sulfuric acid and water has been found to explain the observed nucleation
events in modeling studies, depending on the implementation of the nucleation process and
the thermochemical data used. However, models agree that variations in ionization such as
occurring in the course of the decadal solar cycle have a considerable effect on the charged
nucleation rate, although no uncontested effect on concentrations of cloud condensation
nuclei or on clouds themselves has been found. Possible explanations are that charged nu-
cleation may also arise from ionization due to decay of radon, which does not vary with
the solar cycle, and has to compete with neutral nucleation mechanisms and surface aerosol
emissions.

In order to quantify the contribution of ions to atmospheric aerosol nucleation and iden-
tify the conditions in which charged nucleation matters as well as their spatial distribution,
both charged and neutral nucleation processes need to be understood. Conflicting research
results complicate the task: The species involved in neutral nucleation in addition to sulfuric
acid are thought to be organic molecules and ammonia, but theoretical, field, and laboratory
studies have come to contrasting findings on the role of these compounds. An additional
complication arises from the possibility that these compounds may be involved in charged
nucleation as well. The questions surrounding the relevance of ions for atmospheric nu-
cleation are therefore far from settled, and numerous research challenges await their solu-
tion: Methods for the determination of the composition of small clusters observed in the
atmosphere need to be improved and corresponding field studies conducted to identify the
compounds involved in aerosol nucleation. Laboratory and ab initio studies on the structure
and thermochemical parameters for the formation of small neutral and charged molecular
clusters, in particular those containing sulfuric acid, ammonia, and water, as well as organic
molecules, are needed to understand the relative contributions of neutral and charged nu-
cleation to new particle formation, and to improve the representation of aerosol nucleation
in atmospheric models. Such representations will have to be able to simultaneously accom-
modate different nucleation pathways. They must be computationally efficient on the one
hand, but reproduce results obtained with a detailed model with sufficient precision on the
other. At the same time, the sensitivity of processes in atmospheric models to aerosol nucle-
ation needs to be investigated: Aerosol nucleation competes against aerosol emissions from
the surface, and changes in the nucleation rate need not to translate into similar changes
in aerosol and cloud condensation nuclei concentrations, or cloud properties. However, a
limited sensitivity of atmospheric models to nucleation rates changes needs not necessarily
imply an insensitivity of the actual atmosphere to aerosol nucleation or to changes thereof.
These steps will bring us closer to understanding aerosol nucleation in the atmosphere and
the contribution of ions, as well as the possible links between solar variability and the tro-
posphere.
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Abbreviations
e.m. electromagnetic (waves)
f radio frequency
fcutoff cutoff frequency
fpeak peak frequency of lighting’s radio spectrum
fpe plasma frequency
HF high frequency (e.m. waves)
i stroke current (io = current constant; α,β = time constants)
Jy Jansky
k wave vector
LT Local Time
LOFAR LOw Frequency ARray (in construction)
LWA Long Wavelength Array (USA)
μ refractive index
NDA Nançay decameter array, France
Ne electron density
P (f ) spectral power
RPWS Radio and Plasma Wave Science instrument on Cassini orbiter
Speak flux density at fpeak

SED Saturn’s electrostatic discharges
Smin noise level/detection threshold
τ stroke duration
θ angle of incidence of the radio wave on the ionosphere
UED Uranus’ electrostatic discharges
UTR-2 Ukrainian T-shape Radiotelescope, mark 2 (near Kharkov, Ukraine)
VLF very low frequency
∅ planetary angular diameter

1 Lightning’s Radio Signature

1.1 Lightning Basics

Atmospheric lightning is a transient, tortuous high-current electrostatic discharge that occurs
when large quantities of electric charge of opposite sign are separated over macroscopic
distances (typically a few km). In the chain of atmospheric processes leading to lightning,
small-scale particle electrification intervenes first through collisions and charge transfer,
followed by large-scale charge separation, resulting for example from the competition of
upward convection and gravitation. This results in the build-up of a large-scale electric field.
When the amplitude of this electric field becomes larger than a critical value (breakdown
field) which depends on the atmospheric pressure and composition, the energy gained by an
electron over its mean free path between collisions becomes larger than the energy threshold
for ionization of the intervening medium. The medium is thus ionized through a cascade of
collisions, and a high intensity current flows to neutralize the electric field. This phenomenon
is a lightning stroke, through which the stored electrostatic energy is released. A lightning
flash consists of many consecutive strokes. More details on these processes can be found in
Yair et al. (2008), and a quantitative discussion in e.g. Gibbard et al. (1997).



Radio Observations of Planetary Lightning 259

1.2 Interest of Planetary Lightning Studies

The interest in studying planetary lightning comes from the fact that (i) lightning plays a
role in the atmospheric chemistry, through the production of non-equilibrium trace organic
constituents potentially important for biological processes, (ii) lightning is a signature of
atmospheric dynamics and cloud structure, that can be correlated with optical and infrared
observations, and they provide a comprehensive picture of storm activity, its planetographic
and seasonal variations, transient activity . . . , (iii) lightning allows comparative studies of
electrification processes with the terrestrial case, including the influence of atmospheric
composition, and (iv) lightning is a unique tool for probing planetary ionospheres (see Zarka
et al. 2004a and references therein).

1.3 Radio (and Other Electromagnetic) Signatures

Lightning discharges produce various electromagnetic waves, among which:

• Optical emission due to intense heating of the lightning channel;
• High-frequency (HF) radio emission (up to a few tens of MHz) originating from the cur-

rent channel acting as an antenna;
• Very low-frequency (VLF) plasma waves (below a few tens of kHz) in the whistler mode,

showing a characteristic time-frequency dispersion (Helliwell 1965).

1.4 Time Profile and Radio Spectrum

The time profile of the stroke current may be described by: i = io (e−αt − e−βt ). Typical
parameters for a terrestrial discharge are: io ∼ 30 kA, α ∼ 2 × 104 s−1, β ∼ 2 × 105 s−1,
implying a stroke duration τ ≈ 100 µs. The stroke duration is the fundamental parameter
that defines the spectral peak at which radio power is emitted. The corresponding radi-
ated spectrum P (f ) decreases as f −4 at high frequencies (Farrell et al., 1999a, 2007 and
references therein), while at lower frequencies channel tortuosity flattens the spectrum as:
P (f ) ∝ f −1 to f −2. Radio emission is thus produced in a broad spectrum peaking (at Earth)
about 1/τ = 10 kHz. A typical total flash duration at Earth is between a few msec and hun-
dreds of msec.

2 Space-Based Radio Observations of Planetary Lightning

Besides their monitoring by many dedicated ground-based and embarked experiments, ter-
restrial lightning flashes have been observed in the same conditions as planetary lightning
during the Earth fly-bys of Voyager, Galileo, and Cassini spacecraft, with the above charac-
teristics.

2.1 Saturn

The first positive detection of a HF radio emission associated to extraterrestrial lightning
occurred at Saturn, where unexpected sporadic spikes of radio emission were discovered by
Voyager 1 in 1980 (Warwick et al. 1981). They have been studied with observations from
both Voyagers over the Saturn fly-bys of 1980 and 1981, and by Cassini since 2004. Prior
to understanding their atmospheric origin (Kaiser et al. 1983), these spikes were named
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SED for “Saturn Electrostatic Discharge”. SED characteristics include occurrence within
∼5 hour “episodes”, a typical duration of 30 to 350 msec per flash (exponential distribu-
tion with e-folding time ∼50 msec), a broadband spectrum nearly flat from �1 MHz to
10–20 MHz, then decreasing in f −1 to f −2, an instantaneous spectral power ∼0.1 to 300
W/Hz implying a flux density between 0.4 and 1000 Jy at the distance of Earth (1 Jy =
10−26 W m−2 Hz−1). In 1980, more than 1 event/min. was detected by Voyager 1 with a flux
that would translate to ≥50 Jy at Earth, and about 10 events/min with a flux ≥5 Jy. SED
beaming seems to be isotropic. In 1981, Voyager 2 observed SED flux densities and occur-
rence 2–4 times weaker than for Voyager 1. Cassini measured SED characteristics similar to
those from Voyager 1 (peak occurrence rate) and 2 (average rate), with in addition a long-
term variable occurrence: lightning emitting storms lasting for days to weeks are separated
by weeks/months of inactivity (see Zarka et al. 2006; Fischer et al. 2008 and references
therein). Cassini also confirmed directly by radio-goniometry (k-vector determination) the
origin of SED from the planet itself (unpublished measurements), measured accurately an
average spectral power of 50–100 W/Hz nearly flat up to 16 MHz (Fischer et al. 2006;
Zarka et al. 2006), and observed the correlation of an SED storm in September 2004 with
an atmospheric cloud system (“Dragon storm”—Porco et al. 2005), confirmed by a simi-
lar correlation for the SED storm of early 2006 (Dyudina et al. 2007). VLF whistlers were
reported by Akalin et al. (2006).

2.2 Titan

No lightning from Titan was detected with either Voyager or Cassini flybys of Titan (Desch
and Kaiser 1990; Fischer et al. 2007b), implying an upper limit on the flux density at Earth
<2 × 10−5 Jy at 500 kHz. As tentative modelling based on atmospheric composition and
dynamics predicted much higher flux densities especially from Titan’s dayside (Lammer
et al. 2001; Zarka et al. 2004a), other reasons now invoked for non-detection include a very
low flash rate (<10−2 flash/h), or long flash duration (�0.25 msec) and thus a VLF spectral
peak and an undetectable HF radio component (Sect. 4.3), or very episodic activity.

2.3 Uranus

Broadband radio spikes similar to SED were detected by Voyager 2 during its encounter with
Uranus in 1986 (Zarka and Pedersen 1986). These spikes named UED had an occurrence rate
much lower than SED (∼7 events/hour), a comparable duration of 30–250 msec per event,
a steeper spectrum, approximately ∼f −2 (flatter below 20 MHz, much steeper above 35
MHz), and a weaker spectral power (a few W/Hz) corresponding to a flux density between
∼0.4 and 40 Jy at the Earth.

2.4 Neptune

At Neptune, only 4 weak events presenting characteristics similar to SED and UED were
detected by Voyager 2 during the fly-by (Kaiser et al. 1991), together with a few dispersed
VLF whistlers supporting evidence for atmospheric lightning (Gurnett et al. 1990). Mea-
surements of these 4 radio events was consistent with duration of 30–90 msec, a spectrum
in f −4, and flux densities of 0.03 to 0.003 Jy at Earth.
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2.5 Jupiter

No HF radio emission from lightning was detected at Jupiter by any visiting spacecraft (Voy-
agers, Galileo, and Cassini), but whistlers and optical flashes were detected (see Desch et al.
2002 and references therein). Two possible explanations for the non-detection of radio waves
are discussed in Sects. 3.2 and 4.2. Also, Cassini’s sensitive radio observations were domi-
nated by the strong magnetospheric decameter noise environment (Zarka et al. 2004b). The
search coil on the Galileo descent probe recorded, up to 90 kHz and below the ionosphere,
signals with ∼msec rise time, tentatively attributed to lightning (Lanzerotti et al. 1996).

2.6 Venus

On Venus, the existence of lightning has remained controversial for more than two decades.
Russell (1991, 1993) summarized pros (tentative optical or radio detections) and cons (pos-
sible spurious origin of these detections) for observational evidence of Venusian lightning,
especially from Venera and Pioneer-Venus Orbiter spacecraft. A few isolated spikes were
observed by Galileo (Gurnett et al. 1991). During the two close-range fly-bys of Venus by
Cassini in 1998 and 1999, Cassini’s sensitive radio receiver detected no statistically sig-
nificant lightning signal, while it recorded hundreds of lightning radio spikes during the
Earth fly-by in 1999, up to 40 dB above the detection threshold (Gurnett et al. 2001). It
was thus concluded that Venus lightning are either extremely rare (�1 flash/hour) or very
weak (102−3 times weaker than their terrestrial counterparts). Absence of lightning could be
explained by a very low vertical convection inhibited by the strong horizontal atmospheric
circulation at this planet. However, whistler-mode waves have been recently detected with
the Venus Express Magnetometer, and tentatively associated to the existence of lightning
(Russell et al. 2007), keeping the controversy alive. If this detection is confirmed, consis-
tency between Cassini and Venus Express results will imply either the existence of long
intervals of atmospheric electrical inactivity at Venus, as for Saturn, or radio emission re-
stricted to low frequencies (e.g. slow strokes with a very steep HF spectrum—see Sect. 4.4)
unable to cross Venus’ ionosphere. Conversely, the waves detected by Venus Express could
be local plasma waves, that are known to occur in a non magnetic ionosphere in interaction
with the solar wind (see e.g. Strangeway 2004).

3 Lightning and Ionospheric Probing

3.1 Saturn: LF (Low Frequency) Cutoff, Ionospheric Absorption, and Propagation over the
Horizon

Radio emission from lightning is generated within planetary atmospheres. In order to escape
the planet and reach distant observers, radio waves must thus propagate through the planet’s
ionosphere, which is a dispersive and absorbing medium. The most prominent effect comes
from the fact that radio waves with frequency f incident on a plasma slab of (peak) plasma
frequency fpe (fpe [Hz] ≈ 9 N

1/2
e with Ne the electron density in [m−3]), with an angle

of incidence θ relative to the slab normal, can propagate through the plasma only if f >

fpe/ cos(θ). They are reflected in the opposite case. This causes a LF cutoff of the observed
radio emission dependent on the source (storm) position in Local Time (LT). Zarka and
Pedersen (1983) and Kaiser et al. (1984) accordingly measured different LF SED cutoffs
above Saturn’s dayside (fcutoff ∼ 6 MHz) and nightside (fcutoff < 1 MHz). Zarka (1985a)
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derived a diurnal profile of the peak electron density in Saturn’s ionosphere, between Ne ∼
3−6 × 105 cm−3 on the dayside and Ne ≤ 103 cm−3 on the nightside.

Another important effect of trans-ionospheric propagation is the attenuation of radio
waves with f up to a few times fpe, mainly due to electron-neutral collisions in the
lower ionosphere. This chromatic attenuation effect was clearly observed by Voyager (Zarka
1985a) and Cassini (Fischer et al. 2007a), and successfully modelled. The negligible attenu-
ation measured above ∼20 MHz by Voyager allowed Zarka (1985a, 1985b) to set constrain-
ing upper limits on the vertical Ne profile in the dayside and nightside ionosphere.

When comparing SED occurrence during the large storm of September 2004 with si-
multaneous optical observations of the “Dragon” storm system, a surprising discrepancy
of several tens of degrees was found between the average center time of SED episodes
and the passage of the Dragon storm at sub-spacecraft meridian (Fig. 1a—see also Fischer
et al. (2008) in this issue). SED episodes of occurrence started 0.12 ± 0.02 Saturnian ro-
tation (i.e. ∼40◦ to 50◦) before the apparition of the Dragon storm at the planet’s limb.
Both the apparition and disappearance of bursts were frequency-dependent: lower frequen-
cies started earlier than higher ones, and also stopped earlier (Fig. 1b). Cassini was located
about 06 h LT in September 2004, so that it observed the storm system emerge from Sat-
urn’s nightside and disappear under the dayside ionosphere. At disappearance, the variable
LF cutoff at fpe/ cos(θ) is in good agreement with the observations (Fig. 1b). For the more
puzzling chromatic and early apparition of SED, a possible explanation was provided by
Zarka et al. (2006) in terms of sub-ionospheric radio propagation: when a wave with fre-
quency above the cutoff enters the ionosphere, it is refracted away from the normal to the
plasma layer, and then back towards it when it exits (refractive index for a wave frequency
f is: μ = (1 − f 2

pe/f
2)1/2). For a plane plasma slab, the net ray deviation is zero, but not

for a spherical layer. The effect is dominant for rays entering the ionosphere at large an-
gle from its local normal. 2D ray-tracing of radio waves launched horizontally from the
storm source through an ionospheric layer with a Gaussian profile around a peak plasma
frequency fpe ≈ 1 MHz demonstrated that SED could be detected 35◦ to 70◦ over the hori-
zon (Fig. 1c,d), consistent with the result of radio/optical comparison. Of special importance
is the fact that the ionospheric electron density decreases gradually from dusk to dawn, due
to gradual recombination (see e.g. Ne profile in Moore et al. 2004), leading to temporary
trapping of the radio waves under the ionosphere before final escape towards the observer.
This effect is stronger at lower frequencies (closer to fpe).

Similar ionospheric propagation phenomena were observed for the SED storm of early
2006 (Fischer et al. 2007a), albeit with a lower discrepancy (30◦ to 40◦) between SED
occurrence and storm passage at sub-spacecraft meridian. Cassini was located between 03 h
and 08 h LT in January/February 2006.

3.2 Jupiter: Low-Altitude Absorption

The first possible explanation for the non-detection of Jovian lightning in the HF radio range
was proposed by Zarka (1985b), who demonstrated that the low-altitude Jovian ionospheric
layers discovered by Pioneer 10 and 11 would cause very strong absorption (several tens
of dB attenuation, again due to electron-neutral collisions) of radio waves generated in
the atmosphere. These low-altitude ionospheric layers, with electron concentrations above
105 cm−3 at an altitude of a few hundred km above the 1 bar level, possibly have a
(micro-)meteoritic origin and might thus be non-permanent.
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Fig. 1 (a) Stacked SED episodes from 9/2004 compared to position of the “Dragon” storm, showing a dis-
crepancy of ∼50◦ to 70◦ , and implying propagation ∼40◦ to 50◦ over the horizon. (b) SED occurrence
versus phase of Saturn’s rotation (with an arbitrary origin) showing frequency-dependent apparition and dis-
appearance of bursts, as outlined by the grey dashed lines. The right one results from computation of the
frequency cutoff fc = fpe/ cos θ with θ the angle of incidence of radio waves on Saturn’s ionosphere and
fpe here taken equal to 2 MHz in Saturn’s morningside ionosphere. (c) Example of deviation of a horizontal
ray (top arrow) at 2 MHz refracted through a model ionosphere (dotted lines) with fpe = 1 MHz at launch
but decreasing versus LT. Overall ray deviation is here ∼35◦. (d) Sketch of radio propagation over the hori-
zon, from the lightning source (Dragon storm) to the observer (Cassini). See Fig. 4 of Fischer et al. (2008) in
this issue for complementary illustration

4 Compared Temporal and Spectral Characteristics

As explained in Sect. 1.4, lightning’s radio spectrum and peak frequency are directly related
to the time profile of the discharge.

4.1 Saturn: Fast Discharges?

With the observed SED spectral power (Sect. 2.1) and a spectrum ∝ f −n with n ∼ 1−4,
several authors (Zarka and Pedersen 1983; Williams 1983; Farrell et al. 2007) showed that
if the stroke duration is similar to the Earth case (≈100 µs), then SED are very powerful
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superbolts with a total energy of 1010−13 J. However, Farrell et al. (2007) noted that if the
discharge duration is much faster (e.g. ≈ 1 µs), then the energy can be much weaker than for
terrestrial discharges (∼109 J), down to 103−6 J per flash, since the spectral peaks shifts to
higher frequencies. The near-flat SED spectrum favours the latter interpretation. The same
question arises for UED.

4.2 Jupiter: Slow Discharges?

Conversely, based on the Galileo probe observation of ∼msec electrical discharges
(Sect. 2.5), Farrell et al. (1999a) and Farrell (2000) proposed an alternative explanation
for the non-detection of HF emission from Jovian lightning: Jovian lightning discharges
could have much longer time constants than their terrestrial or Saturnian counterparts, up to
a few milliseconds. The reason for these possibly “slow” lightning strokes at Jupiter is not
known, but they would imply radio emission spectra restricted to very low frequencies, well
below Jupiter’s ionospheric cutoff frequency. Similar slow rise times have been observed
for cloud-to-ionosphere discharges (sprites) at Earth (Sentman et al. 1995).

4.3 Titan: Slow Discharges?

Slow discharges on Titan could also prevent detection by Cassini, even from ∼1000 km
range. The noise level and detection threshold of the RPWS experiment onboard Cassini
(Radio and Plasma Wave Science—Gurnett et al. 2004) is Smin ∼ 3 × 10−20 W m−2 Hz−1

above f ∼ 2 MHz. Assuming that the radiated spectrum decreases as f −n above a peak fre-
quency fpeak, Fig. 2 displays the regions of the plane (fpeak, Speak = Smin × (f/fpeak)

n) where
the corresponding HF signals would be undetectable by Cassini. Typical values (fpeak, Speak)
= (10 kHz, 3 × 10−4 W m−2 Hz−1) are indicated for terrestrial cloud-to-ground strokes,
which would have been easily detected by Cassini/RPWS. Ionospheric attenuation, not taken
into account here, would further expand the regions of undetectability.

4.4 Venus: Slow Discharges?

The same explanation as for Jupiter (and perhaps Titan) could solve the Cassini/Venus Ex-
press controversy (Sect. 2.6). Russell et al. recently published Venus Express magnetic field

Fig. 2 Ranges of detectability
and undetectability of Titan
lightning at f = 2 MHz, as
constrained by the absence of
detection by Cassini/RPWS
(Fischer et al. 2007b), as a
function of peak frequency
(fpeak) and flux density at
spectral peak (Speak), for a
spectral slope n = 2 or n = 4.
Upper limits on the flux density S

at frequency f (at Cassini) can be
deduced from this plot according
to S(f ) = Speak × (fpeak/f )n,
spectral power as
P(f ) = S(f ) × 4πr2 with
r ∼ 1000 km, and flux density at
Earth as
SEarth(f ) = S(f ) × (r/R)2 with
R ∼ 10 AU
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measurements of electromagnetic whistler-mode waves claimed to support the detection of
lightning. However, as noted by Yair et al. (2008) in this book, lightning whistlers on Earth
are typically a factor of 10 shorter. Venus lightning could thus consist of slow discharges,
whose origin remains to be explained, with a reduced HF spectrum.

5 The Case of Mars

5.1 Electrostatic Fields in Dust Devils/Storms

Although no lightning has ever been detected on Mars, dust charging and substantial elec-
tric field build-up is not excluded (Farrell et al. 1999b; Zarka et al. 2004a, and references
therein). Large scale dust storms and “dust devils” (localized dust storms) are thought to be
able to generate substantial charge via triboelectric processes (contact electrification). Labo-
ratory experiments indicate that smaller grains tend to become negatively charged and larger
grains positively charged (Ette 1971). In convecting dust storms with substantial vertical
pressure gradients (vertical winds), the smaller (−) grains tend to be lifted upward relative to
the larger (+) grains, generating a large vertical potential difference and a macroscopic elec-
tric dipole moment. Particle-in-cell numerical modelling indeed showed that large charge
centers and potentials develop in dust devils due to vertical stratification of mass and charge
(Melnik and Parrot 1998), and measurements inside dust devils on Earth revealed coherent
electric fields exceeding 100 kV/m (Farrell et al. 2004, and references therein).

5.2 Nature of the Martian Discharge?

The exact nature of the discharge (time scale, current flow, spatial size) is unknown.
Because of the lower atmospheric pressure on Mars, the atmospheric breakdown volt-
age is about 1/100 that of Earth’s (or about 20 kV/m). Laboratory experiments involv-
ing tribo-electrified dust grains in low pressure Martian-like CO2 atmosphere were found
to generate both coronal glow and filamentary discharges (Eden and Vonnegut 1973;
Mills 1977). The former is a slow, sprite-like discharge resulting from electron impact ex-
citation of CO2 in a collisional plasma, while the latter is a fast discharge (τ ≈ 5−50 nsec)
tending to interact more with the walls. By analogy, one might anticipate on Mars grain-grain
and/or grain-atmosphere coronal discharges confined to the dust storm, and filamentary dis-
charges to the ground analogous to Earth’s cloud-to-ground lightning (full breakdown re-
quires the presence of secondary electrons, possibly from cosmic ray sources). Farrell et al.
(1999b) noted that “leakage” currents associated with glow discharges would dissipate or
bleed off charge centers, thereby limiting their maximum voltages. They estimated inco-
herent HF radiation corresponding to flux densities at Earth of the order of 1 µJy for peak
emission frequency f ∼ 20 MHz (τ ≈ 50 nsec) to 1 mJ y for f ∼ 200 MHz (τ ≈ 5 nsec).
Farrell et al. (2006) noted that discharges in Martian dust storms could have a significant
impact on the atmospheric chemistry (such as a methane sink).

6 Prospects for Ground-Based Observations

Zarka et al. (2004a) reviewed the radio detectability of all planetary lightning (Fig. 3),
and showed that Saturn’s and Uranus’ lightning (SED and UED) should be detectable
above sky background fluctuations with a large ground-based radiotelescope such as
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the LOw Frequency ARray (LOFAR—see Van Haarlem et al. 2001 and www.lofar.org)
or the UTR-2 array in Kharkov (Braude et al. 1978), or even a more modest instru-
ment such as the Nançay decameter array (NDA—see Boischot et al. 1980) with use
of modern radio frequency interference (RFI) mitigation techniques (Zarka et al. 1997;
Zarka 2005, and references therein). Martian discharges may be detectable with large meter-
wave instruments such as LOFAR (at its highest frequencies), the GMRT in India or the
future Square Kilometer Array (www.skatelescope.org).

Fig. 3 Summary of planetary lightning radio spectra, adapted from (Zarka et al. 2004a). Spectra for Saturn,
Uranus, and Neptune correspond to direct extrapolations of Voyager observations. Light grey lines represent
upper limits or models of unobserved planetary lightning radio spectra. Two estimates of the upper limit for
Venus lightning are represented. Two models are discussed for Jupiter, each providing a range of predicted
spectra (high and low), as well as model estimates for Mars and Titan. Sky background-limited sensitivity of
LOFAR, UTR-2 and Nançay Decameter Array (NDA) are displayed over their respective frequency ranges
for an integration time of 20 msec and an observation bandwidth of 4 MHz

http://www.lofar.org
http://www.skatelescope.org
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Previous attempts to detect SED with ground-based radio telescopes were made by Bar-
row in 1967 with the Arecibo dish, by Carr et al. in 1981 with the Maipu and Florida arrays,
by Lecacheux and Biraud (1984) with the Nançay decimeter radiotelescope (see details in
Konovalenko et al., to be submitted). Several campaigns were conducted at UTR-2 with var-
ious receivers (by Abranin and Bazelyan in 1972, Zarka et al. (1997), and Sidorchuk et al.
(2006)). All had negative results, some of them due to insufficient sensitivity, but mostly due
to the intrinsic variability of SED occurrence, especially on the long term, making detection
unlikely with observations carried at arbitrary times. Using real-time information by Cassini
about ongoing lightning activity on Saturn, Zarka et al. (2006) obtained a marginal detection
with the Nançay decameter array, and Konovalenko et al. (2006) a more convincing one at
UTR-2 in narrow frequency bands. A recent campaign using new digital receivers at UTR-2
during the episode of Saturnian lightning activity of December 2007 resulted in SED de-
tection over the full instrument spectral range 10–30 MHz (Zarka et al., to be submitted).
In particular, successful detections resulted from simultaneous observations of “On” and
“Off”, allowing SED to be distinguished from interference.

The LOFAR interferometer, presently in construction in the Netherlands, with long base-
line extensions in surrounding European countries, will enable arcsecond resolution imaging
in the range 30–240 MHz. It will thus be able to resolve lightning sources on the planetary
disk of Venus (∅ ∼ 60′′), Mars (∅ ∼ 18′′), Jupiter (∅ ∼ 47′′), Saturn (∅ ∼ 19′′), and even
Uranus (∅ ∼ 4′′), and make possible correlations with optical measurements.

7 Prospects for Space-Based Observations

Future planetary space missions will offer interesting exploratory studies. Prospects for
lightning are low for the present or near future missions to Pluto and Mercury, due to the very
tenous atmospheres of these planets. In 2015–16, the Juno mission will perform 32 close-by
pole-to-pole flybys of Jupiter, allowing it to re-attempt radio detection of lightning activ-
ity at Jupiter if discharges are fast and low-altitude high-Ne layers not permanent. Looking
forward to ∼2020, ESA (European Space Agency) missions to Jupiter, Saturn, Titan and/or
Enceladus are under study.

8 Conclusions

Monitoring of planetary lightning permits to study electrification processes, breakdown elec-
tric field build-up, atmospheric dynamics, composition and cloud structure, geographical
and seasonal variations, comparatively to the Earth’s case. Radio observations are a power-
ful tool for remote sensing of planetary lightning activity, with much higher time resolution
than optical observations. When performed from space, they also allow to probe planetary
ionospheres above lightning sources. As noted above, future planetary space missions will
offer exploratory studies, while ground-based radio observations will complement them by
concentrating on the accessible targets Saturn and Uranus (where instantaneous broadband
observations should permit high time resolution analysis of SED—and hopefully UED—
time profile and radio spectrum). The latter will also help to re-assess/confirm lightning
activity at Venus and Titan, existence of Martian discharges, and possible transient activ-
ity at Neptune. In the case of successful detection, physical properties of planetary radio
discharges can be studied in detail.

Finally, ground-based observations are also of methodological interest for the search for
sporadic astrophysical phenomena at radio frequencies: SED detection requires mitigation
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of intense man-made RFI and ionospheric effects. This methodology is applicable to studies
of other transient sources (active stars, pulsars, radio emission associated with X or γ bursts,
search for exoplanets . . .). It should be of interest for existing and future (LOFAR, LWA . . .)

low-frequency instruments.
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Abstract The Cassini mission provides a great opportunity to enlarge our knowledge of
atmospheric electricity at the gas giant Saturn. Following Voyager studies, the RPWS (Ra-
dio and Plasma Wave Science) instrument has measured again the so-called SEDs (Saturn
Electrostatic Discharges) which are the radio signature of lightning flashes. Observations by
Cassini/ISS (Imaging Science Subsystem) have shown cloud features in Saturn’s atmosphere
whose occurrence, longitudinal drift rate, and brightness were strongly related to the SEDs.

In this paper we will review the main physical parameters of the SEDs. Lightning does
not only give us clues about the dynamics of the atmosphere, but also serves as a natural tool
to investigate properties of Saturn’s ionosphere. We will also discuss other lightning related
phenomena and compare Saturn lightning with terrestrial and Jovian lightning.

Keywords Saturn: lightning · Saturn: atmosphere

1 Introduction

In this review paper we will focus on the new Cassini/RPWS observations of lightning on
Saturn, which we continue to call Saturn Electrostatic Discharges (SEDs). This term was
introduced by Warwick et al. (1981) due to the initially unknown origin of these impul-
sive radio bursts. When first detected by the Voyagers, an anomalous extension to very low
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frequencies led Warwick et al. (1981, 1982) and Evans et al. (1982) to the conclusion that
discharges in Saturn’s rings might be responsible for the SEDs. But, using an argument
of visibility Kaiser et al. (1983) could show that SEDs should stem from an atmospheric
source. As the atmospheric origin is now well established (see Sect. 4) and SEDs are essen-
tially electromagnetic waves the term “SED” could be considered as a kind of misnomer.
On the other hand, the total energy of a lightning flash in a thunderstorm stems from the
electrostatic energy of oppositely charged clouds. Hence, the usage of “SED” can still be
considered appropriate in this sense, and to avoid confusion we refrain from creating a new
name.

In Sect. 2 we will briefly describe the instruments which have detected SEDs or related
phenomena. In Sect. 3 we will tabulate all SED measurements so far and discuss their oc-
currence in storms and episodes. Section 4 is devoted to the periodicity of SED episodes
providing a first clue about the latitude of the lightning storm in Saturn’s atmosphere. In
Sect. 5 we will discuss further physical parameters like SED intensity, frequency spectrum,
burst duration and rate. SEDs can be used as a natural tool to investigate Saturn’s ionosphere,
which will be shown in Sect. 6. In Sect. 7 the structure of Saturn’s atmosphere and the pos-
sible source location of SEDs in the water clouds will be discussed. In Sect. 8 we will
mention lightning related phenomena like whistlers and speculate about the possibility of
sprites, elves, or gamma ray flashes at Saturn. The final summary of Sect. 9 will be in the
form of a table comparing the most important properties of SEDs with terrestrial lightning.

2 Instruments for Lightning Detection at Saturn

2.1 Observations by Spacecraft

SEDs were first detected by the Voyager 1 PRA (Planetary Radio Astronomy) experiment
during the Voyager 1 Saturn encounter in November 1980 (Warwick et al. 1981). In Au-
gust 1981 the identical PRA instrument onboard of Voyager 2 also detected SEDs during
Voyager 2’s encounter with Saturn (Warwick et al. 1982). The PRA instrument consists of
two orthogonal antennas with a length of 10 m, and a frequency sweeping receiver in the
frequency range of 1.2 kHz to 40.5 MHz (Warwick et al. 1977). The PRA performs a scan
from high to low frequencies within 6 seconds through its whole frequency range, and the
receiver dwells at each of its 198 frequency channels for about 30 ms. Most SEDs were
detected in the HF part of the PRA (above 1.2 MHz), but on the nightside of Saturn some
SEDs were also detected in the LF part below 1326 kHz (Zarka and Pedersen 1983). No
SEDs were detected by the PWS (Plasma Wave System) of the Voyagers operating in the
frequency range from 10 Hz to 56.2 kHz in 16 logarithmically spaced frequency channels
(Kurth et al. 1983).

The Cassini/RPWS instrument can use any of its three electric antennas of 10 m in length
(or a combination of them) to detect SEDs in its High Frequency Receiver (HFR) (Gurnett
et al. 2004). SEDs were detected only in the HF1 and HF2 band of the HFR, which (like
the PRA) acts as frequency sweeping receiver. The time for a scan through these two bands
can vary as number of used antennas, start frequency, frequency step size and integration
time can be set to different values. The typical mode consists of the following scan lasting
for 16 seconds: HF1 sweeps from 325–1800 kHz in 60 frequency steps of 25 kHz with
an integration time of 80 ms and using two antennas; followed by a sweep through HF2
from 1825–16025 kHz in 143 frequency steps of 100 kHz with an integration time of 40 ms
and using only one antenna. PRA as well as RPWS have a high rate mode to monitor SED
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amplitude variations with a time resolution of the order of 0.1–1 ms. RPWS can even use
its Wideband Receiver at SED frequencies with a time resolution of a few tens of µs, and
some SEDs were caught recently with this mode. Evans et al. (1983) showed that the SED
amplitude envelope exhibits slowly varying fluctuations for several tens of ms as well as
more rapid fluctuations lasting less than 1 ms.

Besides producing radio emissions, lightning also produces optical emissions that can
be detected by imaging instruments. Unsuccessful attempts were made to image lightning
flashes on the nightside of Saturn with the Voyager cameras (Burns et al. 1983), partly
due to the sunlight reflected from the rings (ring shine). Similar attempts were made with
Cassini/ISS, but no flashes have been seen so far (Dyudina et al. 2007). The Cassini/ISS is
also equipped with a narrow-band Hα filter (Porco et al. 2004), as this atomic hydrogen line
is expected to be prominent for a lightning flash at Saturn (Borucki et al. 1996). Another
reason for this non-detection could be that the lightning-producing water clouds at Saturn
are at a deeper level compared to Jupiter, which leads to complete absorption of the light
from the flashes. This will be further discussed in Sect. 7. Nevertheless, the Cassini/ISS
has imaged bright storm cloud eruptions at a latitude of 35◦ South correlating with the
occurrence of SEDs (Porco et al. 2005; Dyudina et al. 2007).

2.2 Earth-based Measurements

The clouds related to the SED storm of early 2006 were, in fact, first observed by amateur
astronomers on Earth (Fischer et al. 2007a). The occurrence rate of such remarkable cloud
features and lightning storms throughout one Saturnian year (∼ 29.5 Earth years) is not
known. Hence, such observations could be especially valuable after the end of the Cassini
mission, since Konovalenko et al. (2006) have succeeded in detecting SEDs with the world’s
largest radio telescope UTR–2 in the decametric frequency range in early 2006. As the SEDs
are particularly strong radio emissions with a flux of ∼ 100 Jansky at Earth their detection
from Earth was anticipated (see also Zarka et al. 2008, this issue). Three previous attempts
by Lecacheux and Biraud (1984) and Zarka et al. (1997, 2006) had resulted in non-detection
for the former and marginal or ambiguous one by the latter.

3 Occurrence Rate of Saturn Electrostatic Discharges

Since both Voyagers detected SEDs during their Saturn encounters it seemed possible that
SEDs (like Earth lightning) are a permanently present feature. The Cassini/RPWS measure-
ments displayed in Fig. 1 show that this is clearly not the case. There are long intervals of
time with no SED activity. No SEDs were detected from early 2006 until late 2007 for about
21 month. A new SED storm has started on November 27, 2007, and is still ongoing after
five months at the time of the correction of this paper (late April 2008). In order to see the
various SED storms more clearly we have not displayed this long inactive time interval and
the most recent SED storm in Fig. 1. The SED storms after Cassini SOI (Saturn Orbit Inser-
tion, DOY 183, 2004) were labeled A, B, and C by Gurnett et al. (2005). A smaller storm
happening before SOI was labeled storm 0 (zero) by Fischer et al. (2006a). Only one storm
occurred in 2005 (storm D), and early 2006 RPWS observed the SEDs of the big storm E
(Fischer et al. 2007a). The RPWS instrument was capable of SED detection nearly all the
time, and sparse data gaps are indicated in Fig. 1 by the light grey background color. There
were only two longer time intervals of about 9 days each, when no data were retrieved from
RPWS. The first one was right before storm A, and we might have missed some SEDs at
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Fig. 1 Number of detected SEDs per Saturn rotation as a function of time. Cassini/RPWS data gaps are
indicated by a light gray background color

Table 1 Summary of all SED storms detected by radio instruments on Voyager (V1, V2) and Cassini (0 to
F). The table was adapted from Fischer et al. (2007a), and the higher number of V2 episodes here comes from
Warwick et al. (1982) instead of Zarka and Pedersen (1983)

Name Date: month, year Number of SEDs in Recurrence period

number of episodes of episodes

V1 Nov. 1980 18000 in ∼ 16 10 h 09 min (±6 min)

V2 Aug. 1981 5000 in ∼ 14 10 h 00 min (±7 min)

0 May 2004 100 in 8 10 h 35 min (±6 min)

A July 2004 800 in 15 10 h 43 min (±2 min)

B Aug. 2004 300 in 16 10 h 40 min (±2 min)

C Sept. 2004 4200 in 49 10 h 40 min (±1 min)

D June 2005 300 in 6 10 h 10 min (±10 min)

E Jan./Feb. 2006 43400 in 71 10 h 39.8 min (±0.4 min)

F Nov. 2007 until ? TBD Around 10 h 40 min

this instant. The second one was in January 2005 around the landing of the Huygens Probe
on Titan, but no SEDs were detected around that time. The Cassini mission gives us the op-
portunity to follow the full lifetime of a Saturn lightning storm, whereas the Voyagers only
captured snapshots due to their single passages.

In Table 1 we have summarized all SED storms observed so far by the Voyagers as well as
Cassini. We have listed their identifying name, the month and year when they were recorded,
the number of SEDs and episodes, plus the episode’s recurrence period. SEDs are organized
in episodes simply because the causative lightning storm can be either on the side of Saturn
facing the spacecraft or on the opposite site (and below the radio horizon), from where it
cannot be detected. In the course of one SED storm the numbers of SEDs per episode (or per
Saturn rotation) can exhibit a significant variability. Numbers of SEDs per episode ranged
from just a few bursts to several hundreds or even a few thousands in the case of storm E.
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Altogether (Voyagers and Cassini) ∼ 72,000 SEDs (in ∼ 195 episodes) have been detected
so far, and more than half of them were recorded during the “giant” storm E of early 2006
(Fischer et al. 2007a). Analysis of the SED storm F is not completed yet, and so it is not
included in the previous numbers.

4 Periodicity of SED Episodes and Location of Lightning Storms

An inspection of the recurrence periods of episodes of the various storms (last column
of Table 1) shows that there are basically only two different classes: Storms 0, A, B,
C, and E (and also F) have a period close to 10 h 40 min, whereas storms V1, V2,
and D have a period around 10 h 10 min. Storms A, B, and C were associated with
a prominent cloud feature at a planetocentric latitude of 35◦ South, which was nick-
named the “dragon storm”. Its occurrence coincided with the occurrence of SEDs, and
from Voyager as well as Cassini wind speed measurements it is known that this lat-
itude is associated with a near-zero wind speed relative to the Voyager radio period,
i.e. it has a period close to 10 h 40 min. Furthermore, the brightness of the “dragon
storm” clouds correlated well with the number of observed SEDs (Porco et al. 2005;
Dyudina et al. 2007). The usage of different filters to image different depth of Saturn’s
atmosphere allowed Dyudina et al. (2007) to see dense clouds reaching high altitudes sug-
gesting strong updrafts, which are a well known feature of terrestrial thunderclouds (Rakov
and Uman 2003). Similarly, during the “giant” SED storm E there was another prominent
cloud feature again at 35◦ South (the same holds for the recent storm F). This cloud feature
can be seen in Fig. 2 on the right side, and the prominent “dragon storm” is on the left.
Fainter clouds can be imaged in Saturn’s atmosphere at various latitudes (linked to differ-
ent wind speeds and periods) practically all the time. But, such prominent clouds like the
“dragon storm” were absent on the surface of Saturn during the several-months-long periods
when the SEDs were absent.

The parallel occurrence of SEDs from storm E and the cloud feature is illustrated in
Fig. 3, where the sub-spacecraft western longitude ranges of Cassini during each SED
episode are indicated by nearly vertical lines. The nearly horizontal thick line close to the

Fig. 2 The “dragon storm” as imaged by Cassini/ISS on September 13, 2004 (left), and the prominent cloud
feature during SED storm E imaged on January 27, 2006 (right). The left false—color image was taken on
Saturn’s dayside, while the right contrast—enhanced image was taken at the nightside. Both storms were
located at a planetocentric latitude around 35◦ South (from http://saturn.jpl.nasa.gov/, © NASA)

http://saturn.jpl.nasa.gov/
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Fig. 3 Sub-spacecraft western longitude ranges (Voyager SLS) for storm E episodes as a function of day
of year 2006. Dotted lines denote weak episodes with less than 50 SEDs, dashed lines denote episodes with
50 to 500 SEDs, and solid lines denote strong episodes with more than 500 SEDs. The asterisks mark the
western longitudes at the center times of the episodes. The nearly horizontal lines and the “over horizon”
SEDs are labeled in the figure and are explained in the text (adapted from Fischer et al. 2007a)

middle of the episodes gives the western longitude of the ISS observed cloud system, which
was located around 170◦ on DOY 25 and drifted westward with a rate of 0.6◦ per day. This
line is also shifted by ±90◦ in both directions indicating the appearance and disappearance
(at ∼ 90◦ and ∼ 270◦ sub-spacecraft western longitude, respectively) of the visible cloud
system at the horizon. Since Cassini was on the morning side of Saturn the cloud system ap-
peared on the nightside, passed the morning terminator, and disappeared on the dayside. The
SED episodes end either exactly when the visible cloud disappears at the dayside horizon or
slightly before that, which can be attributed to radio wave absorption in Saturn’s ionosphere
at grazing incidence angles. But, it is evident from Fig. 3 that the SEDs started before the
visible cloud was seen with the Cassini cameras. They are marked by the grey ellipse in
Fig. 3 and we call them “over horizon” SEDs, as the radio horizon extends as much as 45◦
below the visible horizon. Zarka et al. (2006) explains this effect by an electron density de-
crease with local time at Saturn’s nightside ionosphere which leads to temporary trapping of
the SED radio waves. The drift of the ISS imaged cloud system corresponds to a period of
(10.665 ± 0.001) h. For the determination of the recurrence period of SED episodes Fischer
et al. (2007a) used the so-called center time of an episode, which is the mean time of all
SEDs within one episodes. The center times are indicated by the asterisks in Fig. 3, and a
straight line fit (from DOY 25 to 48 when the cloud was imaged) is given by the dashed line
close to the asterisks. Its slope corresponds to a period of (10.662±006) h, which is in good
agreement with the period of the imaged cloud.

The period of SED storms V1, V2, and D around 10 h 10 min corresponds to the rota-
tion of Saturn’s equatorial atmosphere. But, no corresponding cloud features by the Voy-
ager cameras have been reported, and also some faint clouds observed at the equator dur-
ing the small SED storm D do not really match the SED occurrence (Dyudina et al. 2007;
Fischer et al. 2007a). Nevertheless, it seems possible that due to strong vertical and latitudi-
nal wind shear in Saturn’s equatorial region, updrafting clouds are diluted and spread over
a huge area and therefore cannot be clearly seen. The period and other characteristics (like
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episode and flash durations and the low frequency cutoff due to the ionosphere) of these SED
storms clearly point to longitudinally extended storms in Saturn’s equatorial atmosphere. In
summary, up to now only two latitudes at Saturn have been found to produce SED storms,
which are the equatorial region and the “storm alley” at 35◦ South.

5 Some More Physical Parameters of SEDs

5.1 SED Intensity and Frequency Spectrum

The radio emissions of SEDs are much stronger than the radio emissions from terrestrial
lightning in the frequency range of a few MHz. Zarka et al. (2006) as well as Fischer et al.
(2006b) found spectral radio source powers of the order of 10 to 100 W Hz−1 for SEDs con-
firming the previous Voyager measurements by Zarka and Pedersen (1983). This is a factor
of 104 stronger than terrestrial flashes, which makes SEDs detectable from great distances.
With RPWS SEDs were first detected far beyond 300 Saturn radii (Fischer et al. 2006a). This
corresponds to a staggering distance of about 3000 Earth radii compared to only 14 Earth
radii, within which RPWS detected terrestrial lightning during its Earth flyby (Gurnett et al.
2001). We note that radio emissions detected by RPWS in July 2003 at a distance of more
than 1 AU from Saturn, which were initially interpreted as SEDs, turned out to be radio
emissions (decametric arcs) from Jupiter (Fischer et al. 2006c). This factor of 104 in radio
power, measured in fact only in a relatively small frequency range, has led some authors to
conclude that the total energy of SEDs might be 4 orders of magnitude above the typical
terrestrial lightning energy of 109 J (“superbolt”). Farrell et al. (2007) have shown that this
is not necessarily the case and that this question is actually related to the temporal nature
of the discharge itself and the resulting shape of the frequency spectrum. With f denoting
the frequency, the spectrum of terrestrial lightning shows a roll-off with f −2 or even steeper
above 1 MHz. This is distinctly different from what Zarka et al. (2006) and Fischer et al.
(2006b) found for the SED spectrum being essentially flat or with a roll-off of only f −0.5

from 4–16 MHz. For the Voyager SEDs Zarka and Pedersen (1983) and Zarka et al. (2004)
found a relatively flat spectrum up to 20 MHz, and a decrease with f −1 to f −2 from about
20–40 MHz. This spectral behavior suggests that an SED consists of a series of very short
pulses less than 1 µs (Farrell et al. 1999, 2007).

5.2 SED Burst Duration and Burst Rates

Similar to a terrestrial flash, an SED probably consists of many subpulses, and the total du-
ration of one SED can be as long as a few hundred milliseconds. Most SEDs are somewhat
shorter and the SED duration can be well described by a distribution with an exponential de-
crease in number of SEDs n with increasing burst duration t . In such a distribution described
by n ∝ exp(−t/t0) the storm C SEDs had an e-folding time t0 of (37 ± 3) ms similar to the
41 ms found for the Voyager 1 SEDs by Zarka and Pedersen (1983). The e-folding times
of storms D and E were found to be somewhat longer with (48 ± 12) ms and (49 ± 3) ms,
respectively (Fischer et al. 2007a).

SED burst rates (number of recorded SEDs per time interval) depend strongly on the dis-
tance of the spacecraft to the thunderstorm in Saturn’s atmosphere. The closer the spacecraft
is the more low intensity bursts can be observed. The maximum rate found by the Voyagers
was 1 SED every 4 seconds, which was measured around closest approach of Voyager 1
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when it was just 2 Saturn radii above Saturn’s 1-bar level (Zarka and Pedersen 1983). A re-
markable burst rate of 1 SED every 2 seconds was measured by RPWS during the second
episode of the giant storm E with Cassini at a distance of 45 Saturn radii. If Cassini would
have been at a distance of only 2 Saturn radii at that time, the flash rate can be extrapolated
to some tens of SEDs per second using the distribution of SED intensities (Fischer et al.
2007a), which is much higher than what was measured by Voyager 1 at this distance. The
flash rates also varied significantly in the course of SED storm E, but the high flash rates
lasted typically for 3 to 4 Saturn rotations, which is longer than one Earth day. We note that
a single thunderstorm on Saturn with a diameter around 2000 to 3000 km (Dyudina et al.
2007) and a depth of the order of 200 km (see Sect. 7) has approximately the same volume
as the whole terrestrial troposphere.

6 Saturn Lightning as a Tool to Investigate Saturn’s Ionosphere

6.1 Peak Electron Densities Derived from the Low Frequency Cutoff of SED Episodes

The broadband SED radio waves can be measured by RPWS only when their frequency is
above the peak plasma frequency of Saturn’s ionosphere. Hence, assuming straight line of
sight propagation, the peak electron plasma frequency fpe,peak can be easily determined from
the low frequency cutoff fcutoff of SED episodes with the equation fpe,peak = fcutoff cos(α),
with α being the angle of incidence. These three quantities change with time in the course
of one SED episode, as the storm rotates with Saturn’s atmosphere and passes various local
times under the ionosphere. The shape of this low frequency cutoff fcutoff is indicated in
Fig. 4 for one SED episode. This figure is a so-called dynamic spectrum showing the color-
coded intensity of radio emissions as a function of time and frequency. The SEDs are the
short vertical bursts, that due to the sweeping nature of the receiver appear as narrow-banded
signals, although they are intrinsically broadband. The patchy emission at the bottom is Sat-
urn Kilometric Radiation (SKR). At the abscissa we have indicated the times, when the
visible cloud appeared and disappeared at the horizon, and when it was at the central merid-
ian (CM) as seen from Cassini. Hence, all SEDs observed before 22:22 SCET are essentially
“over horizon” SEDs, which Zarka et al. (2006, 2008, this issue) attribute to an ionospheric
propagation effect. It can also be seen that the SEDs are slightly less intense on the dayside
(Cassini is at 6 LT), which is caused by higher electron densities resulting in increased ra-
dio wave absorption. In Fig. 4 SEDs disappear about half an hour before the visible cloud
disappears at the dayside horizon, which is due to the long ray path through the absorbing
ionosphere at angles close to grazing incidence. Using the low frequency cutoff of some
SED episodes Fischer et al. (2007a) determined the peak electron density as a function of
local time. In the range from midnight to 9 LT the peak electron density increased by more
than one order of magnitude from 4 × 103 to 8 × 104 cm−3, consistent with what Kaiser et
al. (1984) had found for the Voyager 1 SEDs.

Fischer et al. (2007a) found that the frequency minima of storm E episodes were in
the range from 770–2300 kHz where there were enough SEDs to see a clear minimum.
In Fig. 4 for example, the frequency minimum is around 1 MHz, in the more noisy HF1
band (below 1.8 MHz) of the HFR. For all observed SEDs in the year 2004 (storms 0, A,
B, C) Fischer et al. (2006a) could not identify any SEDs below 1.3 MHz, and the lowest
frequency channels where SEDs were observed for storm D and E were close to 1070 kHz
and 770 kHz, respectively. Generally, at Saturn the frequency range from 3–1200 kHz is
dominated by SKR which has highly variable lower and upper frequency limits. With RPWS
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Fig. 4 Dynamic spectrum of SED episode number 56 of storm E. CM stands for central meridian, and it can
be seen that the visible cloud is at the CM as seen from Cassini around 01:00 SCET (Spacecraft Event Time).
On the abscissa orbital parameters of Cassini are indicated (distance from the center of Saturn in Saturn radii,
longitude and latitude, as well as local time). For further explanations see text

clearly no SEDs could be observed below the SKR. An exceptional event had occurred
during the SED episode around closest approach of Voyager 1 at Saturn, where SEDs had
been observed as low as 20 kHz (Warwick et al. 1981; Zarka and Pedersen 1983). We believe
that the anomalous low frequency extension of the Voyager 1 SEDs is either caused by
ionospheric holes caused by an influx of water from the rings (Connerney and Waite 1984) or
by bursty signals of a different nature that have been misinterpreted as SEDs. Zarka (1985a)
and Fischer et al. (2007a) have given convincing arguments showing the consistency of
various SED properties with an atmospheric source and the inconsistencies related to a ring
source. The combined ISS and RPWS observations (Porco et al. 2005; Dyudina et al. 2007;
Fischer et al. 2007a) have finally established a connection between observed cloud features
and SEDs. In the next subsection we will discuss that SED radio waves get highly polarized
in the magnetoplasma of Saturn’s ionosphere, implying that the source of SEDs must be
below Saturn’s ionosphere.

6.2 Polarization of SEDs

Fischer et al. (2007b) analyzed the polarization measurements of SEDs, which were per-
formed below a frequency of 2 MHz (HF1 band) with RPWS during SED storm E early
2006. They found that SEDs are highly polarized (∼ 80%) with a particularly high degree
of circular polarization, and there was exclusively one sense of rotation, which was found
to be right-handed with respect to the wave propagation direction. They could explain these
measurements in the frame of magneto-ionic theory by calculating Appleton’s equation for
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typical ionospheric conditions on Saturn’s nightside ionosphere. In the magnetoplasma of
Saturn’s ionosphere the SED radio waves experience two possible modes of propagation,
which are generally elliptically polarized with opposite rotation sense. Fischer et al. (2007b)
found that different cutoff frequencies of these two modes as well as a differential absorp-
tion effect lead to the dominance of the ordinary mode below 2 MHz, and the extraordinary
mode is highly attenuated. Since the angle between Saturn’s magnetic field at the latitude of
the storm at 35◦ South and the direction of wave propagation is larger than 90◦, the ordinary
mode should show right-handed polarization (with respect to the direction of wave propa-
gation), which is consistent with the observations. Fischer et al. (2007b) note an interesting
analogy between terrestrial TIPPs (Transionospheric Pulse Pairs) and SEDs, as both are re-
lated to intracloud lightning, are strong radiators in the high frequency range and also have
a flat spectrum there. Finally, TIPPs (like SEDs) also show a high circular polarization after
passage through the ionosphere (Shao and Jacobson 2002).

7 The Structure of Saturn’s Atmosphere

7.1 Lightning on Jupiter as a Comparison

Due to the compositional similarity between Jupiter’s and Saturn’s atmosphere, we shortly
discuss lightning at Jupiter (see comprehensive review by Desch et al. 2002 and new review
by Yair et al. 2008, this issue) before proceeding to the structure of Saturn’s atmosphere.
Lightning at Jupiter was detected optically by the cameras on-board the Voyagers (Cook et
al. 1979), Galileo (Little et al. 1999), Cassini (Dyudina et al. 2004), as well as New Horizons
(Baines et al. 2007). Radio emissions from Jovian lightning have been detected in the form of
whistlers (Gurnett et al. 1979) in Jupiter’s magnetosphere as well as sferics with the Galileo
Probe inside Jupiter’s atmosphere (Rinnert et al. 1998). Interestingly, no high frequency
(HF) radio component (similar to SEDs) above the cutoff frequency of Jupiter’s ionosphere
has been detected, which according to Zarka (1985b) is due to the strong absorption of the
radio waves in Jupiter’s lower ionospheric layers. Farrell et al. (1999) attributes the non-
detection of the HF component to the decrease of spectral power of Jovian spherics with
increasing frequency as it was measured by the Galileo Probe. Borucki and Williams (1986)
as well as Dyudina et al. (2002) applied a Monte Carlo model to describe the scattering of
light from Jovian flashes in Jupiter’s atmosphere. In both papers the best agreement between
model and observations is obtained when the lightning source is located in a Jovian water
cloud at or below a pressure level of 4–5 bars. Gibbard et al. (1995) as well as Yair et
al. (1995) have modeled the generation of lightning in Jovian water clouds using a charge
separation mechanism similar to that which operates in terrestrial thunderstorms (Rakov and
Uman 2003). Both conclude that a Jovian thundercloud is able to build up a strong electric
field required for lightning discharges as long as there is sufficient water abundance.

7.2 At What Depth is the SED Source Located?

Figure 5 illustrates the cloud structure in Saturn’s hydrogen and helium atmosphere,
which shows three distinct cloud layers. The figure was drawn after the equilibrium cloud
condensation model of Atreya and Wong (2004), who used elemental abundances of
5 times the solar value. The outermost cloud layer consists of ammonia (NH3) ice par-
ticles and is followed by an intermediate ammonium hydrosulfide (NH4SH) cloud layer.
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Fig. 5 Sketch of the
three-layered cloud structure in
Saturn’s atmosphere with an
updrafting water cloud with
lightning activity

The deep water cloud (H2O) has a cloud base around the 20 bar level and might con-
sist of droplets of an aqueous solution of ammonia in water at lower levels and ice par-
ticles above. Jupiter’s cloud structure is essentially similar, except that the greater grav-
ity of Jupiter leads to a higher temperature lapse rate and clouds condense at lower pres-
sure levels. As observations of Jovian lightning point to the water cloud as source re-
gion for lightning, it is straightforward to assume that Saturn lightning also has its origin
in the water clouds. Furthermore, the greater depth of water clouds in the model of Sat-
urn’s atmosphere allows us to explain why direct flashes of lightning have not been op-
tically detected up to now. Similar to Desch et al. (2006), we presume that SED activ-
ity is related to vertical convection driving the water cloud up to the visible atmospheric
level, where it has been observed as bright eruptions by Cassini/ISS (Porco et al. 2005;
Dyudina et al. 2007) overshooting the uppermost ammonia cloud layer (see also Fig. 2).
We have sketched such an updrafting water cloud in Fig. 5, which has been theoretically
modeled by Hueso and Sánchez-Lavega (2004). They conclude that water storms on Saturn
are more difficult to trigger compared to Jupiter, but they can be very energetic reaching ver-
tical velocities of the order of 150 m s−1. Since external sunlight does not penetrate much
further than down to the pressure level around 2 bars, Saturn’s weather at deep pressure lev-
els is most likely driven by an internal source of energy, which exhibits thermal gradients
initiating the upward convection of the water cloud (Desch et al. 2006).

SEDs might originate from a pressure level around 8 to 10 bars, roughly 200 to 300 km
below the 1-bar level. The temperature at those levels is around 255–275 K, which is the
same temperature range at which most cloud particles get charged in terrestrial thunder-
clouds and where the strongest electric fields can be found (Rakov and Uman 2003). At
such high pressure levels the breakdown electric field should be higher than in terrestrial
thunderclouds. Roussel-Dupré et al. (2008, this issue) found that the hydrogen-helium at-
mosphere of Saturn decreases the critical electric field necessary for breakdown, in the case
of conventional breakdown by a factor of 2, and for runaway breakdown by a factor of
6.3 compared to air at Earth. This has to be linearly related to the gas particle density at
standard conditions (∼ 2.65 × 1025 m−3 at 1 bar and 0◦C). At the SED source the parti-
cle density should be a factor of ∼ 10 higher, leading to a conventional breakdown field of
∼ 1.5 × 107 V m−1 being a factor of ∼ 5 above the terrestrial one. Similarly, the threshold
field for runaway breakdown at Saturn’s 10-bar level would be ∼ 3.4 × 105 V m−1 or a fac-
tor of ∼ 1.6 above the terrestrial value. These higher breakdown fields would allow more
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charges to accumulate before it comes to a breakdown, which supports the idea that Saturn
lightning is more powerful than Earth as well as Jupiter lightning.

8 Phenomena Related to Saturn Lightning

8.1 Whistlers at Saturn

The observation of a whistler at Saturn was reported by Akalin et al. (2006). It was detected
by the Wideband Receiver of RPWS on October 28, 2004, on a magnetic field line with an
L-shell value of L ≈ 6.5. The whistler signal lasted for about 2 seconds and was recorded
in a frequency range of 200–400 Hz, and Akalin et al. (2006) measured a dispersion of
81 Hz1/2 s. Using a model for the plasma distribution along the magnetic field line they
concluded that the whistler originated in the northern hemisphere of Saturn at an invariant
latitude of 67◦. Another whistler was possibly detected in spring 2007 and is currently under
investigation.

The scarcity of whistler observations so far is probably due to the very restrictive condi-
tions for their detection. First, the spacecraft must be relatively close to the planet. Second,
the causative lightning must occur very close to the foot of the magnetic field line that passes
through Cassini. Third, appropriate wideband observerations without interference, such as
from Cassini’s reaction wheels, must be available. It is easy to explain why Cassini did
not detect whistlers during SED activity, as the lightning storms were either located at the
equator or at a planetocentric latitude of 35◦ South, the latter corresponding to L ≈ 1.44.
Only during SOI was Cassini that close to Saturn, but no SEDs were detected at that time,
and for most detected SEDs Cassini was even outside of Saturn’s magnetosphere. However,
there is no good explanation why RPWS did not detect SEDs around the whistler event of
October 2004.

8.2 Could There Be a Global Atmospheric Circuit at Saturn?

Aplin (2006) discusses the question of the existence of a global atmospheric circuit at Sat-
urn driven by Saturn lightning. Aplin (2006) argues that some necessary conditions for an
electric circuit are not fulfilled at the gas planets like two conductive layers (ionosphere
and “surface”) relative to a less conductive atmosphere. Sentman (1990) modeled the con-
ductivity of Jupiter’s shallow interior and suggested the existence of a planetary-ionosphere
cavity, where Schumann resonances could be excited between the ionosphere and the so-
called conduction boundary depending on the wave frequency. A similar model for Saturn
is presented in this book, where Simões et al. (2008, this issue) calculated the frequencies
of 0.93 Hz, 1.63 Hz, and 2.34 Hz as the three lowest Schumann eigenmodes with a Q-factor
around 7.

8.3 Sprites, Elves, and Gamma Ray Flashes at Saturn?

We note that the content of this subsection is rather speculative as neither sprites, nor elves
or gamma ray flashes have been detected at Saturn. However, our increasing knowledge
about these phenomena at Earth allows us to consider their existence at other planets.

Terrestrial (red) sprites are transient optical emissions above thunderstorms at meso-
spheric altitudes of 40–90 km. They are believed to be caused by conventional breakdown
or runaway electrons due to a strong electrostatic field, which is often produced by a strong
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Table 2 A comparison between Saturn and Earth lightning

Saturn lightning Earth lightning

• Sporadic occurrence, but SEDs can • Permanent presence of ∼ 100 flashes

go on for several weeks to months per second, but typically only a few

with a highly variable flash rate hours at one place

• Flash duration few hundred ms • Similar flash duration as SEDs

• Spectral radio power ∼ 100 W/Hz, • Power in radio range at a few MHz

but not necessarily “superbolts” smaller by factor of ∼ 104

• Nearly flat spectrum (up to 20 MHz) • Spectral fall-off with 1/f 2 (> 1 MHz)

• Highly polarized due to propagation • TIPPs but not return strokes get

in Saturn’s ionosphere polarized in Earth’s ionosphere

• Giant convective storm systems • Individual storms of few tens of km,

(∼ 3000 km in diameter) but grouping possible (“mesoscales”)

• Up to now SEDs only observed at • Most lightning over land in tropical

equator and 35◦ South (makes regions and much less frequent at

whistler observations difficult) high latitudes

• SED source probably in updrafting • Charge separation in thunderclouds at a

water clouds at 8–10 bar few km altitude around freezing level

• Elves more likely than sprites • Existence of sprites, elves, and gamma

(modeling needed); gamma ray ray flashes established in recent years

flashes hardly detectable from space

positive cloud-to-ground stroke (Rakov and Uman 2003). Elves are lightning-induced lu-
minous discs expanding horizontally in a circular form with an observed duration less than
1 ms (Fukunishi et al. 1996). The likely source of elves is the interaction of lightning return-
stroke radiation fields with the electrons of the lower ionosphere. The existence of high alti-
tude discharges at Earth was in fact anticipated by Wilson (1956) as the lower gas density at
high altitudes combined with thunderstorm electric fields should allow electron acceleration
and breakdown.

For the existence of sprites it is necessary that the local thunderstorm electric field ex-
ceeds the critical field Ek for conventional breakdown for an interval long enough for the
formation of a “streamer”. Roussel-Dupré et al. (2008, this issue) found that the scaled criti-
cal electric field Ek/N (divided by the particle density N ) for Saturn’s hydrogen atmosphere
is about half of that of air or ∼ 60 Td (1 Townsend (Td) = 10−21 V m2). We have no knowl-
edge of Saturn’s thunderstorm electric fields, and a macro-physical model would be required
for their estimation. We note that an electrostatic dipole field decreases with 1/r3 with r as
the distance, whereas a lightning radiation field decreases only with 1/r . Given the extra-
ordinary radio power of SEDs compared to Earth lightning, the existence of elves at Saturn
seems more probable than the existence of sprites.

Terrestrial gamma ray flashes (TGFs) were observed by the Burst and Transient Signal
Experiment onboard the Compton Gamma Ray Observatory and were related to thunder-
storms by Fishman et al. (1994). The source location of TGFs is not yet exactly known;
Williams et al. (2006) inferred a source altitude around 15–21 km, i.e. not so far from the
thundercloud tops. An important issue for the detection of TGFs is their attenuation in the
terrestrial atmosphere. Suszcynsky et al. (1996) show an attenuation length of about 100 m
for gamma rays with energies in the MeV-range at standard conditions in air, which corre-
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sponds to a mass thickness of 11 g cm−2. A mass thickness of the same order of magnitude
can be expected in Saturn’s atmosphere at the 10-bar level, as the 10 times higher particle
density is compensated by a factor of 14 being the ratio between the molecular masses of air
and H2. Hence, the attenuation length close to the SED source at 10 bar would be ∼ 140 m,
which would make their detection with satellites impossible. We estimate that gamma rays
caused by bremsstrahlung of runaway electrons at Saturn would be only detectable by satel-
lites in case their source region is above the 100 mbar pressure level, which is 100 km above
the 1-bar level.

9 Summary: A Comparison between Saturn and Earth Lightning

Instead of a written summary we present Table 2 comparing the most important properties of
Saturn lightning mentioned in this paper with terrestrial lightning (Rakov and Uman 2003).
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Abstract Atmospheric electricity, and electrostatic discharge in general, can be a significant
hazard to aircraft, spacecraft and personnel.

Keywords Lightning injury · Electrocution · Electrostatic discharge · Hazards

1 Introduction

Atmospheric electricity is responsible for a hazard, lightning, that kills perhaps several thou-
sand people worldwide each year: within the USA where statistics are documented quite
well by the National Oceanographic and Atmospheric Administration (NOAA), roughly
100 people are killed and 1000 injured annually. The first measures to protect against light-
ning began in America (albeit not yet the United States—Franklin’s advocacy of grounded
rods to protect buildings against lightning began in the 1750’s, before independence)

As we discuss later, lightning is responsible for the failure of space launch vehicles,
and protective measures are installed on many space probes to other planets, as well as to
terrestrial aircraft. More generally, lightning causes economically significant damage—half
of wildfires are caused by lightning, requiring an effort of ∼$100M/yr to fight, some ∼5% of
all insurance claims are lightning-related, including some ∼30,000 house fires in the 1991–
1995 period alone ($176M damage) and about 30% of power outages are lightning-related.

While lightning is the most obvious atmospheric electricity hazard, there are a number
of others, and electrostatic discharge (ESD) and related effects are a known problem in elec-
tronic aerospace vehicle design and operation. We briefly review these issues, as well as
summarize the various causes and mechanisms of damage and injury. For further reading on
lightning effects on aircraft (e.g. Fig. 1), structures and people, there are several excellent
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Fig. 1 Video frame of a
lightning strike to a jet aircraft
just after takeoff. (Courtesy of
Zen Kawasaki and the Self
Defense Air Force of Japan)

chapters in the formidable book by Rakov and Uman (2003). For spacecraft hazards specif-
ically, a recent overview is by Harland and Lorenz (2005) and several NASA publications
(e.g. Leach and Alexander 1995 and Herr and McCollum 1994) are worthwhile starting
points.

Lightning conductors, sometimes referred to as Franklin rods, have prevented untold
damages to buildings over the centuries since their application was first advanced. Ironically,
many churches suffered lightning damage by failing to install such protection (lightning
being considered ‘God’s will’, and thus a worthy church would not require protection).

2 Electrical Effects on Humans

Electrical currents, like our neural signals, cause muscle contractions. When humans are
shocked these contractions can lead to injury by causing people to fall, and if the heart mus-
cle is affected, its rhythm may be disrupted causing death. In the early days of the municipal
supply of electricity when rival (AC and DC) systems fought to become a standard, the rel-
ative safety of the two types was used as an argument to advocate one versus the other. In
fact both types are dangerous, but in different ways. AC current is more likely to cause ven-
tricular fibrillation, while DC is more likely to cause burns. Typically, currents may cause
muscles to spasm and in the case of DC acquired by manually grasping a conductor, the
current forces the hand to clamp onto it, leading to sustained currents and thus burns.

While it is ‘the current that kills’, a certain potential difference is required to cause
that current. Skin typically has a resistance (depending on sweatiness and the specific path
through or across the body) of 1000 to several thousand ohms. People will begin to feel an
electric shock with currents of a few milliamps (requiring some tens of volts at least), while
10–20 mA is enough to contract major muscles (the ‘cannot let go’ current). Pain, heart
fibrillation and breathing difficulty can be caused by currents above 50 mA and currents
above 100 mA can be fatal. Heart defibrillators may typically operate (for short periods) at
several amps. Note that from Ohm’s law, a current of one amp will require kilovolt potential,
and therefore hundreds of kilowatts: the possibility of acquiring burns in such situations can
therefore be understood.

Beyond the use of electrocution to inflict the death penalty, the nonlethal application of
electric shocks to cause temporary incapacitation for personal protection and law enforce-
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ment has reached some prominence in recent years. Specifically, a device called the Taser
(actually a name taken from science fiction—“Thomas A Swift’s Electric Rifle”) applies a
controlled current of 2–4 mA with a potential of 50 kV applied across two adjacent elec-
trodes at the end of a baton or more typically between two needles projected on fine wires a
few meters long by springs. The device causes muscle spasm and pain without likely heart
fibrillation in healthy adults (although some controversy remains about dangers to individ-
uals with heart problems). The induced spasms cause paralysis while the shock is applied,
and lactic acid buildup in the contracted muscles will cause sustained weakness and pain,
increasing with the length of applied voltage. These devices have become sufficiently wide-
spread that many also include video cameras to document their application (hopefully for
legal purposes). While these devices, like any other weapon, may have controversial appli-
cations, they at least provide an option in many settings that is at least less obviously lethal
than firearms.

Returning briefly to lightning, about a third of lightning deaths occur among outdoor
workers such as farmers, while a similar proportion are associated with outdoor recreation.
Very few injuries occur indoors, for obvious reasons: those that do occur are usually the
result of contact with conductors such as telephone cabling or plumbing that is struck else-
where. When death is caused, it is usually by ventricular standstill. Although local burning
at the discharge site is common, serious burns are in fact rather rare in lightning injury due
to the short application of current. Survivors may have muscle pains and neurological dam-
age (personality change, seizures, deafness—often due to eardrum rupture, confusion or eye
damage) which may persist for years after the event.

In addition to direct lightning strikes (to which upright individuals in flat areas are par-
ticularly prone) and conducted ESD via telephone wires, people can be injured by induced
currents near lightning strikes to the ground—in such settings the horizontal field is the
threat and thus individuals sheltering from a storm under a tree would be advised (if they
must remain in such a threatening location) to lie circumferentially rather than radially to it.
It may be noted that quadruped mammals such as cows are particularly susceptible to cur-
rents flowing up forelimbs and down through hindlimbs (or vice versa), the currents passing
through their heart. Multiple livestock deaths from a single lightning strike can arise this
way.

3 Electrostatic Discharge Effects on Electronics

Electrostatic discharge is estimated to be responsible for perhaps 30% of all electronic fail-
ures, although good statistics are hard to acquire. As a general industrial problem, it has been
an issue (in powder magazines) since the 1400 s, and specific countermeasures (grounding
and flame ionization etc.) have been in operation since 1860. There is even an industrial
association (www.esda.org).

Many electronic devices are destroyed by high voltages—in some cases only a few tens
of volts, but quite typically a few hundred. Damage thresholds for JFETs can be as low
as 150 V, although bipolar transistors are much more robust. Because modern systems are
so miniaturized, the charge transfer or ohmic heating needed to destroy a single gate (or
diode, resistor, etc.—and only a single component on a large and expensive chip need be
damaged to render the whole part unusable) is very small. The voltage threshold for damage
is readily exceeded triboelectrically—walking across a carpet in low-humidity conditions
may develop potentials of 35 kV (although perhaps only 2 kV in conditions of 60–90%
relative humidity). A part damaged by ESD may show no external signs of damage, and

http://www.esda.org
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may even display partial or complete function before failing later. Thus ESD is a major
hazard, although precautions such as conductive bags for parts and grounding straps for
personnel are effective countermeasures.

Impingement of charged particles onto an antenna can cause substantial voltage noise,
and this is the likely principal source of radio noise encountered during dust storms. (The
association of radio noise with dust storms was noticed even as early as the first world war.)

While not atmospheric electricity as such, some spacecraft ESD issues merit mention.
First, high voltages are required for the operations of some systems such as travelling wave
tube amplifiers, mass spectrometers, etc., and may even be encountered on simple anten-
nas. While these voltages may not cause breakdown in vacuum, nor under terrestrial sur-
face (1 bar) conditions, if these systems are powered on when they are exposed to thin
atmospheres with low breakdown potential, discharge may occur. This typically happens
under a couple of circumstances. One is during launch—as the rocket ascends into thin-
ner air, the pressure in the fairing slowly declines. Similarly transient conditions may occur
during ground tests as a chamber is pumped down from 1 bar to vacuum conditions. The
other transient thin atmosphere may occur due to outgassing from films of adsorbed mois-
ture or solvents, etc., particularly in plastic materials. If high voltage devices are switched
on in these conditions of microbar to tens of millibar pressures, a breakdown discharge may
occur.

Note that the declining pressure experienced during launch may be experienced in reverse
in vehicles that enter or re-enter planetary atmospheres. The surface conditions at Mars are
of particular concern, since the pressure of several millibars is close to the minimum of the
Paschen curve, and thus relatively modest potential gradients can cause discharge.

Other discharge can occur in space if surfaces acquire unusually high potentials due to
the implantation of charged particles. This so-called deep dielectric discharge occurs during
particularly energetic magnetospheric or solar wind conditions on slabs of insulating mater-
ial. The charged particles have sufficient energy to penetrate the material, where they deposit
their charge, but because the material is insulating, this charge can accumulate. When a large
enough charge builds up, a breakdown across the surface may occur.

Whatever the cause of the discharge, there can be several deleterious effects (e.g. Leach
and Alexander 1995). The discharge may cause conducted or radiated transient signals in
nearby circuits—a corrupted telemetry packet is a common result. Similarly, systems per-
forming pulse-counting such as the angular encoders on rotating parts such as antenna despin
mechanisms may develop erroneous counts due to spurious pulses. The current associated
with a discharge may destroy a conductor by resistive heating causing melting or evapora-
tion. Evaporated materials (whether metals or others) may be redeposited on other surfaces,
leading to electrical shorts, optical obscuration, or indirect overheating due to emissivity or
absorptivity changes. Examples of such events include the Canadian comsat Anik D2 which
suffered a transient glitch due to ESD—although it recovered many components remained
at elevated temperatures after the event due to degradation of thermal coatings. The ESA
comsat MARECS-A suffered reduced solar array output due to materials deposited on the
panels by ESD.

ESD may occur in planetary environments too, where triboelectric effects occur. Blowing
dust or sand (Schmidt et al. 1998) is a particular example—blowing sand can accumulate
a charge of some 60 mC/kg. It is known that the Russian lander Mars 3 touched down on
the Martian surface during a dust storm. Although it is commonly assumed that it toppled
over in high winds, a simple inspection of the vehicle configuration shows that this is rather
unlikely. Furthermore, the systems operated for 20 seconds after landing before suddenly
failing. ESD therefore seems a more plausible scenario.
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Charge may be picked up by vehicles ‘flying’ through soils—penetrators. In one exper-
iment (Lorenz and Shandera 2002) a 0.65 kg penetrator shot through dry sand at 40 m/s
developed some 3 mA of current for 3 ms, or some 9 uC of charge. Without ballasting ca-
pacitors into which to dump such charge, large potentials can be developed, causing ESD
damage. Efforts to explore this effect as a possible diagnostic of subsurface composition
were unsuccessful, however.

4 Aerospace Vehicle Damage by Lightning and ESD

Lightning strikes to aircraft may occur naturally, with an aircraft merely ‘getting in the way’,
although as we discuss later, the presence of the conductive aircraft can trigger lightning dis-
charges where none were previously present. Strikes to commercial airliners occur typically
at modest altitudes (up to 6 km, or 20,000 ft—below the typical cruise altitude of jets). On
average such aircraft are struck once per 3000 hours. Usually no damage occurs, although a
handful of fatal accidents are attributed to lightning strikes (electrical failure causing control
difficulties, or in rare cases fuel ignition). A particularly challenging surface to protect is the
radome (which is necessarily nonconducting). In cases where there is only minor damage to
an aircraft, disrupted radio communications, and magnetic compass offsets are the most typ-
ical effect. Lightning and its effects was the subject of study by a dedicated NASA F106B
lightning research aircraft (Fig. 2). This aircraft was flown 421 times into clouds seen to
have lightning, and was struck 176 times, with 54 near-misses.

Aircraft flying through clouds of charged droplets naturally acquire the charge of those
drops that are large enough to impinge upon the vehicle surface. This effect was noted by
early aviators who often experienced an electric shock upon alighting from their planes on
the ground—this was because the planes had rubber tail wheels, allowing them—and their
pilots—to retain their charge after landing. It was soon realized that a conductive skid would
allow the aircraft to discharge itself on landing.

One other corrective measure that can be applied is the use of narrow rods to provide
locations for point discharge. These discharge wicks are often simply carbon fiber rods, typ-
ically mounted on the trailing edge of the wing (Fig. 3): these allow any accumulated charge
from cloud droplets to be gradually discharged away, without an impulsive breakdown. As
a result of difficulties with the Pioneer Venus probes (which in the end proved to be a ma-
terials incompatibility, rather than anything to do with electrostatics) the Galileo probe was
equipped with such discharge wicks. The Huygens probe was similarly protected.

Fig. 2 NASA F-104 Lightning
research aircraft. The paint has
been burned off in hundreds of
locations where lightning strikes
hit the airframe
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Fig. 3 Trailing edge of a
commercial airliner—note the
narrow discharge wicks to allow
accumulated electrical charges to
dissipate. (Photo: R Lorenz)

Fig. 4 The ESA Huygens probe (inverted) being set up for electrostatic discharge tests—several kA were ap-
plied to the probe’s shell, demonstrating that the probe systems continued to function after simulated lightning
strike. (Photos: ESA)

External sensors are of course particularly vulnerable. In general space probes are con-
structed of metals, which are therefore conductive and protect the interior equipment as a
Faraday cage. Induced or radiated fields can nonetheless occur. The Huygens probe was
tested before launch with 1–5 kA pulses (with 50 kA/ms rise time) applied to its shell from
a large Marx generator (Fig. 4). The probe suffered no damage, although telemetry saw oc-
casional corruption ‘hiccups’ (<6 secs). The probe’s robustness was demonstrated by the
complete crash of electrical ground support equipment which was some 6 m away and com-
pletely isolated from the probe—this equipment had to be reset.

Aircraft, like ships before them, may experience luminous point discharges during elec-
trically active storms—these discharges go by the collective name of ‘St Elmo’s Fire’. Such
discharges are usually harmless, although associated radio noise (and sometimes impaired
cockpit visibility) are often encountered.

Aircraft can cause lightning to occur where none is observed if they act as a long con-
ductor which intensifies an existing electrical field. Particular examples are launch vehicles
(where the hot part of the rocket exhaust, ionized and therefore conductive, serves as an
extension of the vehicle itself) or aircraft towing gunnery targets by conductive cables.

The most celebrated launch vehicle lightning strike is Apollo 12 which was struck just
over 35 seconds into ascent—the strike caused several circuits and systems to go off-line. A
more recent example, which prompted the revision of launch rules to avoid heavy cloud and
electric fields—an Atlas-Centaur from Kennedy Space Center (Florida is one of the most
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Fig. 5 Atlas-V launch from Kennedy Space Center in Florida. Note the 4 towers to attract lightning away
from the launch vehicle itself on the launch pad. Note also the long, luminous (and partly conductive) exhaust
which augments any preexisting electric fields. (Photo: NASA)

lightning-active regions of the USA) carrying a communications satellite was struck soon
after launch in March 1987, leading to a $161 Million loss. Because launch vehicles are
tall structures that offer a preferred site for cloud-to-ground discharge, lightning protection
measures are installed on launch pads (Fig. 5).
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Lightning can be a hazard to spacecraft on the ground. For example, lightning triggered
premature launch of an Orion sounding rocket (and two smaller calibration rockets) from
Wallops Island in June 1987. Although the firing circuits of these rockets were nominally
shorted out by safe-arm plugs, the currents induced by the lightning strike were nonetheless
high enough to cause ignition. At the time the rocket was mounted in a near-horizontal
position and flew several hundred meters before hitting the sea. Ironically the rocket was
intended to study lightning effects on the ionosphere. “We were hoping for lightning. We
just had it a little closer than we would like,” said Warren Gurkin, Head of NASA Wallops
sounding rocket branch.

5 Conclusions

Lightning and electrical discharge is a recognized hazard on Earth for personnel, structures
and vehicles. Prudent design of equipment destined for other planets needs to design against
not only the terrestrial hazard (to which systems are exposed before they reach their desti-
nation), but also the space hazards associated with deep dielectric discharge or outgassing,
and the hazards particular to the target body.

On bodies such as Jupiter where the lightning hazard is known to exist, protective mea-
sures are similar to those on Earth. Mars is a particularly interesting setting, in that the
breakdown field strength in the near-surface atmosphere is low: this may cause electrostatic
effects to be common (but perhaps mild in intensity, such that normal engineering design
practices against ESD damage are adequate). On Titan and Venus the case for lightning is
arguable—the electrically insulating environment of cold Titan may make triboelectric ef-
fects significant. On airless bodies, charge separation seems difficult, but electrostatic effects
may play a major role in dust adhesion.

Acknowledgements RL acknowledges the support of NASA via the Cassini Project (Huygens SSP Co-
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Abstract Electrical discharges in planetary atmospheres, and lightning in particular, can
cause otherwise unexpected—but highly important—chemical species to be present. The
synthesis of oxidants on Mars, nitrates on Earth and Early Mars, and of organic matter
elsewhere can be driven by lightning and related electrical phenomena.

Keywords Lightning · Ozone · Nitrogen fixation · Atmospheric chemistry

1 Introduction

Lightning is an exceptional phenomenon, and its occurrence leads to exceptional chem-
istry. In this paper we review briefly the role of electrical discharges in creating several
important gas species that would otherwise not be present in significant amounts. Lightning-
induced chemistry may have been significant in the evolution of the composition of Titan’s
atmosphere, in the present-day production of oxidants in the Martian near-surface environ-
ment, and in the production of nitrate nutrients and prebiotic molecules on the early Earth
and Mars.

2 Chemistry in the Lightning Discharge

A given collection of atoms such as those in a parcel of air at given pressure and tempera-
ture conditions has a preferred molecular arrangement that minimizes free energy (or equiv-
alently, maximizes entropy). This is the so-called equilibrium composition, and will be a
function of the pressure and temperature—for example, higher pressure conditions tend, via
Le Chatelier’s principle, to favor the atoms being arranged to form fewer molecules and thus
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Fig. 1 Schematic of the
equilibrium composition of the
principal components of air. In a
high-temperature discharge O
and NO can become much more
abundant than at normal
conditions, and the rapid
expansion of the lightning
channel ‘freezes in’ this
composition

lower volume. Similarly, the high-temperature conditions in a lightning discharge would fa-
vor a different composition from the ambient air. However, there is also a kinetics issue,
in that as the lightning channel rapidly expands, some of the high-temperature composition
is ‘frozen in’ as the expanded and cooled volume cannot readjust to the cooler equilib-
rium composition in time (while the equilibration time for typical reactions is microseconds
at ∼4000 K and milliseconds at 2500 K, it is centuries at 1000 K and below—see, e.g.,
Chameides 1979 or Borucki and Chameides 1984). Thus after a lightning discharge, the gas
may contain chemical species that are not found in the equilibrium gas composition at that
temperature.

A prime example is ozone (O3). This molecule is created from molecular oxygen in two
ways—by ultraviolet light in the stratosphere, and in the troposphere by lightning discharge.
Corona discharge around power lines and in electrical equipment, notably laser printers and
photocopiers, similarly can produce it yielding a characteristic ‘electrical’ smell. Humans
can detect the smell of ozone at levels not much lower (0.02 ppm) than the recommended
exposure limit (0.05 ppm) of this corrosive gas. Ozone, if it doesn’t oxidize some organic
matter first, will exothermically convert into oxygen (O2), and so its presence indicates
disequilibrium and thus a nearby and/or recent electrical discharge ozone source.

However, ozone is probably not the most significant chemical species due to lightning
in the Earth’s atmosphere. Nitric oxide (NO) is also produced in lightning discharges: in air
it rapidly establishes equilibrium with nitrogen dioxide NO2, and thus the two together are
often referred to as NOx or sometimes (to contrast it from molecular nitrogen N2) as ‘odd
nitrogen’. NO2 is rained out of the atmosphere to form nitric acid, and thus represents an im-
portant source of nitrogen for living things. In the modern world, the industrial generation of
fertilizers by the Haber process is the dominant form of nitrogen fixation, initially producing
NH3 from N2 in air by heating and pressure, then oxidizing the NH3 into nitric acid. How-
ever, on the early Earth it is likely that lightning was the principal means by which nitrogen
was made available for prebiotic and biological chemistry. There are some modern plants
such as peas with root nodules containing symbiotic bacteria which can fix nitrogen, but in
evolutionary terms these are very recent: nitrogen availability was likely a highly significant
bottleneck for the origin and early evolution of life.
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On present-day Earth, estimates (see Rakov and Uman 2003) are that lightning produces
about 10–20% of the total NO budget, the majority coming from fossil fuel and biomass
burning—these representing in a way the accumulation of NOx in the past. Thus even today,
but more so in the past, lightning was an important factor in creating odd nitrogen. One
estimate is that the NO production relates to the lightning energy by the factor of 9 × 1016

molecules per Joule (Borucki and Chameides 1984).
Clearly, the ultimate composition will depend on the details of the discharge, but also

on the starting composition of the gas mixture. On Titan, where oxygen-bearing species
are merely traces in the atmosphere (but not perhaps on the surface—see later) if lightning
occurs, then the principal effect is the rearrangement of carbon and nitrogen atoms. On Mars
and Venus, CO2 is the major component, with nitrogen being far less common. On Jupiter
it may influence the production of acetylene.

3 Mars and Venus

On Mars, there is only ∼1% nitrogen with the bulk of the atmosphere being CO2, so NO
production might be expected to be less significant than on Earth. An upper limit on nitric
oxide abundance has been established spectroscopically (Krasnopolsky 2006).

Lightning on any scale has yet to be observed on Mars, yet it seems likely that some
sort of electrical discharge occurs in association with dust devils and dust storms. Such dis-
charges have been identified (Delory et al. 2006) as being a key source of oxidants, in par-
ticular hydrogen peroxide H2O2. This compound may be produced by discharge in amounts
200 times higher than those expected from photochemistry alone. In turn this H2O2, or su-
peroxides produced from it, may be responsible for scavenging organic molecules from the
regolith (e.g. Atreya et al. 2006), accounting for the nondetection of such molecules by
Viking even if some biota were present.

On the other hand, while discharges may be unfavorable towards life at present, the chem-
istry due to discharges might have been important in providing prebiotic molecules in the
possible origin of life on that planet, or in providing nutrients for it. This is because Mars
would have faced the same bottleneck of nitrogen fixation as does the Earth—lightning on
early Mars, either associated with convective rainfall or more likely with volcanoes, may
have produced significant amounts of nitrates and/or hydrogen cyanide (e.g., Segura and
Navarro-Gonzalez 2003).

As for Venus, it was recognized quite early on (e.g., Bar-Nun 1980) that lightning could
play a major role in the generation of NO. As with Mars, CO2 is the bulk constituent, but
molecular nitrogen makes up about 3.5% of Venus’ massive cloud-laden atmosphere. While
the existence of lightning on Venus has been long considered controversial since searches
with different data types have given positive and negative results (see, e.g., the review by
Ksanfomaility et al. 1983 and Krasnopolsky 2006), recent results from Venus Express (Rus-
sell et al. 2007) have been given as further support for its presence. Spectroscopic obser-
vations (Krasnopolsky 2006) claim to detect an abundance of NO of about 5.5 ppb below
60 km. This abundance is apparently consistent with lightning production. Bar-Nun (1980)
notes that while the production by lightning of CO from CO2 on Venus is overall small
compared with the upper atmospheric production by photolysis, the local abundance in the
lower atmosphere, far from the photolysis levels, might be enhanced significantly by light-
ning production.
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4 Titan

Borucki et al. (1984) suggested that lightning on Titan could produce HCN and C2N2 in
amounts that exceed significantly their estimated photochemical production (some other
species such as soot and ethylene C2H4 would also be produced, but in less important
amounts). Another potential, and perhaps more likely, scenario is that in the primordial Titan
atmosphere (which may have contained ammonia, methane and some water vapor) light-
ning discharges may have been important in converting ammonia into molecular nitrogen
(McKay et al. 1988). This conversion, which could also occur in impact shocks or perhaps
by photolysis, may have been very important in Titan’s atmospheric evolution, since mole-
cular nitrogen is too volatile to have been readily incorporated into Titan when it formed in
the protoSaturnian nebula—if it had been, then primordial 36Ar should be present in much
larger amounts than appears to be the case. Thus the nitrogen atoms were brought to Ti-
tan as much less volatile ammonia hydrates, and a mechanism to convert the ammonia into
nitrogen is needed.

5 Jovian Planets

Remarkably little work—given the ample evidence for lightning on Jupiter at least—has
been done on the chemical impact of lightning on the chemistry of the Jovian planets. As
elsewhere, there is a challenge to isolate disequilibrium due to lightning from disequilibrium
due to UV photolysis, although one factor is that UV may be absorbed by different species
at different altitudes in an atmosphere, thereby preventing the excited radicals and ions from
interacting, whereas they will be mixed together in a lightning discharge.

In the Jovian atmosphere, lightning may be a significant source of HCN (Stribling and
Miller 1987) and possibly also acetylene (Bar-Nun and Podolak 1985). Indeed, Bar-Nun
(1975) used the large abundance of acetylene detected on Jupiter even before the Voyager
encounters with that world to argue that substantial lightning might occur there: there was
also the suggestion (as yet unresolved) that lightning chemistry might influence the forma-
tion of the red and yellow compounds (‘chromophores’) that give Jupiter its angry appear-
ance. Little work appears to have been done as yet on the chemical effects of lightning in
other giant planet atmospheres.

6 Electrostatic Discharge Chemistry beneath the Atmosphere

Disequilibrium chemistry can be driven by lightning in materials other than the atmosphere
—a lightning discharge may introduce into the plasma atoms from solid material that is
struck. Lightning discharge through the ground can form dendritic, sometimes fused, struc-
tures called Fulgerites which crudely resemble tree roots. However, such structures are not
merely the partly molten soil—some chemical modification also occurs. As in another dis-
equilibrium environment (the quenching of the vapor cloud in a meteorite impact,) reduced
materials may be produced, notably carbon and elemental iron (e.g., Scheffer 2007).

Plankensteiner et al. (2007) have also shown that discharges across the ice–air interface
in a simulated Titan environment allow the oxygen in the water ice to participate in the
carbon–nitrogen chemistry of the atmosphere to yield prebiotically important species such
as nitriles, aldehydes and esters.
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7 Conclusions

Electrical discharges may be an important source of disequilibrium chemical species in vari-
ous planetary atmospheres. In this sense, electrical discharge acts much like ultraviolet light
in photochemistry, in that it overcomes kinetic barriers and forms species that otherwise
would form only slowly or not at all. Example reactions in particular are the generation
of nitrogen species such as NOx in the atmospheres of the terrestrial planets (notably the
Earth). On Mars, discharges in dust devils may be responsible for producing oxidants which
in turn may play a role in destroying organic molecules in the regolith. On Titan, lightning
may have contributed to the formation of the molecular nitrogen atmosphere, and if light-
ning occurs at present, to other species. Lightning or other electrical discharges can force
chemistry in substrates other than air, forming reduced material such as nanophase iron, or
on Titan’s surface, prebiotic molecules such as amino acids.
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Abstract TARANIS “Tool for the Analysis of RAdiations from lightNIngs and Sprites” is
a CNES satellite project dedicated to the study of impulsive transfers of energy between the
Earth atmosphere and the space environment. Such impulsive transfers of energy, identified
by the observation at ground and in space (rocket, balloons, FORMOSAT 2 satellite) of
Transient Luminous Events (TLEs) and the detection on satellites (CGRO, RHESSI) of Ter-
restrial Gamma ray Flashes (TGFs), are likely to occur in other astrophysical environments
as well. The TARANIS mission and instrumentation is presented. The way the TARANIS
programme (associated ground-based and balloon-based measurements included) may an-
swer questions about the physics of TLEs and TGFs is examined. The questions addressed
include: TLEs and TGFs source regions, associated phenomena, transfers of energy between
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the radiation belts and the atmosphere, TLEs and TGFs generation mechanisms, input para-
meters to the modelling of the variation of the atmosphere and the electric circuit.

Keywords Earth environment · Lightning · Transient Luminous Events (TLEs) ·
Terrestrial Gamma ray Flashes (TGFs) · Lightning induced Electron Precipitation (LEPs) ·
Runaway electron Beams (RBs)

1 Introduction

The discovery in the last decade of both Transient Luminous Events (TLEs) and Terrestrial
Gamma-ray Flashes (TGFs) has revolutionized our understanding of the terrestrial envi-
ronment by pointing out the frequent occurrence of impulsive transfers of energy between
the troposphere and the space environment. The implications for our atmosphere are far
reaching and range from affecting the chemical balance of ozone and nitric oxides in the
upper atmosphere to modifying the global electric circuit and perturbing the population of
the radiation belts. Furthermore, the source of these phenomena must by all indications
stem from a fundamentally new physical process that could have much broader implica-
tions and manifestations throughout the universe. Radio frequency emissions from lightning
activity observed in the environment of other planets could be the signature of a physical
process (runaway breakdown) proposed by several authors (Roussel-Dupré and Gurevich
1996; Gurevich et al. 2004; Roussel-Dupré et al. 2005) for the Earth environment (Zarka
et al. 2004). Such processes could be much more efficient on Jupiter (Dwyer et al. 2006). In
the same way, the near linear marking on Saturn’s rings called spokes could be caused by
lightning induced electron beams striking the rings at locations magnetically connected to
thunderstorms (Jones et al. 2006).

The scientific background concerning the physics of TLEs and TGFs is given in Blanc
et al. (2007). The aim of the present paper is to present the operational objectives of the
CNES TARANIS programme such as they may be defined at the phase B of develop-
ment. The instruments are listed in Table 1. Tests performed on available ground-based
and satellite-based observations are still in progress to fix the physical parameters which
will allow to provide the first simultaneous measurements of: (a) TLEs, TGFs and lightning
flashes, (b) associated bursts of upward and downward moving energetic electrons, (c) as-
sociated electromagnetic wave fields in a very wide frequency band (DC to 30 MHz), and
(d) other environmental conditions like large scale fluctuations in the ionosphere/atmosphere
coupling.

The science objectives of the TARANIS mission are listed in Table 2 and fall into three
broad categories:

(1) Advance physical understanding of the links between TLEs, TGFs and environmental
conditions (lightning activity, geomagnetic activity, atmosphere/ionosphere coupling,
occurrence of Extensive Atmospheric Showers, etc.).

(2) Identify other potential signatures of impulsive transfers of energy (electron beams, as-
sociated electromagnetic or/and electrostatic fields) and provide inputs to test generation
mechanisms

(3) Provide inputs for the modelling of the effects of TLEs, TGFs and bursts of precipitated
and accelerated electrons (lightning induced electron precipitation, runaway electron
beams) on the Earth’s atmosphere.
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Table 1 List of TARANIS instruments (September 11 2007)

Instrument Measured parameters PI, Organizations

MCP Microcameras and photometers E. Blanc—CEA/LDG (F) + Univ.
Tohoku-Hokkaido, Jaxa (J)

XGRE X-ray, gamma-ray and relativistic electron
experiment

D. Lawrence—JHUAPL (USA) +
DNSC (D), UC Berkeley & Santa Cruz,
Planetary Science Institute, SciTech
Solutions (USA)

IDEE Energetic electrons (<2 MeV) J.A. Sauvaud—CESR/CNRS (F) +
Univ. Prague (Cz)

IME-BF Low frequency electric field (<1 MHz) &
ion probe

H. de Feraudy—CETP/CNRS (F) +
GSFC (USA)

IME-HF HF/VHF electric field (100 kHz–30 MHz) J.L. Rauch—LPCE/CNRS (F) + Univ.
Prague, IAP (Cz)

IMM Low frequency magnetic field (<1 Mz) &
zero + whistler detector

J.L. Pinçon—LPCE/CNRS (F) + Univ.
Stanford (USA)

MEXIC On-board management M. Parrot—LPCE/CNRS (F) + CBK
(P)

Table 2 Major Science topics and questions addressed by the TARANIS mission

TLEs and TGFs observations Locate geographical positions and altitudes of TLEs and TGFs
source regions Model variations with LT, season, activity indices,
etc.

Environmental conditions Identify parent lightning flashes and associated EM emissions
Investigate possible correlations with cosmic rays, micrometeorites,
volcanoes, etc.

Transfers of energy between the
radiation belts, the ionosphere and
the atmosphere

Detect and characterize burst of precipitated electrons (LEPs) and
of accelerated electrons (RBs)

TLEs and TGFs generation
mechanisms

Provide input data (TLEs and TGFs source regions, association with
lightning activities and other environmental parameters like EAS,
bursts of precipitated and accelerated electrons) to test generation
mechanisms

Contribution to the modelling of
the effects on the atmosphere and
on the global electric circuit

Provide information on sources of energy (TLEs, TGFs, bursts
of precipitated and accelerated electrons) or/and on large scale
ionospheric perturbations

This paper first describes the TARANIS mission and instrumentation. It then shows
how the TARANIS programme (including associated ground-based and balloon-based mea-
surements) may answer questions about: TLEs and TGFs source regions, associated phe-
nomena, transfers of energy between the radiation belts and the atmosphere, TLEs and
TGFs generation mechanisms, input parameters to the modelling of the variation of the
atmosphere and of the electric circuit. The final section includes a summary and a conclu-
sion.
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2 TARANIS Instrumentation Payload and mission profile

The TARANIS scientific payload is composed of six scientific instruments: MCP (Micro-
Cameras and Photometers), XGRE (X-ray, Gamma-ray and Relativistic Electron experi-
ment), IDEE (Instrument Détecteurs d’Electrons Energétiques), IME-BF (Instrument de
Mesure du champ Electrique-Basse Fréquence), IME-HF (Instrument de Mesure du champ
Electrique-Haute Fréquence), IMM (Instrument de Mesure du champ Magnétique) and of a
Multi Experiment Interface Controller equipment (MEXIC). The TARANIS layout is repre-
sented in Fig. 1. The main characteristics of the instruments are given in Table 1.

The scientific payload is operated as a single instrument (Lagoutte and Lefeuvre 2008).
The objective is: first, to make a low time resolution survey of the optical and field/particle
events at medium and low latitudes, then, under alert, to record well synchronized high
resolution data. Alerts may be triggered by the detection of a priority event (TLEs, TGFs,
electron beams, or burst of electromagnetic or electrostatic wave) by one of the instrument.
They are controlled by the MEXIC equipments before being transmitted to all the instru-
ments. The recording time intervals depend on the event at the origin of the alert and of
the instrument considered. As an example, for a TLE, low frequency electric field measure-
ments must be recorded over time intervals starting a few tens of milliseconds before the
alert in order to detect the electromagnetic signature of the parent lightning. This imposes
to implement circulating buffers on each instrument.

Two operation modes have been defined: a “Survey mode” and an “Event mode”. Both
operate in parallel. The Survey mode is run over each half orbit in the geographical latitude
range [−60◦;+60◦]. Except in specific regions where experiments have to be switched off
(day time for most optical measurements, South Atlantic Anomaly for gamma ray detectors)
low time resolution data are continuously sent by the instruments to the MEXIC equipment
which transmits them to the satellite mass memory. The Event mode is triggered on alerts.

Fig. 1 Lay out of the TARANIS satellite. The instruments are in blue. Satellite sub-systems are in red
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High time resolution data are sent by the instruments to a ring buffer of high storage capacity.
Tests performed on available ground-based and satellite-based observations are in progress
to precise all needed event parameters. Modifications of these parameters are also possible
during the flight.

2.1 The Instruments

2.1.1 The MicroCamera and Photometer experiment (MCP)

The objectives of the MCP experiment are: to identify and characterize the TLEs (sprites,
halos, elves, etc.), to locate the source regions, and to trigger other TARANIS instruments
which may point out associated events. The first specification requires measurements at
wavelengths where the different types of TLEs may be discriminated between themselves
and from lightning flashes. The second can be fulfilled by observations at the nadir only. The
third imposes both observations in the direction where associated events may be detected,
i.e. at the nadir (second specification), and a quasi real-time analysis on-board.

The concept of discriminating TLEs from images taken at the nadir has been validated by
the LSO (Lightning and Sprite Observations) experiment on-board the International Space
Station (Blanc et al. 2004, 2006). It consists in the use of two cameras in parallel. One
microcamera (lightning camera) is dedicated to observations in the visible and near-infrared
(600–900 nm) the other (TLE camera) to observations in the band 762 ± 5 nm. This band
corresponds to the O2 absorption band of the atmosphere in which lightning are absorbed
comparatively to TLEs (Blanc et al. 2006). Thirty images per second, with 512 × 512 pixels
per image, are expected. The zone of observation is of the order of 500 km. The spatial
resolution at ground is of the order of 1 km. Knowing that distances between TLEs and
parent lightning flashes are found to run from a few km to ∼50 km (Sao Sabbas et al. 2003),
such characteristics will allow to have on the same or on successive images both TLE and
parent lightning flash.

The photometers measure the irradiance in four different spectral bands: 762 ± 5 nm,
337 ± 5 nm, 150 to 280 nm, 600 to 900 nm. The three first make observations on a disk
of 275 km radius and the fourth, which is dedicated to lightning measurements, on a disk
of 700 km. The flux of photons is sampled at 20 kHz. This will allow separating in time
lightning flashes from sprites which occur from about 1 ms to hundreds of ms after the parent
lightning. The full distinction between lightning and TLEs will be performed by using all
photometer responses in the different spectral bandwidths. The TLE response is expected
to be important in the UV-FUV (337 nm, 150 to 280 nm) and in the 762 nm O2 absorption
band, whereas the response of lightning will be weak because lightning are absorbed by the
atmosphere. ISUAL showed that the lightning response is suppressed in the FUV (Mende et
al. 2006). MCP alert signals will be derived from the amplitudes of output signals of 1 to 3
photometers. Thresholds will be modifiable during the flight.

2.1.2 The X-ray, Gamma-ray and Relativistic electron Experiment (XGRE)

The purpose of the TARANIS X-ray, Gamma-ray and Relativistic electron Experiment
(XGRE) detector is to provide measurements that can determine unambiguously the mech-
anism(s) that generate TGF events as well as to quantify: (i) the total energy released per
event, (ii) the atmospheric altitude at which the burst is initiated, and (iii) the latitude, al-
titude, and local-time dependent factors that control the evolution of the burst event. The
XGRE performance (e.g., detection efficiency and timing parameters) has been designed
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based on known TGF fluxes and timing characteristics from previously detected TGFs
(Smith et al. 2005; Smith 2007).

The measurement goals require the detection of hard X-ray and gamma-ray transients
having photon energies between 20 keV and 10 MeV, rise times as short as 10 s of µs,
and total durations up to several 100 s of milliseconds. The atmospheric altitude of the
X-ray/gamma-ray burst (Østgaard et al. 2008) can be derived from both the measured
rise time (increased atmospheric scattering will produce a longer rise time, Colman and
Roussel-Dupré 2008) and the low-energy portion of the transient energy spectrum (in-
creased atmospheric attenuation will preferentially attenuate lower energy X-rays). Some
of the energetic-photon bursts may be accompanied by bursts of relativistic electrons having
energies between 1 MeV and 10 MeV.

The XGRE detectors will consist of three rectangular, 10 mm-thick CsI(Na) scintil-
lator sheets, each having 300 cm2 area. The total area is 900 cm2. Each CsI scintillator
will be packaged with a 5 mm thick BC400 plastic scintillator in a phoswich arrangement.
A phoswich sensor (or phosphor sandwich) consists of two dissimilar scintillators that are
optically coupled to a single photomultipler tube (PMT) where the signals from each scin-
tillator are separately detected by their significantly different rise times. Phoswich tech-
niques are standard for particle detection and are described by Knoll (2000) and references
therein. The plastic scintillator acts as a partial anticoincidence shield and a dE/dX identi-
fier of relativistic electrons. This phoswich combination of scintillator elements combined
with appropriately-designed front-end electronics, provides the capability of separating the
signals of hard X-rays/gamma rays and relativistic electrons, and measuring their separate
energy spectra (enabled by the very different fluorescent decay times of plastic and CsI
scintillators). The dE/dX element of one of the 300 cm2 sensors will face downward (for
upward-going newly accelerated electrons) and two will face upwards (for downward-going
precipitated electrons). The two upward-facing BC400 sensors will be mounted on two of
the sides of the spacecraft near the nadir face.

The XGRE detector will record both the dE/dX and total E amplitudes. The information
will be stored in a circular buffer. Each time an interaction above threshold is detected an
alert signal will be sent to MEXIC.

2.1.3 The Energetic Electron Instrument (IDEE)

The objective of the IDEE experiment is: to provide high resolution energetic electron spec-
tra and pitch angle distributions, to separate upgoing accelerated electrons and downgoing
precipitated electrons, to detect burst of electrons associated with TGFs, to identify Light-
ning induced Electron Precipitation (LEP), and to provide alert signals.

The Energetic Electron Instrument (IDEE) is intended to measure energetic electrons in
a large dynamic range of fluxes running from ∼106 cm−2 s−1 keV−1 at 60 keV (radiation
belts) to 0.2 cm−2 s−1 keV−1 at 4 MeV (expected runaway electron beams). Estimations of
electron fluxes in the radiation belts are derived from DEMETER data (Sauvaud et al. 2006)
and those of runaway electron beams from RHESSI data (Dwyer et al. 2008).

The instrument consists of two spectrometers, each with a maximal field of view of
140◦ × 150◦; one with a sight axis making an angle of 60◦ with the nadir direction, the sec-
ond making an angle of 30◦ with the anti-nadir direction. The sensor heads are made of two
planes of semi-conductors, the upper plane with silicon and the lower plane with CdZnTe.
Each spectrometer measures electron spectra from 70 keV up to 4 MeV. The energy resolu-
tion changes with the electron energy: It varies from 10 keV for electrons between 70 and
400 keV up to ∼100 keV for 4 MeV electrons (see Fig. 2). The angular resolution of each
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Fig. 2 Geometrical factors of
the different parts of the IDEE
spectrometer as a function of the
electron energy (G = S · � · ε
where S is the effective detection
surface, ε is the detection
efficiency, � is the solid angle of
acceptance). Red: full silicon
detection plane. Dashed red:
silicon small strip. Blue: full
CdZnTe detection plane. Green:
geometrical factor of the
combined semiconductor
detection planes: silicon and
CdZnTe

spectrometer is better than 35◦. The maximum recordable count rate is 107 s−1. IDEE will
be able to detect very short transient events (<10 ms) with small fluence. Alert signals will
be sent by IDEE in the case of electron beams detection.

2.1.4 The Low Frequency Electric Field Instrument (IME-BF) and the Ion Probe

The IME-BF instrument covers the low and medium frequency range (DC—1 MHz). Its
main objectives are: the identification of the O+ whistler (name given to a whistler during
its first upward propagating path through the ionosphere) of the causative lightning (which
completes information provided by the ground-based lightning detection networks, in par-
ticular in the case of the Intra Cloud (IC) discharges which are not observed at ground), to
monitor the electromagnetic environment, and to provide estimations of the local plasma
parameters. Although it is still an open question, measurements of wave-fields in this fre-
quency range are expected to provide electromagnetic and/or electrostatic signatures of elec-
tron beams and more specifically of runaway electron beams.

For the sake of convenience (common analyzer) an ion probe has been associated with the
IME-BF instrument. Its objective is to detect large scale perturbations of the thermal plasma
which could affect the ionosphere/atmosphere coupling in specific geographical regions.

The electric antenna is a heritage of the DEMETER satellite (Berthelier et al. 2006). The
electric wave fields are measured by spheres located at the tip of 4 m boom. Accommoda-
tion with 6 m at least between the two spheres increases the measurement sensitivity. It is
expected to be equal to 126 nV m−1 Hz−1/2 at 100 Hz and 40 nV m−1 Hz−1/2 at 10 kHz.

The ion-probe provides a passive measurement of local ion density fluctuations. It is lo-
cated on a boom (at least 50 cm away from the platform of the satellite) allowing measure-
ments outside the satellite sheath. Ion density fluctuations are expected to identify specific
local environmental conditions like plasma depletions (ionospheric “bubbles”).
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2.1.5 The High Frequency Electric Field Measurements (IME-HF)

The IME-HF instrument measures electric wave fields in the frequency band: 100 kHz–
35 MHz. At the highest frequencies, i.e. at the frequencies where the wave fields are weakly
affected by the trans-ionospheric propagation, it has for main objective to point out radio
signatures associated with TLEs, TGFs and lightning flashes, and in particular the bi-polar
pulses associated with intracloud lightning signals (Jacobson and Light 2003). At the lowest
frequencies, i.e. at frequencies overlapping with the IME-BF instrument (<1 MHz), it is
expected to contribute to the estimation of polarization characteristics and to the identifica-
tion of propagation modes (O or X). In the full frequency band, it provides a monitoring
of natural emissions (Trans-Ionospheric Pulse Pairs or TIPPs) and man-made emissions
(broadcast transmitters). Estimations of cut-off frequencies may be used to derive the values
of the local plasma frequency.

The measurements are performed by a dipole antenna composed of 2 monopoles of 1 m
length each. The tip to tip distance is 3 m. The sensitivity is equal to 10 nV m−1 (Hz)−1/2 at
1 MHz. The electronic works at high impedance to minimize the plasma effect around the
plasma characteristic frequencies (f ce, f pe). IME-HF may provide alert signals.

2.1.6 The Magnetic Field Measurement (IMM)

The IMM instrument covers a frequency band running from a few Hz to 1 MHz. Its two
main objectives are: first, at VLF frequencies below 20 kHz, to provide accurate estimations
of the propagation characteristics of the electromagnetic emissions (sense of polarization,
wave normal directions); second, at all frequencies, to complete the IME-BF data i.e. to
discriminate electrostatic from electromagnetic wave fields and to provide rough estimates
of the propagation characteristics.

The measurements are performed by a triaxial search coil magnetometer. IMM is
mounted at the tip of a two meters boom to minimize noise interference from the space-
craft. It is composed of three orthogonal magnetic antennas. Two of them are mono-band
coils that measure two magnetic field components for frequencies ranging from a few Hz
to 20 kHz. The third antenna is a dual-band coil allowing measurements of the remaining
magnetic field component for frequency ranging from a few Hz up to 1 MHz. The sensitiv-
ity achieved by the IMM instrument is 2 pT(Hz)−1/2 at 10 Hz, 8 fT(Hz)−1/2 at 2 kHz, and 9
fT(Hz)−1/2 at 100 kHz.

The analyzer dedicated to the data processing of IME-BF and IMM data for the MF
frequency band [10 kHz–1 MHz] includes a O+ whistler detector to perform automatically
and continuously the detection and characterization of O+ whistlers in order to provide
comprehensive statistics of lightning flashes including for Intra Cloud discharges.

2.1.7 MEXIC

The MEXIC equipment powers the scientific instruments and ensures all interfaces between
the scientific instruments and the satellite. In this regard, its main functions are: to provide
the (basic) secondary voltages, to receive and to decode the scientific payload commands,
to manage the instruments (ON/OFF, configuration, modes), to manage the event triggering
signals, to time stamp the data packets (absolute date), to manage the data transfer to mass
memory, to house the instrument analyzers.
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Fig. 3 Geographical domain in which the TARANIS instrument will be switched on (between −60◦ and
+60◦ geographic latitudes). Invariant latitude and geomagnetic longitude curves respectively point out the L

values and conjugate regions which will be covered

2.2 Mission Profile

TARANIS belongs to the CNES Myriade microsatellite family. It is a three axis stabilized
satellite. The scientific equipments are mounted on a box 80 × 60 × 80 cm (see Fig. 1). The
total weight is around 150 kg, including ∼30 kg for the scientific payload. The microsatel-
lite subsystems include a mass memory of 16-Gbit capacity, a high rate X band telemetry
(16.8 Mbits/s) for the transmission of the scientific data.

The mission profile is very close to the DEMETER profile. TARANIS is forecast to be
a two-year mission. It will fly in a 98◦ polar orbit at altitudes ∼700 km. It will be sun-
synchronous with a drift of 2 hours Local Time per year. In two years, assuming a Local
Time ascending node around ∼22 LT at the launch (which maximises the probability of
optical measurements), it will cover 22 to 2 LT during night-time and 10 to 14 LT during
day-time. Due to limitations in the power budget, in particular for the night time orbits, the
scientific experiments will be switched off at high geographical latitudes (below −60◦ and
above 60◦) during the nominal operation modes (see Fig. 3). However, this will allow cov-
erage for most regions where lightning activity is strong and therefore where the probability
of observations of TLEs or/and TGFs is high. Data will be transmitted to the ground at least
twice per day. As with the DEMETER microsatellite, the TARANIS mission Centre will
be developed and operated by the Laboratoire de Physique et Chimie de l’Environnement
(Lagoutte et al. 2006).

3 TARANIS Contributions to Major Science Topics

3.1 TLEs and TGFs Source Regions

Numerous ground-based images of TLES occurring over the tops of thunderstorms have
been obtained (Lyons 2006). The most recent observations with high-speed cameras and
telescopes have shown a wide variety of optical small scale structures. They have resulted
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in the phenomenological identification of a large number of processes named column and
carrot sprites, angels, trolls, jets, giant jets, halos, elves, beads, and bars (i.e., Sentman and
Wescott 1993; Lyons et al. 2003; Lyons 2006; Cummer et al. 2006a, 2006b). Triangula-
tion techniques have allowed the location of source regions. However, despite well orga-
nized campaigns of measurements, to our knowledge, no comparison with TGFs satellite
data has been reported so far. Global TLE observations by the ISUAL experiment on-board
the FORMOSAT-2 Taiwanese satellite has allowed the mapping of sprites, elves and ha-
los (Mende et al. 2006). The occurrence rate is about 1.7 TLE per operation hour (Chen et
al. 2005). However, with the images being taken at the limb, region sources may only be
roughly estimated.

By making optical measurements at the nadir, the TARANIS MCP instrument will iden-
tify sprites, halos and elves but may have difficulties to well measure with cameras low
altitude events such as blue jets. The photometer in the 337 ±5 nm spectral band is better
adapted to such observations. MCP will also provide lightning monitoring. The source re-
gions will be located with a 1 km space resolution and results will be correlated with other
satellites, ground-based and balloon-based observations related with thunderstorm activity.
This is essential when looking for common physical mechanisms at the origin of the genera-
tion of TLEs and TGFs. In particular, this will allow a better description of electrochemical
processes associated to breakdown and of associated events like large gravity waves over
thunderstorm areas (Sentman et al. 2003) and synchronized ground-based observations of
infrasound associated with sprites (Farges et al. 2005).

TGFs, originally discovered above active thunderstorms by the BATSE instrument on
board of the CGRO satellite (Compton Gamma-Ray Observatory) (Fishman et al. 1994),
are presently being monitored by the RHESSI satellite which to date has observed some
10–20 TGFs per month (Smith et al. 2005). The geographical distribution of TGFs roughly
corresponds to the geographical distribution of lightning over continents at low-latitude and
also to the distribution of sprites (Christian et al. 2003; Chen et al. 2005). However, TGF
emissions are rarely detected over the Southern USA where many sprites are observed at
ground level (Smith et al. 2005).

By increasing the sensitivity of the detectors and by providing better estimates of the
altitudes of the X and gamma ray source regions, data from the TARANIS XGRE instrument
will provide relevant inputs for testing among the TGFs generation models: at low altitudes
in the troposphere (Dwyer and Smith 2005; Williams et al. 2006), at high altitude (Moss et
al. 2006), or continuously at altitudes between 15 and 60 km (Østgaard et al. 2008).

3.2 Associated Phenomena

TLEs and TGFs are generally associated with lightning activity. This is particularly well
demonstrated for TLEs. Sprites and halos occur after an intense positive cloud-to-ground
stroke, generally identified using ground-based detection networks, while elves are ob-
served after all lightning flashes that exceed a minimum threshold (Barrington-Leigh
and Inan 1999). Delay times are generally below 20 ms but delays up to several hun-
dreds of ms have been reported, in particular for groups of sprites. Remote sensing us-
ing broadband ELF sensors at thousands of kilometres from the thunderstorms may be
used to estimate charge moment (Cummer and Lyons 2005). Ground-based measurements
have shown that ELF slow tail signatures indicating a significant flow of continuing cur-
rent (Cummer et al. 1998) are associated with 10–20% of sprites (Fullekrug et al. 2001;
Cummer et al. 2006b). TGFs have also been associated to lightning activity. Lightning
flashes located in a circle of 300 km radius of the subsatellite point were correlated with
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RHESSI TGFs (Cummer et al. 2005). BATSE TGFs were related with ELF/VLF signals
exhibiting slow tails as signals associated with sprites (Inan et al. 1996a). Other TGFs were
observed without associated lightning (Inan et al. 1996a; Cummer et al. 2005). However,
Smith (2007) has shown that TGFs observed over nonstormy regions may be interpreted as
the result of the propagation of relativistic electrons from a storm at the conjugate point.

By locating source regions of TLEs and/or TGFs at the same time, TARANIS will al-
low checks of whether the two phenomena are related to the same lightning activity or not.
Moreover, on-board wide band wave field measurements will provide the capabilities: (a) to
remove ambiguities about missing or/and long delay parent lightning flashes, (b) to identify
spherics propagation characteristics, (b) to better track electrostatic or electromagnetic sig-
natures of electron currents, (c) to evaluate the energy transferred by electromagnetic pulses
along their propagation across the ionosphere.

In parallel, the IDEE and XGRE high energy electron measurements will provide dis-
crimination between gamma-rays and electron events observed by gamma ray detectors,
whereas the ion probe measurements will provide data to test whether the altitude of TLE
and TGF sources are affected or not by large scale movements (bubbles) observed just after
sunset in the equatorial regions (de La Beaujardière 2004).

In addition, comparisons with ground-based measurements will allow studying seasonal
dependence of the association with lightning activity, correlation with: observations of Ex-
tensive Atmospheric Showers (EAS), burst of electron precipitations, geomagnetic activity,
etc.

3.3 Transfers of Energy Between the Radiation Belts, the Ionosphere and the Atmosphere

Except for a narrow latitude range around the equator, a non-negligible part of the energy
of VLF waves emitted at ground (VLF transmitters) or in the atmosphere (electromagnetic
waves associated with lightning flashes) may propagate through the ionosphere and interact
with radiation belt electrons. Bursts of precipitated electrons associated with subionospheric
early VLF perturbations have been observed in one-to-one association with sprites observed
at ground (Haldoupis et al. 2004). Electron measurements performed on board the DEME-
TER spacecraft (Sauvaud et al. 2006) have pointed out short bursts of lightning-induced
electron precipitation (LEP) simultaneously with newly-injected upgoing whistlers, and
sometimes also with once reflected (from the opposite hemisphere) whistlers. As shown
in Inan et al. (2007), for the first time causative lightning discharges have been definitely
geo-located for some LEP bursts aboard a satellite. The LEP bursts occur within <1 s of the
causative lightning and consist of 100–300 keV electrons.

The direct observation of electron beams accelerated from the atmosphere to the radia-
tion belt is more difficult. In only one instance energetic electrons (∼1 keV) moving upward
were ever measured by a satellite in association with a lightning strike situated in a hurricane
(Burke et al. 1992). This lack of success is further exemplified by the data set obtained by
the SAMPEX low altitude satellite (Li et al. 2001), which despite continuous monitoring
of the radiation belts, shows no evidence for runaway relativistic electron beams in associ-
ation with lightning. An encouraging case, however, has been identified in RHESSI data.
The longer and most intense TGF observed above the SAHARA desert in January 2004, as
thunderstorm are frequent at the conjugate point, could be the manifestation of an electron
beam hitting the spacecraft (Smith et al. 2005). Other examples have been presented since
then (Smith 2007). Indirect observations of electron beams via electromagnetic signatures
have also been invoked. Lehtinen et al. (2000) have shown that relativistic runaway electron
beams driven by intense lightning generated quasi electrostatic (QE) fields may undergo in-
tense interactions with the background magnetospheric plasma, leading to rapid nonlinear
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growth of Langmuir waves. Plasma physics offers other potential interactions and so other
potential signatures, like the production of lower hybrid waves (Martin-Solis et al. 2002).

As shown by numerous authors (e.g. Baker et al. 2007; Sauvaud et al. 2008) measure-
ments of energetic electrons on-board low altitude (∼600 km) satellites like SAMPEX and
DEMETER is a good way to monitor variations in the radiation belts. Provided the ob-
servations are made in geographical regions where the different sources of energy may be
distinguished impulsive events like LEPs may be observed (Inan et al. 2007). By adjusting
its sensitivity to the background noise in different geophysical regions, the TARANIS IDEE
experiment is tailored to point out impulsive events like bursts of precipitated and acceler-
ated electrons with still higher time and space resolutions. Although it is still a challenge a
direct detection of runaway electron beams seems possible. In parallel, indirect detections
of electron currents are expected from the wide band wave field measurements.

3.4 TLEs and TGFs Generation Mechanisms

The association of TLEs or/and lightning with TGFs has not been demonstrated so far.
TGF spectra measured by RHESSI reveal energies up to 30 MeV (Smith et al. 2005), in
agreement with energies predicted by the runaway relativistic electron breakdown mecha-
nism triggered by cosmic rays (Roussel-Dupré and Gurevich 1996; Gurevich et al. 2004;
Roussel-Dupré et al. 2005), while most of TLE structures are explained by conventional
processes (Pasko 2006). Most recent developments show that for fast (< a few ms), high
current (>100 kA) positive lightning, the high altitude discharge is dominated by a diffusive
air glow driven by conventional breakdown and producing TLEs at high altitudes (>60–
70 km), followed by runaway breakdown, at the origin of TGFs, that initiates at the top of
the cloud (∼15 km) and develop upwards to altitudes exceeding 90 km. For longer duration
continuing currents (> a few ms), streamers driven by conventional breakdown develop at
high altitudes (∼75 km) and evolve downward to lower altitudes. The streamers are then
followed by runaway discharges that are initiated at the top of the cloud and propagate to
high altitudes (Roussel-Dupré et al. 2005; Nelson et al. 2006). However, Gurevich and Zy-
bin (2005) considered that runaway breakdown are produced by EAS and are not associated
to TLEs.

By providing: (a) simultaneous and comprehensive measurements of source regions and
source altitude for TLEs and TGFs, (b) comprehensive information on the association with
lightning activities and on other environmental parameters like the occurrence of Extensive
Atmospheric Showers, and (c) characteristic parameters of bursts of precipitated and accel-
erated electrons, the TARANIS instruments are expected to provide data which will allow
to put complementary constraints and to test generation models.

3.5 Contribution to the Modelling of Effects on the Atmosphere and on the Global Electric
Circuit

The possible effect on the Earth’s atmosphere concerns ionization, chemical changes, and
the dynamics of the atmosphere. It has been suggested for numerous years that lightning
flashes were a major natural source of NOx (Stark et al. 1996; Wang et al. 1998). Obser-
vations suggest that TLEs may be sources of NOx and may cause local perturbations (Inan
et al. 1996a, 1996b). Significant production of nitric oxide and ozone by single jet was
estimated by Mishin (1997) assuming an electron avalanche in the jet wave front. The ef-
fects of ionization changes on the Earth-ionosphere wave guide in relation with TLEs and
LEP is currently monitored by ground-based VLF measurements (Haldoupis et al. 2004).
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Columns of ionization with peak electron densities of 6 × 104–105 cm−3 predicted by the
runaway breakdown mechanism were observed by HF radar following intense lightning
flashes (Roussel-Dupré and Blanc 1997). The recent observations of details in the streamer
structures by high-speed cameras allow a better description of electrochemical processes
associated with breakdown (Liu and Pasko 2004; Cummer et al. 2006a, 2006b). Precipi-
tated particles may also produce NOx, but, except for high latitudes where local mecha-
nisms allow transport to the stratosphere (Callis et al. 2002 and references therein), very
energetic particles are required to produce NOx in the low atmospheric layers. Heating ef-
fects have also been pointed out. Ground-based observations of infrasound associated with
sprites (Farges et al. 2005) and measurements in the upper atmosphere of large scale gravity
waves over thunderstorm area (Sentman et al. 2003) have been reported. A one to one rela-
tion between specific infrasound characterized by a chirp signature and sprites indicates the
possibility of the heating of ambient atmosphere (Farges et al. 2005).

Although TARANIS cannot by itself measure direct effects on the atmosphere, it may
bring an important contribution to modelling activities by providing information on several
sources of energy (TLEs, TGFs, bursts of precipitated and accelerated electrons) or/and
on large scale ionospheric perturbations. Additional atmospheric data need to be obtained
from complementary satellite measurements or/and from ground-based and balloon based
experiments. Tests on the effects of TLEs, TGFs, and bursts of precipitated and accelerated
electrons on the ionization rate must involve ground based radar measurements.

4 Summary and Conclusions

The TARANIS microsatellite is scheduled to be launched in 2012 into a 98◦ polar orbit at
altitudes ∼ 700 km. The instruments include:

• Microcameras and photometers
• X-ray, gamma-ray and relativistic electron detectors
• Energetic electron detectors
• LF electric fields measurements and ion probe
• HF/VHF electric fields measurements
• LF magnetic field and O+ whistler detector
• A controller system including processing of alert signals generated by the instruments

The TARANIS instruments and their main functions have been described. They provide
the following capabilities:

• to locate the source regions of TLEs and TGFs and to estimate the altitudes of the TGFs
region sources,

• to clarify associations of TLEs and TGFs with lightning activity (delay times with parent
lightning flashes, ELF and VLF signatures of associated events, correlation between bi-
polar pulses and TGFs),

• to detect and characterize potential electromagnetic signatures of physical processes in-
volved

• to investigate the potential effects of large scale movements of the thermal plasma on the
source altitudes,

• to check the separation between gamma-rays and electrons,
• to identify and characterize bursts of precipitated and accelerated energetic electrons,
• to test generation mechanisms for TLEs and TGFs,
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• to evaluate effects of TLEs, TGFs, RBs and LEPs on the atmosphere and on the radiation
belt.

Associated ground-based and balloon-based measurements are necessary both for com-
parisons between data acquired below the source regions and above and for evaluating ef-
fects on the atmosphere. Collaborations are needed with scientific teams involved in other
spacecraft programmes in orbit at the same time as TARANIS (in particular. experimenters
of the ASIM experiment on-board the International Space Station): (1) to provide data not
acquired by TARANIS like atmospheric data, (2) to extend the UT and LT coverage, and
(3) to better describe the spatial structures under study.
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Abstract Lightning activity in Venus has been a mystery for a long period, although many
studies based on observations both by spacecraft and by ground-based telescope have been
carried out. This situation may be attributed to the ambiguity of these evidential measure-
ments. In order to conclude this controversial subject, we are developing a new type of
lightning detector, LAC (Lightning and Airglow Camera), which will be onboard Planet-C
(Venus Climate Orbiter: VCO). Planet-C will be launched in 2010 by JAXA. To distinguish
an optical lightning flash from other pulsing noises, high-speed sampling at 50 kHz for each
pixel, that enables us to investigate the time variation of each lightning flash phenomenon,
is adopted. On the other hand, spatial resolution is not the first priority. For this purpose we
developed a new type of APD (avalanche photo diode) array with a format of 8 × 8. A nar-
row band interference filter at wavelength of 777.4 nm (OI), which is the expected lightning
color based on laboratory discharge experiment, is chosen for lightning measurement. LAC
detects lightning flash with an optical intensity of average of Earth’s lightning or less at a
distance of 3 Rv. In this paper, firstly we describe the background of the Venus lightning
study to locate our spacecraft project, and then introduce the mission details.

Keywords Venus · Lightning · Atmosphere · Electricity · Planet-C · VCO · Orbiter · LAC

1 Background of Venus Lightning Study

It is well known to us that lightning on Earth is usually produced by strong convec-
tive clouds. According to recent global surveys from ground and spacecraft, the average
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global occurrence rate of lightning is ∼40 to ∼100 events per second. It is also known
that lightning discharges give an impact on the global electric circuit in the atmosphere
and the atmospheric chemical processes. Lightning discharges on Earth have several estab-
lished source mechanisms. Details of the discharge processes can be found in Rakov and
Uman (2003). Basically, the discharge requires as its prelude a charging mechanism and a
charge separation mechanism to separate opposite polarity charges against their electrical
attraction until the developed electric potential difference exceeds the breakdown field of
the atmosphere. Terrestrial lightning discharges also occur in volcanic plumes and within
dust storms. Recently the cloud to mesosphere/ionosphere discharges such as sprites, elves
and blue jets have been discovered successively and these generation mechanisms are in-
vestigated with extensive global observations and numerical simulations. Recent plane-
tary exploration missions have revealed that lightning occurs on other planets. On Jupiter,
lightning has been detected by optical instruments (Cook et al. 1979; Little et al. 1999;
Dyudina et al. 2004) and by the reception of whistlers which appear to be originated from
lightning (Gurnett et al. 1979; Lanzerotti et al. 1992). From the results of Galileo and
Cassini optical observations, lightning events on Jupiter are found to be associated with
storm clouds, and their maximum energy is estimated to be 104 times more powerful than
that of Earth. The Cassini radio and plasma wave instrument successfully detected many in-
tense impulsive radio signals from Saturn lightning (Gurnett et al. 2005; Fisher et al. 2006).

1.1 Prediction of Venus Lightning

Venus, Earth’s sister planet is particularly fascinating, because of its proximity and its per-
manent obscuring cloud layers. Terrestrial lightning is associated with the generation of
electrical charges in convective clouds; hence, there seems a good chance that Venus is also
a candidate which has lightning discharge. But the clouds of Venus are mainly composed
of sulfuric acid, so it is difficult to induce a charge separation by friction between cryohy-
drate and hail like Earth. However, depending on the water content of sulfuric acid, there
is a possibility that sulfuric acid is in solid state above the middle cloud layer (∼51 km).
Furthermore, the fact that the clouds are yellow is due to solid sulfur and ferric chloride
existing in clouds. Large upward winds detected by Vega balloons in situ measurements
(Sagdeev et al. 1986) suggest good conditions to generate lightning discharges in the Venus
atmosphere. Therefore there is high possibility of the existence of lightning on Venus. If
lightning exists on Venus, cloud-to-ground discharges would be very difficult to produce at
Venus due to the large breakdown voltage of the dense CO2 atmosphere and the extreme
high altitude of the cloud layers above the surface. Hence, intra-cloud discharges are likely
to be the most dominant possibility at Venus. Cloud-to-ionosphere lightning events cannot
be ruled out at Venus, particularly because the clouds on Venus are 30 to 40 km nearer to
the base of the ionosphere than the case of Earth. If there is volcanic activity on Venus,
this can become a source of lightning. Considering that Venus has no intrinsic magnetic
field, lightning initiated by cosmic rays may be dominant on Venus. Borucki et al. (1996)
made laboratory simulations of lightning in the Venus atmosphere (CO2: 96%, N2: 4%) and
measured the spectral irradiance in the visible range. From the results obtained by observing
laser-induced plasmas, it is clear that the observed spectrum is fairly uniform from 360 nm to
760 nm, but shows a very prominent atomic oxygen feature at 777.4 nm. Ohba et al. (2003,
2004) generated discharges in the CO2 atmosphere and the strongest emission has also been
measured at 777.4 nm, atomic oxygen line. Krasnopolsky (2006) pointed out that lightning
is only the known source of NO in the lower atmosphere of Venus, and the detection of
NO is a convincing and independent proof of lightning on Venus. He derived 5.5 ± 1.5 ppb
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below 60 km as NO mixing ratio by ground-based telescopic observations, hence concluded
that the global flash rate is ∼90 flashes/s and ∼6 km2/year if a flash energy on Venus is
∼109 J.

1.2 Significance of Venus Lightning

Investigation of the Venusian lightning is necessary to progress the following research areas:
Charge separation mechanism: In the generation mechanism of terrestrial lightning,

charging and charge separation between cryohydrate and hail are generally considered.
However, if Venus lightning is generated in the sulfuric acid clouds, charge separation be-
tween droplets is necessary. This will lead to the understanding of sulfuric acid cloud char-
acteristics.

Atmospheric activity: Assuming that Venus lightning is produced by the strong convec-
tion like Earth, lightning observation becomes a powerful tool for remote sensing of con-
vective activity in the Venus atmosphere.

Global electric circuit: Earth is considered to be a concentric sphere capacitor surrounded
with ground surface and ionosphere, called the global electric circuit. Lightning discharge
plays an important role as a generator. From the occurrence rate and the global distribution
of Venus lightning, we can estimate the structure of the global electric circuit on Venus.

Chemical effects on atmosphere: Nitric oxides (NOx) production due to lightning dis-
charges is important in the terrestrial troposphere. Particularly, in the equatorial region
where lightning discharge occurs most frequently, it is estimated to reach to 40% of the
total amount of NOx production. Krasnopolsky (1983b) reported that Venus lightning pro-
duces NO and atomic nitrogen. Levine et al. (1982) suggested that at and below cloud level
and in the region where solar ultraviolet radiation cannot penetrate, the dissociation of car-
bon dioxide by lightning may be a significant source of oxygen atoms. For the estimation of
the chemical effect of lightning on the Venus atmosphere, it is necessary to investigate the
energy characteristics and occurrence rate of lightning.

Volcanic activity: The Magellan spacecraft reported that there is abundant evidence
for volcanoes and lava flows on Venus, but current observations have not yet determined
whether the planet is geologically alive or dead today. Na et al. (1994) showed a compi-
lation of sulfur dioxide cloud top measurements in Venus and reported that sulfur dioxide
has been advanced for the likely rapid increase and observed slow decline. One of these
explanations is the existence of active volcanism (Esposito 1984). If lightning is present in
Venus and its occurrence region is consistent with volcanoes, we can indirectly view the
volcanic activity in Venus. From the above arguments, it is predicted that lightning activities
must have an impact on meteorology, atmospheric electricity, and atmospheric chemistry on
Venus.

1.3 Past Observations

Venus lightning activity was investigated by optical measurements and electromagnetic
wave observations. These are thoroughly reviewed by Russell (1991), Grebowsky et al.
(1997), and Russell et al. (2006a, 2006b). Subsequent sections will describe past obser-
vations briefly.

1.3.1 Optical measurements

Major past optical measurements of Venus lightning were made as follows.
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Venera 9 and 10: In 1975, the Venera 9 grating spectrometer obtained the first optical
evidence for lightning on the nightside of Venus at 19h30m local time and 9◦S latitude
Krasnopolsky (1983a, 1983b). That spectrometer scanned the spectral range from 300 nm
to 800 nm in 10 s. Similar observations were made on Venera 10, but no nightside signals
were detected. Flashes were only seen over a period of 70 s. There were 10 to 20 flashes per
10 s scan with ∼0.25 s peakwidth—a duration comparable to that of terrestrial flashes. But
taking the instrument response time (5 ms) with the sampling time (20 ms) into account,
Krasnopolsky (1983a, 1983b) suggested that the flashes consisted of 10 to 20 short duration
strokes which occurred at intervals shorter than 20 to 30 ms. Alternative interpretation is
that the flashes have a continuous optical emission. Based on the energy measurement of
3 × 107 J and the assumption of constant energy/wavelength between 400 nm and 1100 nm,
the power of 7 × 107 J was estimated for the optical energy emitted per flash assuming long
duration 14 flashes without substrokes. On the other hand, Krasnopolsky (1983a) estimated
that if the flash consisted of 10 to 20 short strokes then the visible stroke energy would drop
to 2×106 J, corresponding to an estimated ∼1010 J for the total energy dissipated in a single
flash.

Pioneer Venus Orbiter: Borucki et al. (1981, 1991) devised a creative use of the Pioneer
Venus Orbiter (PVO) Star Tracker to search for optical bursts in the nightside ionosphere
of Venus. Scanner measurements near periapsis were studied for 53 orbits in 1988 and 55
orbits in 1990. The cloud coverage consisted of patches predominantly from 2230 local
time to the dawn terminator but a patch near the dusk terminator was also viewed. But the
rate of pulse detection was compared to the false alarm rate (due to high-energy particles)
measured outside of eclipse. Estimated upper bounds to the planetary flash rate were 4×107

flashes/km2/s for terrestrial-like short-duration (few hundred microsecond) flashes at least
50% as terrestrial flash using the 1988 data and 1 × 10−7 flashes/km2/s for long duration
flashes that are at least 1.6% as bright as typical terrestrial flashes using the 1990 data.
Despite this study surveying a large area of the nightside of Venus, the total time of search
for the two-year 108 orbits study was only 83 s due to very stringent viewing requirements.
Nevertheless, this analysis found no evidence of lightning.

Vega 1 and 2 balloons: Vega balloons searched Venus lightning within the cloud layers
of Venus in 1985. Sagdeev et al. (1986). Vega 1 and Vega 2 were inserted near midnight
local time at 7◦N and 7◦S latitude, respectively. They floated in the middle cloud layer at
altitudes between ∼50 km and ∼54 km. Each carried a silicon PIN diode light detector,
sensitive from 400 nm to 1100 nm range, which looked downward with a field of view of
±60 degrees. Both balloons drifted with the wind for 30 hours from midnight through the
dawn terminator. No lightning events were detected.

Galileo: In 1990, the Galileo spacecraft flew by Venus on its way to Jupiter. Solid State
Imaging (SSI) camera onboard Galileo observed Venus returned 77 useful images from
Venus Belton et al. (1991). If Venus lightning flashes have power characteristics and fre-
quency of occurrence similar to those of terrestrial lightning and spectral characteristics
similar to those suggested by Borucki et al. (1985), then it is only marginally possible that
they could have been detected by the SSI camera. Nevertheless, in view of the considerable
interest in Venus lightning, ten frames were devoted to a search. No indications for the pres-
ence of lightning flashes were found in these pictures. Roughly estimated upper bound to
total optical energy per flash is ∼4 × 109 J.

Ground-based telescope: Hansell et al. (1995) installed the CCD detector at the 153 cm
telescope located on Mt. Bigelow, Arizona and searched for light flashes on the nightside
of Venus. Their study carefully employed coronagraphic optics, using 2 masks designed in
accordance with the specific geometry for each individual night of viewing. An occulting
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Fig. 1 Example of the CCD image (a) and response (b) for a flash detected at 777.4 nm from Mt. Bigelow,
Arizona, (c) Locations of all 7 flash events. Event 7 is the lone burst detected at 658.0 nm and event 1 is the
burst depicted in (b) (Hansell et al. 1995)

mask was used in the imaging plane and a Lyot mask was used to block diffracted light by
the edges and support structure of the secondary mirror. The CCD detector was operated
at 18.8 frames/s for 30 pixel Å ∼ 30 pixel images of Venus. The observations were made
at 777.4 nm (0.7 nm bandwidth) and 656.3 nm (2.0 nm bandwidth). For 8 nights in 1993,
the total viewing time was 3 hours at 777.4 nm and 45 minutes at 656.3 nm. The 777.4 nm
(atomic oxygen) line is predicted that the strong emission in the Venus lightning spectra by
Borucki et al. (1996) and 656.3 nm (Hα) line was selected as a control measurement, such
emissions were not initially expected from lightning discharge on Venus. The dusk side of
Venus was facing Earth. Seven events met the stringent criteria (including the requirement
that an event must be seen on more than one pixel) that the experimenters used for isolating
lightning flashes, as shown in Fig. 1. Six events were detected in the 777.4 nm line. The
seventh occurred at 656.3 nm. It was then realized that the spectrum of lightning includes
a line at 658.0 nm which is within the rather broad pass band of the filter. The 777.4 nm
flashes occur at a rate of 2.7 × 10−12 flashes/km2/s and imply Venus lightning flashes with
optical energies from 7 × 107 J to 2 × 109 J.

1.3.2 Electromagnetic Wave Observations

Four electromagnetic wave observations of Venus lightning were made as follows.
Venera 11 and 12 landers: The Venera 11 and 12 probes descended onto Venus in 1978,

at similar midday, low latitude locations (Ksanfomality 1980). Each lander carried a high
sensitivity loop antenna detector with four narrowband channels centered at 10, 18, 36,
and 89 kHz, a wideband signal (8–90 kHz) detector, and an impulse counter. Measurements
began at an altitude of ∼60 km and continued during the ∼1-hour descent and on the surface
until contact was lost with the relay spacecraft. Five or six bursts of fine structured wave
activity were detected on Venera 11 and two bursts of activity on Venera 12. The duration
of the bursts ranged from several to more than 15 minutes. The highest intensities were
typically observed in the lowest frequency band centered at 10 kHz. On the surface Venera
12 recorded only one burst of activity 30 minutes after landing, while nothing was recorded
from Venera 11. The bursts were composed of pulses occurring at rates ranging from ∼10 Hz
to ∼55 Hz. The pulses seemed to be essentially continuous throughout bursts, with rates that
at times exceeded those of radio frequency bursts generated in terrestrial lightning flashes
which are typically ≤20 Hz.
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Fig. 2 Intensity of the whistlers
associated with discharges in the
atmosphere, recorded by the
OEFD instrument on the PVO on
8 February 1979 (Ksanfomality
1980). The vertical scales give
the logarithm of the
electromagnetic field intensity,
the magnetic field intensity
(bottom), and the electron density
NBeB (top). The whistlers were
detected in the 100 Hz channel.
At the bottom right is a
gyrofrequency scale

Pioneer Venus Orbiter: PVO carried an electric field detector (OEFD) with four (30%
bandwidth) frequency bands centered at 100 Hz, 730 Hz, 5.4 kHz, and 30 kHz (Scarf et al.
1980). Figure 2 shows the recorded bursts of 100-Hz activity in the lower ionosphere on
the nightside. Because PVO is situated far above the cloud layers; because in-situ plasma
processes and atmosphere interactions with the spacecraft can generate electric field waves;
because propagation paths from the atmosphere into the ionosphere are not well defined; and
because there are anomalous OEFD signals, the OEFD measurements in the lower nightside
ionosphere have been the subject of much controversy in the (a) (b) (c) literature for more
than a decade. This has led to a labyrinth of pro-and-con lightning publications that has made
it difficult for those looking from afar to understand issues. Themes of published papers
range from the position that all non-spurious OEFD low-altitude signals have a lightning
origin (e.g., Russell 1991) to the opposite position of claiming that any inferred association
of the OEFD waves with lightning is pure speculation (e.g., Taylor et al. 1995).

Galileo: During the Galileo’s Venus flyby, the plasma wave instrument was used to search
for Venus lightning signals from 100-kHz to 5.6-MHz range (Gurnett et al. 1991). The data
were acquired for 53 minutes in 1990, at distances of 4 to 5 Rv, where Rv is the Venus radius
(6052 km), on the dawn flank from the nightside of Venus. All pulses were isolated and nine
pulses were identified. However, from anticipated Venus ionosphere conditions under the
solar maximum period of the Galileo flyby, lightning generated radio frequency waves can
propagate through the ionosphere only if their frequencies exceed the maximum ionospheric
electron plasma frequency (∼1 MHz). So six higher frequency pulses are consistent with a
lightning source. A very rough estimate for the flash rate is ∼10−11 flashes/km2/s assuming
6 valid flash signatures arising from anywhere on the nightside.

Cassini: The Cassini spacecraft, which was on its way to Saturn, made two gravity-
assisted flybys of Venus, the first in 1998, and the second in 1999 (Gurnett et al. 2001).
During these fly-bys the Radio and Plasma Wave Science (RPWS) instrument conducted
a search for impulsive high-frequency (0.125 to 16 MHz) radio signals from lightning.
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Such signals have characteristics of terrestrial lightning, and are commonly heard on AM
(amplitude-modulated) radios during thunderstorms. Despite the instrument easily detecting
signals from terrestrial lightning during a later flyby of Earth (at a global flash rate estimated
to be 70 Hz, which is consistent with the rate expected for terrestrial lightning) and many
intense impulsive radio signals were successfully detected from Saturn lightning (Gurnett
et al. 2005), no similar signals were detected from Venus. If lightning exists in Venus’ at-
mosphere, the results of these observations indicate that it is either extremely rare, or very
different from terrestrial lightning.

1.4 Venus Express and Necessary Observation in the Future Mission

As mentioned above, the existence of Venus lightning has been under investigation and
still controversial. Nighttime optical signatures have been detected only on the dusk side of
midnight. The observations thus far have been too limited to deduce confidently that this
reflects a planetary trend. The PVO OEFD broadband signals, concentrated near 21h00m
local time, have been hypothesized to be a consequence of lightning discharges but details
of the underlying mechanism or alternate plasma-wave sources have yet to be considered.
In 2006, Venus Express which carries a magnetometer (MAG) arrived at Venus, and started
to sample magnetic wave at 128 Hz (Russell et al. 2006a, 2006b; Zhang et al. 2006b). From
preliminary results (Zhang and Russell 2006a), electromagnetic signals which are likely to
originate from Venus lightning have been detected.

However, it seems that most scientists think the investigations by an optical instrument
is essential for the identification of Venus lightning. Venus Monitoring Camera (VMC) and
Visible and Infrared Thermal Imaging Spectrometer (VIRTIS) onboard Venus Express has
attempted to detect optical lightning flash on the nightside of Venus. Both of the instruments
can positively confirm the existence of terrestrial-strength optical lightning flashes if their
frequency in the well-scrutinized southern hemisphere is at least one-tenth of one percent
of their frequency on Earth (Baines et al. 2006), but no signals have been observed so far
(Markiewicz et al. 2006). With respect to the VMC, one reason may be that it does not have
the 777.4 nm filter simulated as the strongest line in the Venus lightning spectra by Borucki
et al. (1996). In order to conclusively investigate this phenomenon, it is necessary to build
an optical instrument which has both high temporal resolution and high sensitivity to de-
tect the temporal variation within one lightning event. If electromagnetic wave observations
(∼100 Hz, ∼1–5 MHz) can be made simultaneously, it will be possible to confirm whether
or not detected signals are originating from lightning.

2 Japanese Venus Climate Orbiter Mission: Planet-C

2.1 Scientific Objectives and Instruments

The Institute of Space and Astronautical Science (ISAS), Japan Aerospace Exploration
Agency (JAXA), will launch a Venus Climate Orbiter (VCO) in 2010. This mission, which
is called Planet-C, is the third planetary mission in Japan and aims at understanding the
meteorology and climate of the Venus atmosphere. This Japanese Venus mission was for-
mally proposed in January 2001 by the Venus exploration working group with members
from various universities and institutes. This proposal was approved as one of the M-V
satellite projects by the space science committee of ISAS in May 2001, and the mission
was named Planet-C. The code name Planet-C means the third Japanese planetary explo-
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Fig. 3 Configuration of VCO
(Nakamura et al. 2007)

ration mission; Planet-A mission to Halley’s comet and Planet-B mission to Mars which
were named Sakigake and Nozomi, respectively, after their successful launching. In August
2006, the launching vehicle was changed from M-V to H-IIA. The details of this mission are
summarized in Japanese Venus Mission Proposal (2001), Ishii et al. (2004), and Nakamura
et al. (2007). The VCO is the first meteorological satellite of a Venus orbiter. The science
goals are as follows:

1) To understand the mechanism of the superrotation of the atmosphere
2) To understand the structure of meridional atmospheric circulation
3) To survey the global structure of the meso-scale meteorological phenomena
4) To understand the mechanism of cloud formation and lightning discharge
5) To measure the ground surface radiant emittance and exploration of active volcanoes.

In order to achieve these objectives, five cameras have been developed. These cameras cover
the wavelength range of UV (280 and 360 nm), near-IR (1.0, 1.7, 2.0, and 2.3 µm), and
long-IR (8–12 µm). The lightning and airglow camera (LAC) measures lightning flashes and
airglow emissions on the Venus nightside disk. The Near-IR cameras (IR1 and IR2) measure
lower clouds around 50 km altitude and the distribution of carbon monoxide below clouds,
while the ultraviolet imager (UVI) and the longwave-IR camera (LIR) measure the cloud
top region around 70 km. Multi-wavelength images obtained from concurrent operation of
these cameras and the temperature profiles obtained from radio occultation enable us to
investigate the three-dimensional structures of atmosphere and their dynamics.

2.2 Spacecraft Design

The specifications of the spacecraft are summarized in Table 1. The VCO will be launched
by H-IIA in the early 2010 and arrival at Venus is scheduled for late 2010. The configuration
of the spacecraft is illustrated in Fig. 3. The spacecraft has a three-axis stabilized attitude
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Table 1 Specifications of the
spacecraft

*Rv: Venus radii (= ∼6050 km)

Parameters Value

Launch Early 2010

Arrival Late 2010

Vehicle H-IIA

Launch site Tanegashima Space Center (TNSC), Japan

Orbital insertion Direct insertion (into interplanetary orbit by
a rocket)

Orbital period ∼180 days (till Venus arrival)

Observation period More than 2 years (after Venus arrival)

Periapsis: ∼300 km

Quasi-synchronous equatorial orbit

Orbit Apoapsis: ∼78700 km (13 Rv*)

Period: 30 hours

Inclination: ∼172◦
B-Plane angle: ∼185◦

Shadow duration Umbra: 90 minutes (including penumbra:
100 minutes)

Size 1450 × 1040 × 1400 mm

Wet: 500 kg

Mass Dry: 313 kg

Science payload: 32.50 kg

Attitude control 3-axis stabilized

control to give the optimum platform for atmospheric imaging. This orbit allows the angular
motion of the spacecraft to be approximately synchronized with the westward mean zonal
wind over a span of 24 hours around the apogee region. This geometry enables us to observe
temporal evolution of meteorological phenomena. Such 20-hour continuous observations are
performed in every orbital revolution over the mission life of more than 2 years. The time
scales of atmospheric phenomena recorded in such datasets range from several minutes to
several months. The synchronized orbit also allows derivation of the horizontal wind fields
from cloud motions with high accuracy. Close-up images of meso-scale features and limb
images are obtained near the periapsis. The shadow region along the orbit is utilized for
observing lightning flashes and airglow. Radio occultation experiment is performed when
the spacecraft is hidden by Venus as viewed from the ground station.

2.3 Lightning and Airglow Camera: LAC

The lightning and airglow camera (LAC), one of the five cameras installed in VCO, has
been developed by our team of the Planetary Atmosphere Physics Laboratory, Department
of Geophysics, Graduate School of Science, Tohoku University. LAC is a new camera de-
veloped for measurements of planetary lightning flashes and global distributions of airglow.
The LAC measures Venus lightning flashes and airglows on the nightside disk when the
VCO is located within the umbra (shadow region) of Venus. As described in Sect. 1, the ex-
istence of Venus lightning is still a controversial issue in spite of optical and electromagnetic
wave observations for more than 25 years. We aim to conclude this controversy by LAC ob-
servations. The high speed optical detector of the LAC is adopted for optical measurement,
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which enables us to distinguish between lightning flashes and electrical noise pulses. The
scientific objectives of the LAC are as follows:

1) To confirm, for the first time, the existence of Venus lightning
2) To obtain information on the durations on flashes, optical flash energies, spatio-temporal

distributions, and the global occurrence rates
3) To detect volcanic thunderstorms in corporation with near-IR camera 1 (IR1)

Furthermore, using the above observation data, the following subjects are investi-
gated:

4) To confirm vertical convection in Venus’ atmosphere
5) To obtain part of the fundamental information relating to the global electric circuit of the

atmosphere
6) To evaluate the chemical impact of lightning on the Venus atmosphere
7) To explore the relationship between active volcanoes and lightning In addition, the LAC

has enough sensitivity to detect airglow emissions in the Venus upper atmosphere. The
science goals of LAC airglow observations are listed as follows:

8) To investigate the global distributions and the spatio-temporal variations of molecular
and atomic oxygen airglows

9) To detect the wavelike structures caused by atmospheric gravity waves
10) To investigate the vertical profiles of airglow intensities

Furthermore, using the above observation data, the following subjects are investigated:

11) To understand the structures and spatio-temporal variations of global circulation in the
upper atmosphere

12) To investigate the coupling process between the upper atmosphere and the lower at-
mosphere by evaluating the effect of atmospheric gravity waves

13) To understand the atomic oxygen emission mechanism

3 Development of LAC

3.1 Required Performances

We have designed and developed the LAC, carrying out various examinations and experi-
ments since FY 2001. As summarized in Table 2, the LAC has been developed in collabo-
ration with several institutes and corporations.

Table 2

Department Person or company in charge

Principal investigator Yukihiro Takahashi (Tohoku University)

Co-investigators Masaki Tsutsumi (National Institute of Polar Research) Tomoo Ushio

(Osaka University)

Electronics and assembly Meisei Electric Co., Ltd.

Optical system and lenses Nikon Corporation

Optical sensor Hamamatsu Photonics K. K.

Filters Barr Associates, Inc. (Fujitok Corporation)

Satellite system NEC TOSHIBA Space Systems, Ltd.
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In order to achieve scientific objectives as shown in previous section, we set the sensitiv-
ity requirement that we can detect the same intensity of typical terrestrial lightning flashes
from an altitude of 5 Rv even if they occur under the cloud layer. The optical energies of
Venus lightning flashes have been estimated to be ∼107 to ∼109 J (Krasnopolsky 1983a;
Hansell et al. 1995), which are ∼10 to ∼103 times more than those of typical terrestrial
lightning flashes (∼106 J). However, weaker flashes may not be detected because of the low
sensitivity and low temporal resolution of the instrument. If the above requirement can be
satisfied, this instrument allows us to detect 1/1000 intensity of typical terrestrial lightning
flash from an altitude of 1000 km. In this study, the required Signal-to-Noise Ratio (SNR)
to detect lightning flash is set to be 10.

In order to detect the Venus lightning and airglow with a single camera, the following
requirements have to be satisfied.

1) To adopt a high-speed and high-sensitivity optical sensor: Although the duration of the
Venus lightning flash is unknown, it is expected to be extremely short similar to the case
of terrestrial lightning. The intensities of Venus airglow, are expected especially atomic
oxygen lines, are expected to be very weak. Therefore, the LAC needs a high-speed and
high-sensitivity sensor.

2) To detect a lightning flash using pre-trigger sampling: Since the LAC aims to detect tem-
poral evolution in lightning flashes, a high-speed sampling is essential. Since continuous
high-speed data sampling is impossible for planetary missions, it is necessary to adopt
a pre-trigger sampling method which enables us to save only the pre- and post- trigger
data with high sampling rates.

3.2 Design of LAC

We started the design of the LAC in FY2001. The final optical performances of LAC are
summarized in Table 3.

3.3 Observing Wavelengths

We selected interference filters for LAC as follows: Lightning observation is made of wave-
length at 777.4 nm (atomic oxygen line). The laboratory simulations by Borucki et al. (1996)
that this line is the strongest emission in the Venus lightning spectrum. In addition, Hansell
et al. (1995) presented evidence on the Venus lightning flashes in the nightside disk at
this wavelength. Airglow observation is performed in the wavelength range of 480–605 nm
(molecular oxygen Herzberg II band), 557.7 nm (atomic oxygen green line). The Herzberg II
band is the strongest emission in the visible wavelength range of Venus airglow (Krasnopol-
sky 1983a). The atomic oxygen green line emission was discovered by recent ground-based
observations (Slanger et al. 2001), while the Venera 9 and 10 orbiters reported the lack of
this emission (Krasnopolsky 1983a). In addition, in order to record background, airglow-free
images are acquired at 545.0 nm.

3.4 APD Detector

We adopt a multi-anode silicon avalanche photodiode (SiAPD) as a detector. The APD is an
opto-semiconductor and high-speed, high-sensitivity photodiode utilizing an internal gain
mechanism that functions by applying a reverse voltage. The APD gain (M; multiplication
ratio) depends on the electric field applied across the avalanche layer. Normally, the higher
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Table 3 Optical performances of LAC

Parameter Value

Wavelengths 777.4 nm (lightning)

480-605 nm (O2 Herzberg II band airglow)

557.7 nm (O2 line airglow)

545.0 nm (airglow-free background image)

Interference filter Array bandpass filter

Image sensor Hamamatsu Si APD (Avalanche photodiode) 4461

Pixel size 2.0 mm × 2.0 mm

Gap between pixels: 0.20 mm

Image sensor format 8 pixels × 8 pixels

Field of view 16.0 degrees × 16 degrees

(2ω = 23.3 degrees)

Angular resolution 1 .84 degrees/pixel

Spatial resolution 32 km @1,000 km

580 km @3Rv

Optics Image-side telecentric

Objective lens Aspheric lens

Entrance pupil (diaphragm) 25.0 mm dia

Focal length (F number) 61.9 mm (F/∼2.5)

the reverse voltage (VR) becomes, the higher the gain becomes. APDs have excellent vibra-
tion and thermal tolerances so that they are suitable for space application. However, the APD
gain also has time-dependent characteristics. The gain at a certain reverse voltage becomes
small as the temperature rises. Therefore, in order to obtain constant output, it is necessary
to adjust the reverse voltage according to the changes in temperature or to keep the APD
temperature constant. We developed a new multi anode SiAPD (No. 4461) in collaboration
with Hamamatsu Photonics. The design and the view are displayed in Fig. 4. It has 8 by 8
matrix of 2 mm square pixels and the gap between pixels is 0.2 mm. The maximum gain is
designed to be 100.

3.5 Array Bandpass Filter

Imaging observations of LAC are made using five filters. A filter wheel system is usually
adopted to choose one of filters. However, this system is very heavy (∼1.5 kg) and there
is risk of an electric motor’s breaking down. Instead of the filter wheel system, we have
developed the rectangular interference filters in corporation with Barr Associates Inc. and
Fujitok Corporation. Measurement of lightning flash at 777.4 nm is carried out with 4 × 8
pixels, while measurements of airglow emissions at 551.0–552.5 nm, 557.7 nm, and 630 nm
are performed with 1 by 8 pixels, respectively. Airglow-free background images are also
acquired at 545.0 nm with 1 × 8 pixels with the same kind of filter. As illustrated in Fig. 5,
a complex of these interference filters, which is called as an array bandpass filter (ABPF),
is placed on the detector. Each rectangular filter is bonded with black epoxy. Support glass
is placed on both side of ABPF to stabilize its structure. In order to improve its vibrational
tolerance, it is surrounded with a super invar case made by Nikon Corporation.
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Fig. 4 Design (left) and view (right) of SiAPD 4461

Fig. 5 Schematic view of array bandpass filter

3.6 Optical Design

The LAC is operated when the VCO spacecraft is located within the umbra (shadow region)
of Venus. FOV is set to be 16×16 degrees so that it can cover the whole nightside disk using
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all of the SiAPD pixels when VCO is located at ∼5 Rv. Although the half angle correspond-
ing to the image circle (ω) is 11.3 degrees based on paraxial theory, it becomes 11.6 degrees
taking the distortion into consideration. Angular resolution per pixel is 1.84 degrees/pixel
because of the pixel size and the gap between pixels. Based on the sizes of Si APD and FOV,
the focal length of this optics is calculated to be 61.9 mm. The aperture is set as 25.0 mm
taking the mass and the size of LAC into consideration. All of the ABPF (interference fil-
ters) of the LAC have narrow (or broad) bandwidths (a few nanometers min.); therefore, we
have to consider their central wavelength shift as a function of incident angle. We adopted
an image-side telecentric system as the optics of LAC. Using this optical design the chief
rays become parallel to the optical axis on the image side. This realizes that the maximum
incident angle become 11.4 degrees, which is much smaller than that of the non-telecentric
system.

The LAC optics is bright (F number is ∼2.5) by adopting a single aspherical lens to
save the mass. The material of the lens is quartz, which has excellent radiation tolerance.
The focal length depends on wavelength because chromatic aberration is not considered.
According to a spot diagram analyzed by Nikon Corporation, spot size in shorter wave-
length range is smaller at object-side defocus position due to axial chromatic aberration. In
addition, spot size formed by luminous flux with a large angle of view is smaller at object-
side defocus position due to field curvature. We decided an arrangement of ABPF as shown
in Fig. 5. In order to stabilize the structure of ABPF, rectangular filters covering 1 × 8 pixels
are placed on the both sides.

The LAC has the structure without filter wheels to satisfy the mass requirement; thus
there are no shutters in the LAC optics. According to the orbital analysis by NEC TOSHIBA
Space Systems, Ltd., it is reported that direct sunlight illuminates the first component of the
optics every orbital revolution, although observations are carried out only when the orbiter
is located in the Venus umbra. Normally, power supply is turned off except for observation
time; however, extreme amount of light and thermal radiation may cause APD’s or ABPF’s
to break down. In order to reduce light and thermal radiation influx as much as possible,
an interference filter which transmits only observing wavelength range is set on the front of
LAC optics. Here this filter is called a Solar Blocking Filter (SBF). Reflecting light from
the detector and SBF may produce unegligible ghost image. Considering half angle of view
with margin, the SBF is inclined 9 degrees relative to principle plane so that ghost image
cannot be formed at the receiving side of the detector.

3.7 Observation Plan and SNR Estimation

In order to measure the luminous phenomena which show different temporal variations
(lightning flashes and airglow emissions), current to voltage conversion amplifiers with high-
speed and low-speed time constant are connected to APD’s pixels. Note that there are no
plans to observe lightning and airglow simultaneously. The planned observation modes are
summarized in Table 4 and described here for only lighting observation mode.

Assuming that duration of Venus lightning flashes is the same as that of representative
terrestrial ones (∼20 micro sec), sampling frequency is set to be 50 kHz. This enables us
to detect the temporal variations of brightness within one flash so that we can distinguish
between lightning flash and electrical noise pulse. However, high temporal sampling pro-
duces a large amount of data. We adopt the pre-trigger sampling method, which can acquire
2–2000 ms data from pre- to post-trigger periods depending on the duration of lightning
flashes. Estimated SNR of lightning observations as a function of optical energy and dis-
tance from light source is shown in Fig. 6. From an altitude of 5 Rv, the LAC enables us to
detect the same intensity of typical terrestrial lightning flash (106 J) with SNR of ∼12.



Lightning Detection by LAC Onboard the Japanese Venus Climate 331

Table 4 Observation modes

Parameter Lightning observation mode Airglow observation mode

Method Pre-trigger sampling Numerical integration

Temporal resolution 5 × 104 samples/s/pixel 1 sample/integration time/pixel

(Sampling rate)

Data acquisition time 2, 20, and 200 ms (Sum of pre-
and post-trigger time period)

–

Integration time – 10, 30, and 90 s

Data depth 8 bit/pixel 24 bit/pixel

Fig. 6 Estimated SNR of
lightning observations as a
function of optical energy and
distance from light source. From
an altitude of 5 Rv, LAC enables
us to detect the same intensity of
typical terrestrial lightning flash
(106 J) with SNR of ∼12

3.8 Proto Model Design

Based on the considerations above a prototype LAC model has been produced. The LAC
consists of the sensor (LAC-S) and the electronics (LAC-E). The former includes op-
tics, detector, current-to-voltage conversion amplifiers, Bright Object Sensor (BOS), ther-
mal sensor, high voltage power supply, etc., while the latter includes power supply, fol-
lowers, Analog-to-Digital Converters (ADCs), multiplexers (MPXs), Field Programmable
Gate Array (FPGA), Static Random Access Memories (SRAMs), DC-to-DC converters, etc.
3-dimensional images of LAC-S and LAC-E and the detailed cross section of LAC-S are de-
picted in Fig. 7. On the assumption that sunlight or reflected sunlight from the Venus dayside
disk illuminates the LAC due to some troubles of orbital operation while LAC observes the
Venus nightside disk, the bright object sensor (BOS) is placed on the top of LAC-S to pro-
tect the APD. The BOS enables us to lower the high voltage and to turn off the power supply
before the LAC detects a large amount of light. Configuration of VCO is depicted in Fig. 3.
LAC will be set on the +Y panel and view direction look toward −X-axis, which is the
same view direction of other cameras.
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Fig. 7 (Top) 3-dimensional images of LAC-S and LAC-E and (bottom) cross section of LAC-S

4 Summary and Conclusion

LAC is a high-speed imaging sensor which measures lightning flashes and airglow emis-
sions on the nightside disk of Venus from within the umbra (shadow region). One of the
major goals of LAC is to settle controversy on the occurrence of lightning in the Venu-
sian atmosphere. Lightning observations will give us information on the charging mecha-
nism, charge separation mechanism, physics of sulfuric acid clouds, mesoscale meteorol-
ogy and its impacts on atmospheric chemical processes. If lightning discharge occurs in the
upwelling cloud regions like as the Earth and Jupiter, we can monitor vertical convections
inside the cloud layer via lightning detection. The 777.4 nm [OI] line associated with the ex-
citation of atomic oxygen is expected to be a strong emission from the laboratory discharge
experiment in a simulated Venusian atmosphere (Borucki et al. 1996). Possible lightning
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flashes were detected on the nightside disk of Venus at this wavelength by a ground-based
telescope (Hansell et al. 1995). But, due to the observational difficulties, the existence of
lightning in Venus’ atmosphere remains controversial.

LAC is designed to detect lightning flashes with an intensity of 1/100 of standard light-
ning on the Earth when viewed from 1000 km altitude. LAC has a field-of-view of 16 de-
grees, and the detector uses a multi-anode avalanche photo-diode (APD) that has 8 × 8 ma-
trix of 2-mm square pixels. We will measure lightning flashes at 777.4 nm [OI] with 4 × 8
pixel area. A complex of these interference filters is placed on the detector. Individual light-
ning flash events are sampled at 50-kHz by pre-triggering. The field-of-view of one pixel
corresponds to about 35 km on the Venusian surface at 1000 km altitude and 850 km at 3 Rv
altitude. LAC onboard VCO will arrive at Venus in 2010 and could conclude controversial
situation on lightning activity.

Acknowledgements We would like to acknowledge all members of the VCO project team for developing
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Abstract Mechanisms of thunderstorm electrification are presented and discussed.
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1 Introduction

Worldwide thunderstorm activity is responsible for maintaining a weak negative charge on
the Earth’s surface and a corresponding positive charge in the atmosphere. In general, cloud
to ground lightning brings negative charge to ground from a negatively charged region in the
cloud that also releases positive ions by point discharge in the strong electric field region be-
low a thunderstorm. The resulting global fair weather electric field is around −120 V m−1 at
the ground and decreases to zero in the conducting region of the ionosphere. Wilson (1916)
assumed a vertical charge dipole within thunderstorms and determined that the charge re-
gions are usually positive above negative: he measured electric field changes at the ground
caused by intra-cloud lightning in which the dipole charges neutralised each other. This pic-
ture was confirmed with extensive electric field change measurements made by Krehbiel et
al. (1979) in New Mexico, in which the locations and values of charges in thunderstorm
charge centres were determined. More complicated charge centre distributions have been
reported, for example, by Stolzenburg et al. (1998).

The generally accepted concept for the development of the thunderstorm charge dipole
is the physical separation of oppositely charged particles within the cloud. Larger cloud
particles fall under gravity while smaller particles are transported in the updraught; if these
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particles carry negative and positive charges respectively then the normal charge dipole will
result.

2 Charging Mechanisms

2.1 Drop Break-up

Many mechanisms have been proposed to account for the observed charges on cloud parti-
cles. Lenard (1892) noted the electrical effects associated with drop break-up near waterfalls.
The larger droplets became positively charged while the fragments were negative. This may
be explained by the negative electric charge on the surface of water that is carried away
on the smaller fragment droplets. Blanchard (1963) observed that bubble bursting over the
oceans releases positively charged jet droplets formed from the positive liquid inside the
drops; these charged droplets may be carried up into clouds by the local air currents. How-
ever, the break-up of individual water droplets in clouds is a rare event, surface tension
forces are sufficient to hold all but the largest drops together even in the presence of severe
turbulence. Drop break-up may only occur during collisions of two particles, when other,
stronger, charging processes may take place leading to an ordered separation of opposite
charges in the cloud.

2.2 Ion Charging

Charging processes have been considered involving atmospheric ions produced by cosmic
rays and by radioactivity in the ground. The ionisation in a volume of free air over land is
around 11 ion pairs per cubic centimetre per second. Thunderstorms themselves produce
positive ions in the high field regions below cloud by corona discharge from sharply pointed
objects. Lightning bringing negative charge to ground injects large numbers of positive ions
into the cloud where the ions may become involved in subsequent cloud particle charging.

Gerdien (1905) used the result that water molecules deposit more readily on negative
ions than on positive ions as a process of cloud particle initiation; however, unrealistically
high supersaturations of several hundred percent are required to activate droplet growth on
ions, as shown by C.T.R. Wilson with his cloud chamber.

Wilson (1929) proposed a mechanism of selective ion capture whereby a cloud particle
will be polarised in the pre-existing vertical fair weather electric field and so will carry a
positive charge on its lower half and an equal negative charge on its upper half. As it falls,
the lower charge attracts negative ions which are captured and lead to the net negative charg-
ing of the falling particle. But the process is limited because sufficient build up of negative
charge on the particle will lead to the subsequent capture of positive ions. The mechanism
may increase the vertical electrical field to about 50 kV m−1 before this limiting charge is
reached; however, this field strength is inadequate to cause electrical breakdown and is about
an order of magnitude lower than the typical maximum field strength measured in thunder-
storms. This “influence” mechanism was one of the first to invoke the inductive process of
thunderstorm charging, as discussed in Sect. 2.4. Elster and Geitel (1913) used the concept
for the charging of polarised drops when smaller droplets rebounded from their underside,
thus removing positive charge to be carried up on the smaller droplets while the negative
drop fell and strengthened the electric field. However, in stronger fields, coalescence is the
likely result of a collision.
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2.3 The Convective Mechanism

Wilson proposed a “convective” mechanism involving the movement of charges carried by
the natural convection currents in a storm cloud. He suggested that ion capture by cloud
particles leads to the initial cloud electrification. This theory was proposed by Grenet (1947)
and has been championed by Vonnegut (1953), whose concept is represented in Fig. 1.
Positive ions near the ground are attracted to the cloud to be captured by droplets and carried
to the cloud top in the updraught. In turn, this positive region attracts negative ions to the
cloud that are captured by falling particles whose charge then strengthens the lower negative
charge centre. The cycle continues with substantial field intensification.

It is hard to visualise the ordered separation of charge in this process that would lead
to an electric field strength capable of initiating lightning. Vonnegut himself made several
predictions about the charge distribution in clouds that would be consistent with his the-
ory. He wrote “If this theory is correct, these measurements should disclose large masses
of electrically charged air that are some distance from the region of precipitation, a situa-
tion that would be unlikely if precipitation were responsible for electrification. Furthermore
these measurements should show that in both the positive and negative regions of charge,
the greater part of the charge is generally in the form of small charged cloud particles and
Aitken nuclei rather than precipitation particles. In some cases one might expect that appre-
ciable electric fields had developed before the precipitation particles had formed.” However,
measurements by Reynolds and Brook (1956) showed that rapid electrification of thunder-
storms was associated with the development of ice phase precipitation particles. Besides,
many measurements of charges on cloud particles in thunderstorms showed them to be sig-
nificantly charged (e.g., Gaskell and Illingworth 1980).

Fig. 1 The convective charging mechanism. (a) Positive space charge ingested into cloud. (b) A negative
screening layer forms on the cloud particles on the outside boundary, which moves down the sides toward
the cloud base. Additional positive charge is further ingested at the base, and further negative charge flows
to the upper cloud boundary to replace the loss of the screening layer that flowed to the cloud base along the
sides. (c) The lower accumulation of negative charge increases the electric field strength to a magnitude large
enough to generate positive corona from ground objects. The corona becomes an additional source of positive
charge that feeds into the cloud. (Emersic 2006)
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Masuelli et al. (1997) used a numerical model of the cloud charging involved in the con-
vective process and found an inadequate rate of field development. More recently, Helsdon
et al. (2002) examined the convective charging hypothesis using a three-dimensional storm
electrification model of a small, weak storm and a larger, severe, storm. With a full treat-
ment of small ions, including attachment to hydrometeors, the inclusion of field-dependent
surface point discharge, and the components of the Maxwell current, the results from both
storm simulations indicated disorganised, weak electrical structures during the mature and
dissipating stages. Furthermore, currents within the storm were dissipative and the cloud
acted as a barrier to the external conduction current when convective-only charging was
considered. However, since the convective charging hypothesis, by itself, is unable to pro-
duce significant charging or strong electric fields in their simulated clouds, they concluded
that it is not a viable mechanism for thunderstorm electrification.

2.4 Inductive Charging

The inductive process, shown in Fig. 2, relies on the pre-existing vertical electric field to in-
duce charges so that particle rebounds can separate charge and strengthen the field. Initially,
the field may be due to the downward directed fair weather field (−E) resulting from posi-
tive charges in the atmosphere with a negative ground surface below. The interacting cloud
particles have sufficiently high an electrical conductivity that there is time for the induced
charges to form in the particles in response to the external electric field. In other planetary
atmospheres with materials other than water ice, the particle conductivity and electrical re-
laxation time needs to be considered both for response to a changing external field and the
time required for charge transfer. Collisions of water droplets often leads to coalescence, so
the most likely situation in which the inductive process may act in clouds is for rebounding
ice/ice or, possibly, ice/water collisions. A smaller cloud particle rebounds from the under-
side of a larger ice particle in the existing vertical electric field; it removes charge and is
carried around the larger particle in the upward moving airstream—gravitational separation
then occurs with the larger particle falling while the oppositely charged smaller particle
is carried aloft thus strengthening the electric field. But the process does not always work
like this; Saunders and Al-Said (1976) showed that when pairs of larger drops collided they
partially coalesced, swung around each other and separated induced charge in a way that
reduced the ambient field, as shown in Fig. 3.

Experimental studies with ice/ice collisions by Illingworth and Caranti (1985) showed
that the charge transfer was limited by the purity of naturally occurring ice. Ice has an

Fig. 2 An uncharged graupel
pellet in the environmental
vertical electric field. The field
induces positive and negative
charges as shown. A rebounding
cloud particle removes positive
charge leaving the graupel
negatively charged. The
negatively charged graupel falls
while the positively charged
cloud particle is carried aloft so
that the environmental electric
field E is strengthened
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Fig. 3 Collisions between nearly
equal sized water drops result in
particle separations in the
direction of the vertical
environmental electric field that
are in a direction to dissipate the
field. (Al-Said 1977)

electrical conductivity high enough to allow the induced charges to form, but low enough
that in the brief collision time, there is insufficient time for a complete transfer of charge.
They found that when the ice was doped to increase its electrical conductivity, the theoretical
value of induced charge transfer appropriate to two conducting particles was achieved. For
this reason the inductive process involving ice/ice collisions has not been considered a viable
mechanism for thunderstorm electrification.

Mason (1988) made a convincing case from thunderstorm observations and numerical
modelling of the inductive process that it may be a viable mechanism for the case of water
droplets rebounding from the underside of ice pellets. Brooks and Saunders (1994) carried
out studies of this process in a laboratory cloud chamber in which an ice coated sphere
fell through a cloud of supercooled water droplets in a vertical electric field. They showed
that measurable and significant charge transfer was achieved when the droplets rebounded
off riming graupel pellets, thus reviving the inductive mechanism. This process may help
account for observations in thunderstorms of regions of cloud particles that have acquired
their charges very rapidly in later stages of storm development when substantial electric
fields are already present.

Despite this recent turn around in the fortunes of the inductive process, it does have to
overcome a severe problem: observations in the early electrification period of thunderstorms
by Christian et al. (1980) showed charges on graupel (small hail pellets) larger than could
have been generated in the maximum electric field strength measured in thunderstorms.
These results were obtained from an airborne instrument in a New Mexico thunderstorm
in which a cloud particle imager and charge induction device gave corresponding values
of charge and graupel size for individual precipitation particles. They concluded that cloud
particle charges producing the first lightning stroke are unlikely to be due to the inductive
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process. Other processes must be responsible for the production of the observed charges in
the time available.

3 Particle Charging Involving the Ice Phase

Observations in thunderstorms have shown that strong electrification follows the develop-
ment of ice particles. Reynolds and Brook (1956) noted a rapid increase in radar reflected
intensity from a storm in which the electric field was approaching breakdown leading to
lightning. Illingworth and Lees (1992) used radar to observe the position of lightning and
precipitation in a UK summer thunderstorm and confirmed that lightning is co-located with
the maximum precipitation radar echo; they concluded that the presence of graupel is re-
quired for lightning to occur. Most mechanisms considered today involve cloud ice in the
charging process.

3.1 Workman–Reynolds Freezing Potentials

When supercooled water droplets are captured by a falling ice pellet, the water freezes.
Workman and Reynolds (1950) measured a freezing potential across the ice/water interface
during the freezing process. They suggested that this may lead to charge separation by the
shedding of charged liquid water due to splashing during the collision process. In a labo-
ratory study in which the freezing potential was measured as a function of time after the
water/ice collision, Caranti and Illingworth (1983) found that the potential developed very
slowly. In fact it turns out that the full potential develops in bulk ice in a time longer than
the freezing time of the captured small supercooled cloud droplets. Thus the process cannot
account for significant charge transfer in thunderstorms.

3.2 Contact Potential

Caranti and Illingworth (1980) and Caranti et al. (1985) noted that an ice particle developed
a surface contact potential when it accreted supercooled droplets that froze on its surface.
The surface charge was negative, and if considered as a “contact potential” (despite the
fact that ice is a proton conductor), the negative potential could account for the negative
charging of the colliding ice surface having the larger negative contact potential. However,
this process could only account for the negative charging of accreting graupel during ice
crystal collisions; besides, laboratory studies have shown that the charge sign is controlled
by temperature and water accretion rate. Furthermore, it has been observed that ice sur-
faces growing by vapour diffusion charge positively and sublimating ice surfaces charge
negatively during rebounding collisions with smaller ice particles (as discussed below), but
when ice surfaces were caused to grow or sublimate by cooling or heating, their contact
potential was not affected. So, the contact potential mechanism has been discounted from
further consideration in the terrestrial atmosphere.

3.3 Dislocation Mechanism

Keith and Saunders (1990) suggested that charge transfer in ice/ice collisions may be as-
sociated with charges on dislocations in the ice lattice. They reported that dislocations
carry a positive charge and that during a collision between an ice crystal and a graupel
pellet this charged material may be transferred. They calculated that for a typical number
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of dislocations per unit area of 5 × 109 m−2, with a charge per unit length of 6 × 10−11

C m−1, (determined by X-ray methods) the charge available on a typical collision area of
55 × 55 µm2 is +50 fC, which is of the observed order of magnitude from laboratory stud-
ies of charge transfer. Dislocation concentration depends on the ice growth rate, and as
discussed elsewhere, crystals and graupel grow at different rates as a function of cloud con-
ditions so positive or negative charge transfers may occur. However, in ice, there are mobile
ions of both signs which are free to move under local electric fields such as would be set
up by a charged dislocation. So, any mass transferred during a collision is likely to consist
of the dislocation together with surrounding oppositely charged material. However, in other
planetary atmospheres where the colliding particles may consist of materials that develop
charged dislocations but may not have mobile charges available, this process may be viable.

3.4 Temperature Gradients in Ice

Latham and Mason (1961), working in the laboratory, studied charge transfer during im-
pacts of ice crystals on an ice sphere representing a falling graupel pellet. They noted that
a temperature difference between the particles led to charge transfer, such that the warmer
ice particle lost positive charge. They required the graupel to be warmed by collection of su-
percooled droplets in the cloud chamber (riming), however their simulations did not include
riming itself—they relied on artificial heating of the ice surface. They attributed this result
to the higher mobility of positive ions in ice compared with negative ions: during contact
the positive ions are able to move away from the warmer ice surface leaving it negatively
charged. They developed a numerical model, however, the actual charges measured in the
laboratory were considerably in excess of the theoretical predictions. Later, Marshall et al.
(1978), Gaskell and Illingworth (1980) and Jayaratne et al. (1983) showed in laboratory
studies that charge transfers could be obtained in the opposite direction to the direction of
the temperature gradient between colliding ice particles. Later it was realised that particle
growth or sublimation rates control the sign of charge transfer and naturally, these rates are
temperature dependent as well as being influenced by the local cloud supersaturation.

3.5 Melting Effects

Despite graupel usually being charged negatively in the lower charge region of thunderstorm
dipoles, rainfall measured below cloud is often positively charged. Dinger and Gunn (1946)
proposed a charge transfer process associated with melting. Drake (1968) noted that convec-
tion in a melting ice sphere produced negatively charged droplets ejected from bursting air
bubbles at the surface. The sign of charge and the conditions under which the charges were
separated were highly dependent on the impurities in the melting ice. The positive charge
on the melted drops may help account for the lower positive charge region in thunderstorms
and for the positive charge on precipitation. The capture of positive ions below cloud will
also contribute to the drop charge.

3.6 Ice Splinter Charging During Hallett–Mossop Ice Multiplication

Ice splintering has had a long history of possible involvement in charging. Latham and Ma-
son (1961) noted that ice splinters created during the freezing of supercooled droplets (rim-
ing) on a larger ice surface were charged. Hallett and Saunders (1979) studied the charges
on ice splinters produced during the Hallett and Mossop (1974) ice multiplication process.
The Hallett–Mossop mechanism is an important source of ice particles in clouds, partic-
ularly in regions where the temperature is between −3◦C and −8◦C. The process involves
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the accretion of supercooled water droplets by falling ice pellets, ice crystals or graupel. The
supercooled liquid water immediately freezes and if the conditions are suitable, the freezing
droplets form a shell of ice which can shatter under the high stresses involved caused by
the effects of expansion upon freezing. The ice surface may break up into fragments, or a
spicule of material may be formed through which liquid is ejected that rapidly freezes. The
net effect is to produce a large number of small ice particles that grow very rapidly by the
diffusion of local water vapour and form ice crystals that can in turn accrete smaller droplets
thus continuing the multiplication process.

Hallett and Saunders (1979) investigated this multiplication process with a view to the
possibility that the ejected ice fragments were electrically charged and so could contribute
to thunderstorm electrification. They found that the growing ice pellet charged positively
with a negative charge on an ejected ice fragment of order −10−16 C. Interestingly, when
the vapour supply used to grow the cloud droplets was turned off, the charge sign reversed;
under these conditions the ice pellet would have started to sublimate. The authors concluded
that the sign of the charge transfer depends on the physical state of the rime ice surface
and its vapour pressure excess or deficit relative to the environment. This turned out to be
a far reaching conclusion, as will be seen below, however the magnitude of the charges
on the fragments is too small to be able to account for the observed electrification rates
in thunderstorms. They did note that in the presence of liquid cloud, the ice crystals grew
rapidly and when these larger crystals collided with a riming ice surface, then substantial
charges were transferred. This work led to extensive studies of charging during ice crystal
collisions with riming graupel, as discussed in Sect. 4 below.

3.7 Fragmentation Effects

The surface of ice is in an environment in clouds in which it grows by vapour diffusion
from the environment. It may, therefore, become covered in frost, which can break off,
or be knocked off during collisions with other cloud particles. Takahashi (1978) invoked
crystal breakup for his observed charging during crystal collisions with riming graupel. In
droplet/graupel collisions at speeds between 10 and 30 m s−1, Avila et al. (2003) noted the
production of charged fragments. Such speeds are high for terrestrial thunderstorms but may
be relevant in other planetary conditions.

Charge transfer associated with surface growth or sublimation has been noted by every-
one who has worked in the area of collisional ice charging in clouds. The relative growth
rate theory discussed below, has its origins in the often observed result that growing ice
surfaces charge positively, while sublimating ice surfaces charge negatively, as noted by
Findeisen (1940), Findeisen and Findeisen (1943), Buser and Aufdermaur (1977), Marshall
et al. (1978), Gaskell and Illingworth (1980), Jayaratne et al. (1983), Rydock and Williams
(1991), Caranti et al. (1991), Dong and Hallett (1992), Saunders et al. (1993), Scavuzzo et
al. (1995) and Mason and Dash (2000). Most of these experiments were carried out by arti-
ficially cooling or heating an ice surface while its surface was removed by collisions or by
fragmentation, thus the laboratory simulations are not representative of the conditions in real
clouds. For example, an ice surface grows by diffusion in a real cloud causing the ice surface
to be heated by the release of the latent heat of condensation. However, in laboratory simula-
tions, in order to ensure that the ice surface grows, it is artificially cooled. Correspondingly,
a sublimating ice surface in clouds loses mass because the surrounding environment is at
a lower vapour pressure and it is cooled by the latent heat of sublimation; however, in lab-
oratory simulations the ice would be heated to ensure sublimation. Thus these simulation
experiments do not provide realistic cloud or ice surface conditions.
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These differences have to be considered when relating the laboratory results to nature—
however, the observation that ice surfaces growing by diffusion charge positively and subli-
mating ice surfaces charge negatively is consistent with observations of the sign of charge on
fragments breaking off a growing or sublimating ice surface and provide an important clue
to the mechanism of charge transfer when ice crystals rebound from ice particles that are
not only growing or sublimating, but are also accreting supercooled water droplets. Various
theories have been proposed for these observations, the most recent being a theory relying
on the relative diffusional growth rates of two briefly interacting ice particles, as discussed
below.

4 Ice Crystal/Graupel Charging

4.1 Background

The beginnings of this non-inductive particle charging mechanism (so-called because the
presence of an electric field plays no role in the mechanism) came when Reynolds et al.
(1957) measured in the laboratory the charge transferred to riming graupel when ice crystals
rebounded and removed the equal and opposite charge. The process is shown in Fig. 4. They
reported the negative charging of graupel that could account for the region of negatively
charged graupel in thunderstorms. The positively charged ice crystals would be carried aloft
to form the upper charge region of the dipole. Takahashi (1978), in similar experiments,
showed that the riming graupel charge sign could be negative or positive by crystal rebounds
depending on cloud temperature and liquid water content.

Work in this research area started in the Manchester laboratory in 1978 with a search
for charged fragments created during the Hallett–Mossop ice multiplication process, as dis-
cussed above. It soon became apparent that, although the small ice particles ejected during
the process were charged, the charges were too small to be of significance to thunderstorm
electrification processes. However, it was noted that after time had been allowed in the cloud
chamber for the ice crystals to grow to tens of micrometres in diameter, the charge transfer
was considerably increased. It was also noted with interest that under some cloud conditions

Fig. 4 The charging a graupel
particle (soft-hail pellet) during
droplet accretion (riming) and ice
crystal rebounding collisions.
(Emersic 2006)
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Fig. 5 The charge transferred to a riming graupel pellet by a separating ice crystal following a collision, at
constant cloud water content. (Jayaratne 1981)

Fig. 6 The charging of a
thunderstorm leading to the
tripole charge distribution.
Graupel pellets charge negatively
at low temperatures and
positively at higher temperatures

a riming ice surface could become charged positively, whereas Reynolds et al. (1957) had
concentrated on their observation of negative charging of graupel, a result they used to ac-
count for the negative charge region in thunderstorms. A more detailed study by Jayaratne
et al. (1983) showed that the charge sign could be positive or negative as a function of the
cloud temperature and liquid water content; Fig. 5 shows graupel charge sign reversal at
−20◦C from experiments at a particular water content. Lower water contents moved the re-
versal point to higher temperatures favouring negative graupel charging in the cloud. The
temperature dependence of the charge transfer helps account for the sign of graupel charg-
ing required to account for the usual dipole structure of a thunderstorm reported by Wilson
(1916, 1929), and the often observed tripole structure noted by Williams (1989). Figure
6 shows a storm with a tripole charge structure: graupel/crystal charge separation events
at higher altitudes and lower temperatures lead to negative graupel that falls under gravity
while the positive ice crystals are carried aloft; at lower altitudes and higher temperatures,
the charge transfer reverses sign leading to the often observed lower positive charge cen-
tre, while the negatively charged ice crystals are carried up to reinforce the negative charge
centre. The lower positive charge centre has been detected in thunderstorms and is thought
to help the initiation of cloud to ground lightning strokes from the lower region of negative
charge.
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4.2 Thunderstorm Charge Observations

The work on charge transfer mechanisms follows from an understanding of the cloud phys-
ical and electrical properties of thunderstorms. There have been many studies of thunder-
storm properties, by remote sensing techniques as well as by research flights through storms.
Krehbiel (1986) reported on studies in New Mexico in which the location of charge centres
was identified by multiple-station analysis of the electric field change associated with intra-
cloud lightning. They noted that during the course of a storm, the lower negative charge
region maintained a steady altitude around 7 km corresponding to a temperature around
−15◦C. Meanwhile, the upper positive charge centres were observed to be carried up at 8
m s −1, a rate that corresponded to the updraught speed in the cloud. Krehbiel (1986) also
compared data on charge centre location in storms in other locations. Thunderstorms in
New Mexico, in Florida, and winter storms over the Sea of Japan all possessed a negatively
charged region located around the −15◦C level despite the considerable differences in the
dynamics and characteristics of these various storms.

In a series of multiple aircraft penetrations through thunderstorms in Montana, Dye et
al. (1986) reported on simultaneous measurements of cloud parameters and electrical prop-
erties. They noted that increases in electric field strength occurred in regions containing a
mix of liquid water and of ice particles. Ice crystals and graupel pellets were identified by
airborne laser probes carried on aircraft flying in regions of strong electric field. They also
reported that electrification appeared to be occurring at the interface between the updraught
and downdraught regions of the clouds.

These observations point strongly to a precipitation based charging process of thunder-
storm electrification and they strengthened the growing conviction that ice crystals rebound-
ing from riming graupel in the presence of supercooled liquid water is a requirement of the
charge transfer process leading to electric field development and lightning.

4.3 Thunderstorm Charging Requirements

In order to ascertain whether laboratory measured charge transfer values are adequate to
account for thunderstorm electrification, Mason (1953) used thunderstorm observations to
put forward some basic requirements of a viable theory of charge generation.

1) Time available for electric field generation is 30 minutes.
2) Charge generation produces 20 to 30 Coulombs per flash.
3) Charge separation occurs between the 0◦C and −40◦C levels in a region of radius 2 km.
4) The main negative charge centre is between the −5◦C and −25◦C levels depending on

the cloud physics, the main positive centre is a few kilometres above the negative centre.
The lower positive charge is close to the 0◦C level.

5) Electric field development is associated with the development of precipitation in the form
of soft hail (graupel).

6) The first lightning occurs within 12 to 20 minutes of the first radar detection of large
particles.

7) Charge theories/mechanisms must generate 5 to 30 C km−3 leading to a charge genera-
tion rate of order 1 C km−3 min−1.

From these basic requirements, Mason determined the magnitude of the charge transfer
events needed to account for the observed rates of electrification. Falling graupel pellets,
radius R, number density nh, collide with ice crystals, number density ni .

The number of collisions/m3/sec = dN/dt = EπR2nhniV where V is the relative ve-
locity between graupel and crystals and E is the crystal/graupel collision efficiency.
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Fig. 7 Cold room cloud
chamber and charge transfer
apparatus. (Jayaratne 1981)

Graupel precipitation rate, p = (4/3)πR3ρnhV where ρ = the density of a graupel pel-
let. Each collision produces charge transfer q . To account for observations, the rate of pro-
duction of charge per unit volume of cloud: dQ/dt = q(dN/dt) = (3/4)q(Enip/Rρ) = 1
C km−3 min−1.

For a typical precipitation rate, p = 5 cm hr−1. Graupel density = 0.5 g cm−3. R = 2
mm. ni = 0.1 cc−1 for crystals > 80 µm.

So, q = (4/3)(dQ/dt)/(Enip/Rρ) = 1.6×10−14 C per collision, if E = 1 and every ice
crystal collision results in a rebound.

4.4 Laboratory Studies of Thunderstorm Charging Processes

There has been a long series of measurements in the Atmospheric Science Laboratory in
Manchester where large cold chambers permit the growth of clouds to simulate atmospheric
processes. Extensive thunderstorm charge transfer experiments have been performed in
which the magnitude and sign of the charge transfer during ice crystal rebounds from rim-
ing graupel have been determined as a function of cloud temperature, graupel temperature,
cloud water content, cloud droplet size distribution, impurity content of the graupel, ice
crystal size, relative velocity between the colliding particles and their collision and separa-
tion probabilities. The most recent work points to the importance of ice particle diffusional
growth rates controlled by the supersaturation in the cloud.

Figure 7 is a typical laboratory cloud chamber located inside a cold room. A cloud of
water droplets condenses from the continuous water vapour input. The droplets supercool
to the ambient temperature. Ice crystals are initiated by introducing a fine wire cooled to
liquid nitrogen temperature and grow from the available water vapour. Figure 8 shows a
three minute sequence of crystal growth from the available water vapour and cloud droplets,
whose number and concentration decline and recovery during the run track the variations
in cloud supersaturation. Metal rods, typically of 5 mm diameter, are moved through the
cloud on a rotating frame; droplets accrete on the rod to form rime ice simulating the growth
of a graupel pellet. Ice crystals strike the rod and if they rebound, charge is separated. The
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Fig. 8 A time sequence of cloud conditions over a period of three minutes from crystal nucleation. The
droplets and cloud vapour provide water vapour for crystal growth. When the crystals have grown, they fall
out of the cloud and the continuous vapour supply re-establishes the water droplet cloud. (Jayaratne 1981)

riming target rod is connected via slip rings to an electrometer so that the total charge due
to many crystal charge transfer events is measured. Alternatively a stationary target is used
while the cloud is drawn past using a suction pump. For the same velocity, between 2 and
9 m s−1, representing the fall speed of a graupel pellet, both stationary and moving targets
give similar results.

Figure 9 represents a study of the effect of velocity on charge transfer for positive and
negative graupel charging. The dependence of charge transfer on ice crystal size is shown
in Fig. 10. These results (Keith and Saunders 1990) confirm that the magnitude of charge
transfer determined in these laboratory studies is adequate to account for thunderstorm elec-
trification according to the analysis of Mason (1953). Droplet size also influences the charge
transfer as shown by Avila et al. (1999).

4.5 The Thunderstorm Charging Mechanism

A thunderstorm charging mechanism based on vapour deposition rate, first proposed by
Baker et al. (1987), has been successful in helping to account for differences between the
results from various laboratory studies. The concept follows on from the result described
earlier that, during collisions leading to the removal of some surface mass from the larger
particle, fast growing ice surfaces charge positively and conversely, sublimating surfaces
charge negatively. Baker et al., suggested that an additional variable comes into play when
two ice surfaces having different vapour diffusional growth rates come into brief contact,
namely the surface state of the smaller particle in the collision process. They suggested that
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Fig. 9 Charge transfers when ice
crystals rebound from riming
graupel, as a function of velocity,
for the positive and negative
charging regimes. (Keith 1987)

Fig. 10 Charge transfer to a
riming target as a function of ice
crystal size. (Keith 1987)

the relative diffusional growth rates of the interacting ice particle surfaces was the factor
that controls the sign of charge transfer. The charge transfer follows the rule that the ice
surface that grows faster by vapour diffusion charges positively during ice crystal/graupel
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Fig. 11 A graupel pellet, warmed by rime accretion collides with a colder, faster growing, ice crystal.
Charges and mass are shared in the melt water. The graupel becomes negatively charged while the crystal
carries positive charge

rebounding collisions. This concept has stood the test of time, and has been shown to be
consistent with the results obtained in various laboratories.

The theory was developed further by Dash et al. (2001)—-the faster growing ice surface
has more negative surface charge available for transfer, and hence charges positively. Ac-
cording to Dash et al., rapid vapour deposition to an ice surface produces disordered growth,
with ionic defects at vapour and grain boundary interfaces; faster growth leads to higher
charge densities. The OH− ions are held in position by their hydrogen bonds, but positive
ions are able to diffuse away from the surface into the bulk ice, leading to a negative surface
potential. Two colliding ice surfaces tend to equalise their surface charges so that the faster
grown surface loses negative charge. The collisional impact melts a local volume on each
surface with the warmer graupel providing more mass than the colder crystal. The charge
exchange takes place in the melt water whereby the melted masses and associated charges
are shared between the separating ice particles. In this way, the negative charge shared leads
to positive charging of the faster growing ice surface. However, the liquid mass transfer is
in the opposite direction to the transfer of negative charge, as noted by Mason and Dash
(2000). The equalisation of charges occurs on a time scale of microseconds, which is much
less than the estimated 0.1 ms contact time. This provides insufficient time for the deeper
protons in the ice to react during the available contact time. Figure 11 represents the case
of a faster growing ice crystal rebounding from a slower growing graupel pellet, so that the
charge and mass exchange during the collision results in the graupel becoming negatively
charged.
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Fig. 12 Rimer charge sign boundaries from various laboratory studies. — Saunders et al. (2006), — · —
Pereyra et al. (2000), · · · · · · Takahashi (1978), — — Saunders and Peck (1998)

Figure 12 shows laboratory results from Saunders et al. (2006) together with those from
Pereyra et al. (2000), Takahashi (1978) and Saunders and Peck (1998). Plotted on these
graphs are the critical values of temperature and cloud effective water content for which the
charge transfer during crystal/graupel collisions is zero. The effective water content, EW,
is made up of that portion of the cloud water droplet spectrum that by virtue of the droplet
size, graupel velocity and the appropriate collision efficiency, strike the graupel pellet. The
lowest of the charge sign reversal lines shown in the figure was obtained in experiments in
the Manchester laboratory with cloud chamber apparatus essentially similar to that in Fig. 7
(Saunders and Peck 1998). The differences between this line and the charge sign reversal
line obtained by Takahashi (1978) are clear and prompted many laboratory studies aimed
at resolving the reasons for the differences. The laboratory studies of Pereyra et al. (2000)
provided the breakthrough—they mixed ice crystals into their droplet cloud just before the
mixed cloud impacted on the riming target. The studies of Saunders and Peck (1998) how-
ever, were performed in a chamber in which the ice crystals grew in the same chamber as
the droplets. The importance of the cloud conditions for particle growth was investigated
in studies by Saunders et al. (2006) whose data line is shown in Fig. 12. Figure 13 shows
their apparatus in which the ice crystals grew in a cloud of supercooled droplets, while the
droplets that provided most of the rime ice to the target were grown separately. The two
clouds were mixed briefly on their way to the target.

The relative growth rate hypothesis can help to account for the results that led to the
range of results in Fig. 12, and in particular is consistent with the apparently conflicting
results represented by the highest and lowest of the charge sign reversal lines, both sets
being obtained in the same laboratory and cloud chamber in Manchester. According to the
hypothesis, in order to strengthen the negative charging of a graupel pellet, the impacting
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Fig. 13 The cloud chambers and
target in which the ice crystals
and supercooled droplets are
grown in separate chambers.
(Bax-Norman 2004)

ice crystals need to grow faster than the graupel ice surface. This is achieved in the case
where the two clouds are mixed just before impact, because the crystals growing in a droplet
cloud reduced the supersaturation in the chamber, while the other chamber containing the
supercooled water droplets is at water saturation. On mixing, the ice crystals experience a
higher value of supersaturation and so increase their growth rate leading to the high charge
sign reversal line. In the case where the crystals grow in the same droplet cloud, their growth
rate is appropriate to a mixed cloud and there is no surge of increased supersaturation when
they approach the target. This leads to the lowest of the reversal lines shown on Fig. 12.

These results have relevance to thunderstorm conditions where mixing between cloud
parcels having different histories will result in faster, or slower, growth of ice crystals. In
other cloud situations, there is longer term stability of conditions and the low EW charge
sign reversal line will apply.

Given that ice particles grow in supersaturated conditions, such as in cirrus clouds ex-
periencing an updraught, charge transfer will occur during collisions between non-riming
ice particles growing at different rates. The relative growth rate hypothesis predicts that the
faster growing ice surface will charge positively. Laboratory measurements have confirmed
substantial charge transfer in ice/ice collisions in the absence of supercooled droplets. This
will be important in other planetary atmospheres where the liquid phase may not be present.

5 Concluding Remarks

The processes of thunderstorm electrification outlined here have all been considered, in their
time, as contenders for the dominant mechanism by which terrestrial thunderstorms become
sufficiently charged to produce lightning discharges. All the mechanisms result in charges
being carried on cloud particles. The two processes generally acknowledged to be the most
likely candidates are the process by which ice particles, growing at different diffusional
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rates, collide and share charges such that the particle growing fastest charges positively, and
the inductive mechanism that relies on the pre-existing electric field to produce induced
charges in uncharged particles that may be transferred during collisions.

The reason that these processes are viable is connected with the electrical relaxation time
of the earth’s atmosphere and the particles’ dielectric and physical properties that permit
charge transfers in the available contact time and allow the charges to remain on the par-
ticles long enough for regions of high electric fields to develop in the cloud volume. In
other planetary atmospheres similar considerations must be made in order to identify likely
charging processes leading to particle separation under the local gravity. All the processes
considered here may well be active in other atmospheres.
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Abstract The electrical structure inside thunderstorm clouds and the changes with time of
this structure are fundamental parameters for atmospheric electricity studies on Earth. This
paper gives a review of the current state of knowledge about thunderstorm charge struc-
ture based primarily on in-cloud vertical profiles through different types of deep convec-
tive clouds, cirriform anvil clouds, and stratiform precipitation regions associated with mid-
latitude mesoscale convective systems. Results on the dynamical evolution of the vertical
charge structure during the early and decay stages from series of balloon soundings through
small thunderstorms are described, along with recent findings regarding the importance of
the charge structure in determining the current contribution of small and large thunderstorms
to the Earth’s global electrical circuit.

Keywords Thunderstorm electricity · Atmospheric electric charge · Thunderstorm
electrical evolution · Mesoscale convective system · Global electric circuit

1 Introduction

In many ways, atmospheric electricity as a scientific discipline began with the discovery
that thunderstorms are electrical phenomena. Since 1752, when Benjamin Franklin and Jean
Francois Dalibard proved this finding, mankind has been attempting to better understand
the electrical nature of clouds. The earliest models of thunderstorms were dipolar charge
structures proposed by Simpson (1909, 1927) and Wilson (1916, 1920, 1925). Later, to better
fit all the available observations, Simpson and colleagues modified the dipole models by
proposing a tripolar structure, with a positive charge center near the thundercloud base and
negative and positive charge centers successively higher in the cloud (Simpson and Scrase
1937; Simpson and Robinson 1941). This basic tripolar model survived through much of
the twentieth century, although there is mounting evidence that it is overly simplified for
many situations (e.g., Rust and Marshall 1996). Our current understanding of the electrical
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structure of thunderstorms, particularly the vertical distribution of charge within different
types of storm clouds and the temporal evolution of charge during the life of a storm, is the
subject of this review.

Numerous techniques have been developed to study thunderstorm electricity, both re-
motely and in situ (e.g., MacGorman and Rust 1998). Remote measurements, often acquired
from ground-based and space-based platforms, are particularly useful for studying large-
scale electrical effects of storms. Phenomena such as lightning and mesospheric transient
luminous events are also well suited to remote measurement because of their distinct optical
and electromagnetic emissions. In situ measurements, acquired from the ground beneath a
thunderstorm and with airborne instruments that penetrate or fly over clouds, are essential
for obtaining detailed information on the location and development of charge inside clouds.
Although the deepest knowledge will come from a combination of measurement techniques,
this paper highlights results about the fundamental thunderstorm charge structure based pri-
marily on in situ electrical measurements.

Airborne studies of thunderstorm electrical parameters have made use of instrumented
airplanes, rockets, and balloons (e.g., Weinheimer et al. 1991; Mo et al. 2003; Winn and
Moore 1971; Willett et al. 1993; Winn et al. 1978; Chauzy et al. 1985; Byrne et al. 1989).
Because balloon-borne electrical measurements are relatively simple and inexpensive to ac-
quire, such observations have become the most prevalent in situ data available across dif-
ferent types of thunderstorm clouds. Balloons also have the capability of sampling the en-
tire cloud depth over a reasonably short time, which yields valuable information about the
vertical distribution of electrical quantities and their variation with respect to the vertical
changes in temperature and microphysical quantities in the storm. For these reasons, this
paper focuses primarily on data acquired with balloons. From a vertical profile (sounding)
of electric field (E), one can determine the location and density of charge in the storm.
Analysis of charge from E soundings is typically done using a one-dimensional approxima-
tion to Gauss’s Law (e.g., Stolzenburg et al. 1998a), in part because the largest component
of E and the largest divergence of E measured in a sounding are usually in the vertical. For
charge regions with horizontal extent of at least 5 km, the approximation has been found
to fit the sounding observations reasonably well (Stolzenburg et al. 1998b). For the pur-
poses of this review the approximation is used primarily to determine the polarity of the
charge regions, with less emphasis on the charge density. Multiple soundings within a single
storm, acquired at different locations and times, allow further inferences about the spatial
extent and temporal variation of electrical properties. In addition to measuring E, balloons
have carried numerous other electrical devices into clouds, including instruments to mea-
sure conductivity and the charge on individual hydrometeors (e.g., Rust and Moore 1974;
Marshall and Winn 1982; Takahashi and Keenan 2004); results from these various measure-
ments are beyond the space limitations of this review.

2 Charge Distribution in Thunderstorm Convection

Many balloon E soundings through convective regions have been acquired since the early
work by Simpson and Scrase (1937) and continuing through recent large field programs in
the U.S. Great Plains (e.g., Rust et al. 2005). The three types of convection studied most
frequently with balloons include isolated supercells, multicellular squall lines of mesoscale
convective systems (MCSs), and small New Mexico mountain storms over Langmuir Labo-
ratory. Because these storms form in very different environments, the thermodynamic forc-
ing, microphysical nature, and kinematic structure of these convective types are quite differ-
ent (see, e.g., Stolzenburg et al. (1998b) for a brief description, or Houze (1993) for a full
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Fig. 1 Representative vertical profiles of electric field (E), temperature (T ), relative humidity (RHice), and
inferred charge (red boxes for positive, gray for negative charge regions) through convective clouds. (a) Ex-
ample of a typical convective updraft sounding, showing four charge regions. The main negative charge is
at 6–7 km altitude in this case. (b) Example of a convective region sounding from a balloon that ascended
outside the updraft. The six common charge regions are shown, with the upper positive charge split in two
regions between 10 and 12.5 km altitude in this case. (Adapted from Stolzenburg et al. 2002)

discussion). For the purposes of this review it is important to note mainly that the three types
have different typical maximum updraft speeds and updraft region sizes, from strong and
large (supercells) to moderate (MCSs) to weak and small (New Mexico storms). To describe
the vertical electrical structure across convective regions in general, it has proven useful to
classify balloon soundings in terms of their location relative to the updraft (Stolzenburg et al.
1998a). Thus, soundings made in convective regions where the vertical air velocity exceeds
about 1 m s−1 are ‘updraft’ soundings, while those acquired in weaker or downward verti-
cal motion (or in very heavy precipitation) within the convective region are ‘non-updraft’
soundings.

Based upon E soundings through 20 different storms, Stolzenburg et al. (1998c) identi-
fied a basic charge structure in convective updrafts comprised of four charge regions. Weak
positive charge is lowermost, and above this are the main negative and upper positive charge
regions often described as the “main dipole” of the cloud. The fourth and uppermost re-
gion has negative charge and is usually shallow. Figure 1a represents a complete balloon
E sounding, along with the charge analysis, through the updraft region. (The RHice profile
from the balloon gives humidity relative to liquid water for temperatures warmer than freez-
ing and relative to ice for colder temperatures; RHice values near or above 100% indicate the
balloon is in cloud.) This basic four-charge structure essentially modifies the earlier tripo-
lar charge structure by adding a negative screening charge layer (i.e., a cloud charge region
formed primarily by ion attachment (e.g., Vonnegut 1955) near the upper cloud boundary.
The effect of the upper negative charge region is to reduce the E magnitude above the cloud
to relatively small values of order 1 kV m−1 or less, compared to maximum magnitudes of
order 100 kV m−1 observed within the thundercloud. Outside the updrafts, but still within
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Fig. 2 Conceptual model of the charge structure within an idealized isolated, mature, thunderstorm, based
on 49 balloon soundings through different clouds. Four charge regions are commonly found in the convective
updraft and at least six charge regions are seen outside the updraft of convection. Foreward and rearward
anvils typically contain positive charge, and are screened with negatively charged layers. (Adapted from
Stolzenburg et al. 1998c)

the storm’s convective region, there are typically at least six charge regions, alternating in
polarity from lowest to highest, and the uppermost region has negative charge. Figure 1b
shows a representative example of a non-updraft E sounding and charge structure. Non-
updraft soundings tend to exhibit more variation and complexity from one storm to the next,
thus the six-charge structure represents only the most common features.

Stolzenburg et al. (1998c) derived a conceptual model (Fig. 2) to illustrate the basic
four- and six-charge structures they identified in typical, mature, midlatitude thunderstorm
convective regions. The two parts of this model have been found to occur simultaneously
within mature convection (Stolzenburg et al. 2002; MacGorman et al. 2005). It is also likely
that the updraft structure, which is similar to that described for thunderclouds in general by
Krehbiel (1986), can evolve into the non-updraft structure as a storm develops from the early
to mature stage and its updraft weakens. Lightning discharges throughout the cloud can also
add complexity to the charge structure as the storm ages. Possible charging mechanisms
responsible for the complicated electrical structures in convection are discussed briefly in
Stolzenburg et al. (1998c). A more complete review of charging formation in convective
clouds is included elsewhere in this issue (Saunders 2008).

Among the three types of convection studied by Stolzenburg et al. (1998c), differences
were found in the heights and temperatures at which the basic four charge regions are lo-
cated. For example, the center height of the main negative charge region averaged 9.1 km
(−22◦C) in supercell updrafts, 6.9 km (−16◦C) in MCS convective region updrafts, and
6.0 km (−7◦C) in New Mexico mountain storm updrafts. These differences generally scale
with the maximum updraft speeds present in each storm type, although the total storm depth
and the surface altitude (in the case of the mountain storms) are also important parameters.
Overall, the altitude of the main negative charge region was found to be well correlated
with the local updraft speed as estimated from the balloons (Stolzenburg et al. 1998c). Dif-
ferences in the charge structure with differing updraft speeds in “giant” storms (tornadic
supercells) were suggested much earlier by Vonnegut and Moore (1958).
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Within a given type of thunderstorm convection, the cloud dynamics or overall convective
intensity play an important role in the electrical structure. In comparing typical convective
region soundings outside updrafts to those within updrafts, Stolzenburg et al. (1998a, 1998b)
found that the maximum E magnitudes of both polarities tend to be smaller and located at
higher altitudes (and colder temperatures) within the updrafts. Maximum E magnitudes
are typically 80 kV m−1 or less in the updraft soundings, while most soundings outside
updrafts in convection have maximum E magnitudes of at least 100 kV m−1. (Immediately
before nearby lightning, exceptionally large E magnitudes of 150–200 kV m−1 have been
observed with balloons (Marshall et al. 2005; Stolzenburg et al. 2007a).) In addition, most
of the inferred charge regions outside updrafts are shallower and have larger charge densities
(Stolzenburg et al. 1998c). Outside updrafts the center of the main negative charge region
is at lower altitude and warmer temperature (average 5.5 km, −6.2◦C) than within updrafts.
Differences in the electrical structure between strong and weak updrafts were also identified
by Marshall et al. (1995) in large storms over the U.S. Great Plains.

It is important to note that the conceptual model in Fig. 2 does not represent some su-
percell storms in which balloon soundings indicate an ‘inverted polarity’ charge structure.
Recent work by Rust et al. (2005) describe these atypical storms as having dominant positive
charge at mid-levels in place of the typical main negative charge region, and dominant neg-
ative charge at upper levels where the upper positive charge region is typically found. Also
in contrast to typical thunderstorms in which most cloud-to-ground lightning flashes lower
negative charge, these inverted polarity supercell storms produce mainly positive cloud-to-
ground lightning. Finally, it should be noted that the conceptual model is based on convective
region balloon soundings from storms that occurred in a limited portion of the lower mid-
latitudes; the extent to which this model fits storms in other midlatitude regions or those in
the tropics and high latitudes (for all of which in situ data are scarce) is not known.

3 Charge Distribution in Layered Clouds Associated with Convection

3.1 Thunderstorm Anvil Clouds

As defined by Houze (1993) and others, anvil clouds are ice particle outflows emanating
downshear and upshear from the tops of cumulonimbus clouds. They are high-based, typ-
ically cirriform (cirrostratus or cirrus spissatus) clouds, and generally do not produce pre-
cipitation at the surface. Non-precipitating anvil clouds associated with isolated and mul-
ticellular thunderstorms can last for several hours during and after the parent convection.
It is thought that little or no lightning initiates within anvils, although E values of at least
50 kV m−1 are common and lightning flashes regularly propagate through the anvil (e.g.,
Marshall et al. 1989). Since anvil clouds are formed by advection of hydrometeors (ice crys-
tals) from divergence at the tops of convective cells, and since these ice crystals may become
charged in the convection and carry their charge with them, it is not surprising that anvils can
contain large amounts of charge. The basic charge structure in anvils is simple, with interior
positive charge bounded by upper and lower negative screening layers (e.g., Marshall et al.
1989; Byrne et al. 1989), as shown in the conceptual model of Fig. 2. Marshall et al. (1989)
estimated 50 C and 7000 C of positive charge in the interior of two anvil clouds associated
with a small mountain storm and a large multicellular storm, respectively.

Although the internal dynamics and charging within the anvil have been presumed to
be minimal and dissipative, results from a 75-min series of three balloon soundings of E

through the anvil of a New Mexico mountain thunderstorm (Stolzenburg et al. 2004) show
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Fig. 3 Series of vertical profiles of electric field (E), temperature (T ), relative humidity (RHice), and in-
ferred charge (red boxes for positive, gray for negative charge regions) through a thunderstorm anvil cloud.
(a) Earliest sounding shows three charge regions in the main anvil (7–9 km), plus another three in a higher
anvil cloud (above 11 km). (b) About 30 min later, charge in the upper anvil cloud has descended closer to the
main anvil (below 9 km). (c) The final sounding in the series had negligible E. (Adapted from Stolzenburg
et al. 2004)

interesting features about the evolution and longevity of the charge. The first two soundings
of the series (Figs. 3a and 3b) reveal that the main anvil cloud, which was between 7 and 9
km altitude, had the basic structure of positive interior charge and negative screening layers.
Large E magnitudes (>50 kV m−1) and significant charge densities of both polarities were
present, although these values were slightly smaller in the second sounding. In comparing to
radar data, it was found that even tenuous cloud boundaries had noticeable screening charge
layers. These two soundings were made 25–50 min after the last lightning flash had occurred
in the parent convection, and the decaying convection was at least 20 km distant. The last
sounding in the series (Fig. 3c), made 25 min later through visible but optically less dense
anvil cloud, indicated essentially no enhanced E nor any net charge remaining in the anvil.

Unlike previously published data for anvil clouds, the case described by Stolzenburg et al.
(2004) shows the effects of a second, older anvil cloud above 10 km in the first sounding
and above 9 km in the second sounding. This older anvil also had weak interior positive
charge and negative screening layers during the first balloon E sounding. By the time of the
second sounding (30 min later), the two anvil clouds were less distinct in altitude, however.
The upper negative screening layer of the older anvil had apparently descended into the
cloud, and re-screening with positive charge had occurred at the uppermost cloud boundary.
Most surprisingly, the E values and amount of charge associated with this older anvil had
increased markedly as the two anvils merged: the positive E peak changed from 18 kV m−1

(at 11.7 km) to 38 kV m−1 (at 10.1 km) in the intervening 30 min. This more complicated
charge structure in the later sounding illustrates that internal microphysics of the cloud are
important in determining the electrical evolution, even for these relatively quiescent anvil
clouds. The results also indicate that ion attachment (or the screening process) should be
considered a significant charging mechanism for long-lived layered clouds.

Radar data for this series of anvil soundings have also yielded estimates of the horizontal
extent and duration of the charge within the cloud. About 30 min after the last lightning flash,
the main interior positive charge region covered approximately 250 km2 (Fig. 4a) and was
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(a) (b)

Fig. 4 Radar reflectivity for a thunderstorm anvil cloud. Pink curve is the track of the Flight3 balloon (from
Fig. 3b), triangle is launch location. (a) Range vs. altitude scan of the cloud about 30 min after the last
lightning flash. Red oval indicates the approximate depth of the positive charge in the main anvil. (b) Plan
view of the anvil cloud about 50 min after the last lightning (scan altitude is near 8.1 km msl at balloon’s
range from radar). Red curve indicates the estimated area of positive charge; black curve encloses the area of
large E values. (Adapted from Stolzenburg et al. 2004)

estimated to have 450 C of charge (Stolzenburg et al. 2004). About 50 min after the last flash,
the positive charge region still covered approximately 90 km2 (Fig. 4b) and was estimated
to contain 50 C of charge. The data from this case further provide limited information about
the long-term hazards anvils present to aircraft: 32 min after and more than 20 km away
from the final lightning flash in the parent storm, E at 10 km altitude (a common jet aircraft
cruising altitude) was 35 kV m−1. About 50 min after the last lightning, the spatial extent of
potentially hazardous E values of at least 50 kV m−1 associated with this anvil was estimated
by Stolzenburg et al. (2004) to be 220 km2. Thus, the interior positive charge and large E

values extended well beyond the lifetime and area of the parent convection.
Recent results by Dye and Willett (2007) based on aircraft measurements in Florida

storms also indicate that substantial changes can occur in long-lived anvils. Horizontal air-
craft tracks at 9.3 km altitude made 85 min after the last lightning flash in the parent con-
vection showed E of −15 to −40 kV m−1. Although no information was available about
the vertical charge structure, the measured negative vertical E was consistent with positive
charge above the aircraft in the interior of the anvil and/or negative charge below the aircraft.
Another anvil had E of 20–35 kV m−1 at 9.9 km altitude over a horizontal distance of 70 km.
For this case, the measured E suggested interior negative charge in some interior parts of
the anvil. Dye and Willett (2007) also describe enhancement in the radar reflectivity and E,
indicative of possible weak internal convection and charging in the anvil. It is interesting to
note that several anvils studied by Dye and Willett (2007) and by Dye et al. (2007) in Florida
had precipitation falling through the melting level (4 km altitude), though not reaching the
ground, and the larger E values were often correlated in time with the presence of signif-
icant melting of particles lower in the anvils. These features indicate that, in terms of the
electrical structure, the distinction between long-lived cirriform “ice particle outflow” anvil
clouds and the stratiform precipitation regions that trail MCSs (discussed next) may not be
clear in every case.
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3.2 MCS Stratiform Precipitation Regions

In the midlatitudes the storms referred to as mesoscale convective systems (MCSs) are char-
acterized by a leading region of deep convective clouds often forming a line or arc, followed
by a broad area of deep nimbostratus cloud produced by a combination of advection (of the
entire system) and vertical shear (of the horizontal wind within the system). As described
by Houze (1993) and others, the typical MCS stratiform cloud has a mesoscale updraft with
vertical motion weaker than the fall speed of ice aggregates, has a radar bright band signature
associated with melting aggregates, has light to moderate precipitation reaching the ground,
and, although generally stratified, often has embedded cellular elements of dying convective
cells. An MCS is organized on the mesoscale, both in duration and horizontal scale, thus
a typical MCS stratiform cloud lasts for 2–12 hrs and covers 2,000–20,000 km2. All these
features make the electrical structure of midlatitude MCS stratiform clouds potentially com-
plex. (Balloon measurements in Africa, made by Chauzy et al. (1985), have confirmed this
complexity for tropical MCSs, as well.) MCS stratiform region charge structure has been of
interest since early studies (e.g., Marshall and Rust 1993) showed that very large amounts
of charge reside in these clouds, particularly in a strong charge layer (estimated at 20,000 C)
that is often found near the melting level. Additional interest in understanding these clouds
comes from observations of sprites and other mesospheric transient luminous events above
some MCSs with extensive stratiform clouds, phenomena which are discussed elsewhere in
this Volume (Mika 2008).

Marshall and Rust (1993) described two different modes of electrical structure that are
typical in MCS stratiform cloud regions. Their ‘Type A’ is more complex in terms of the
number of significant charge regions, while ‘Type B’ is relatively simple, with fewer charge
regions. Representative examples of these two classic structures are shown in Fig. 5. Note
that both these soundings have dense charge regions near 0◦C. In analyzing all the available
MCS stratiform region soundings, Stolzenburg et al. (2007b) identified a third electrical
structure as ‘Anvil Type’ (Fig. 5c). The soundings of this type do not have a strong charge
region near 0◦C; notably, they also have no cloud at the melting level (i.e., cloud base is
higher in altitude), although light precipitation was reaching the ground in three of their four
cases. The ‘Anvil Type’ stratiform region charge structure resembles that of anvils (described
in the previous Section) in the sense that there is a deep, internal positive charge region and

Fig. 5 MCS stratiform region soundings of electric field, temperature, and relative humidity, and inferred
charge (red boxes for positive, gray for negative charge regions). (a) Example of the more complicated Type
A electrical structure, with negative charge at 0◦C in this case. (b) Example of simpler Type B structure, with
a positive charge region at 0◦C. (c) Sounding with ‘Anvil Type’ structure, where cloud base is above the level
of the 0◦C isotherm. (Adapted from Stolzenburg et al. 2007b)
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a lower negative screening layer. However, the upper negative charge region is found at the
upper cloud boundary in only two of the four cases. Stolzenburg et al. (2007b) speculated
that this structure is the simplest for MCS stratiform clouds due to the lack of significant
numbers of aggregates melting, and possibly becoming charged, near the 0◦C isotherm. For
the overall charge structure, most of the 28 complete MCS stratiform E soundings analyzed
by Stolzenburg et al. (2007b) indicate three to six major charge regions inside the cloud. The
average center altitude of the uppermost charge region, not including the upper screening
layer, was about 8 km (or −20◦C). In 17 of the 28 complete soundings, all the net charge
regions in the cloud were located below 10 km altitude.

A conceptual model of a midlatitude MCS with Type B stratiform region charge structure
was derived by Stolzenburg et al. (1994) from multiple soundings through one MCS. The
general similarities among their five soundings through a single MCS stratiform cloud were
given as evidence that the basic charge regions are horizontally extensive over at least 100
km and 3 hours. However, aircraft data acquired by Mo et al. (2003) at a constant altitude
near the melting level (in the same MCS studied by Stolzenburg et al.) show that smaller
scale inhomogeneities in the charge exist in what are probably weak convective elements.
Schuur and Rutledge (2000) identified subtle but important differences in the kinematics,
thermodynamics, and microphysics between one Type A and one Type B MCS that may
explain some of the differences in the two stratiform region charge structures. In particular,
the MCS stratiform region with Type A structure had a stronger mesoscale updraft and
hence some supercooled cloud water, an ingredient which is needed for non-inductive ice-
ice charging (e.g., Saunders 2008).

As noted by Marshall and Rust (1993), Shepherd et al. (1996) and others, MCS stratiform
region soundings typically have a dense charge layer near the 0◦C isotherm when cloud base
is at or below that altitude. From a recent study of all their available balloon E soundings
through MCS stratiform regions, Stolzenburg et al. (2007b) found strong positive charge at
0◦C in 14 cases, and strong negative charge in 16 cases. In another 11 soundings, there was
essentially no net charge indicated at 0◦C because there was either a relative maximum or
minimum in E (i.e., a large positive or negative E peak) precisely at that altitude. To pos-
sibly explain this strong feature in the soundings, Marshall and Rust (1993) pointed to the
inductive melting charging mechanism first described by Simpson (1909), which involves
the melting of hydrometeors on which charges are induced prior to their breaking apart or
shedding. The microphysical state in the melting layer of MCS stratiform clouds, namely
large ice aggregates descending (e.g., Willis and Heymsfield 1989), is conducive to the shed-
ding process. Melting charging can occur through a significant depth (100–200 m) because
there is often a quasi-isothermal layer near 0◦C and because melting of aggregates reaches a
maximum at temperatures slightly warmer than 0◦C. Since this is an inductive mechanism,
melting charging also depends on the polarity and strength of E during the melting of the
particles.

The basic signatures that fit the inductive melting charging mechanism are described by
Stolzenburg et al. (2007b) and shown in Fig. 6: when E is positive (negative) at 0◦C, there
would be strong positive (negative) charge at and just below 0◦C and weaker or equiva-
lent negative (positive) charge further below the 0◦C level. However, variations on the basic
melting charge signatures are possible in different situations. For example, in cases with a
stronger mesoscale updraft extending down to the melting level, the (upper) charge associ-
ated with the smaller particles that are shed during melting may extend further upward and
be less dense. Also, in cases with heavier precipitation falling through the melting level, the
charge region associated with the larger melting particles may be deeper and less dense. In
some soundings, the polarity of E changes at 0◦C or within the melting region; in these,
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Fig. 6 Two MCS stratiform region soundings of electric field, temperature, relative humidity, and inferred
charge (red/orange boxes for positive, gray/black for negative charge regions) which apparently fit the Simp-
son (1909) melting charging mechanism. (a) Example with positive E at 0◦C, positive charge (orange) at
and just below 0◦C, and negative charge (black) lower in and below the cloud. (b) Example with negative E

at 0◦C, negative charge (black) at and just below 0◦C, and positive charge (orange) lower in and below the
cloud. (Adapted from Stolzenburg et al. 2007b)

analyzing the expected effect of an inductive charging mechanism is more complicated,
since neither the time history of E in the melting region nor the microphysical detail about
the precise level of melting is available. Additionally, the fact that cloud base, with the
corresponding screening charge development that occurs there, is sometimes very near the
melting level in MCS stratiform clouds further complicates the basic signature that would
be present due to the melting charging mechanism alone.

Although Stolzenburg et al. (2007b) concluded that the ‘Type A’ and ‘Type B’ stratiform
region charge structures are common, their data show a wide variety about these basic types.
Any charging mechanisms at work within the stratiform cloud would thus need to be able to
explain this variability, especially at the microphysically and electrically important melting
level near 0◦C. Most of the data near the 0◦C isotherm were interpreted by Stolzenburg
et al. to fit with the inductive melting charging mechanism described by Simpson (1909).
As they note, this is in part a simple consequence of the fact that many different situations
are possible with this mechanism.

4 Charge Dynamics in Thunderstorms

Because the charge structures described above for different cloud types are reasonably re-
producible from one storm to another, the reader may have the impression that such ‘basic’
charge structures are static within the appropriate location. In active thunderstorm convec-
tion, this impression is perhaps most accurate during the mature stage of the storm (e.g.,
Fig. 2). However, as a thunderstorm develops or decays, the electrical structure can change
rapidly. In this section, the dynamics of the charge structure within small mountain thunder-
storms are highlighted to give a sense of the changes that occur.



Charge Structure and Dynamics in Thunderstorms 365

4.1 Electrical Evolution in the Early Stage

There is relatively little in situ information from balloons about E, charge, and first lightning
in developing storms. Aircraft measurements (e.g., Dye et al. 1986) of early electrification
in Montana hailstorms have shown that E can increase exponentially and the region of max-
imum electrification is apparently near the updraft/downdraft interface in some developing
storms. In addition to the long-standing interest in knowing the charging mechanisms that
can explain the character of the electrification, a fundamental question about the early elec-
trical evolution concerns the type of lightning that occurs first in a storm. Although the first
lightning flash may be either intracloud (IC) or cloud-to-ground (CG), many storms begin
with a series of IC flashes.

Presumably the early evolution of the charge structure inside a cloud is responsible for
the type of lightning flash that occurs first. Based on data from a series of balloon soundings
made during the early and mature stages of one storm, Stolzenburg et al. (2003) suggested
that in storms which initially produce IC flashes only, the early electrification and net charge
development occurs at upper altitudes (above 7 km). This early stage of development pro-
duces a large negative E at upper levels in the cloud which is necessary to initiate normal
IC flashes. However, no large positive E values, needed to initiate normal negative-polarity
CG flashes, develop at lower levels. In the storm investigated by Stolzenburg et al. (2003)
balloon and lightning data revealed that the initiation of CG flashes was delayed until the
development of a lower positive charge region and the growth of a substantial positive E at
lower levels. Unlike the basic charge structure found in the mature stage (described above
and depicted in Fig. 2), the sounding during the early stage showed only two charge re-
gions: negative charge centered at 7.6 km (−10◦C) and positive charge centered at 8.8 km
(−20◦C). A subsequent sounding acquired about 10 min later had a significant lower posi-
tive charge region below 6 km and a positive E maximum at 6 km that was ten times larger
than in the early sounding. Thus, the storm evolved from early stage to mature stage within
a 10 min period, in which time both a lower positive charge region and substantial positive
E had developed, and CG flashes began occurring.

In different geographical conditions, the early development of thunderstorms can be dif-
ferent. For example, Qie et al. (2005) studied thunderstorms that developed at high altitudes
(ground level of 4.5 km msl) on the Tibetan Plateau and found that an inverted dipole (pos-
itive charge below negative) developed first. Inverted polarity IC flashes and enhanced fair
weather polarity E values at the surface were also observed.

The idea that precipitation particles and electrical charge develop together during the
initial electrification of storms has been investigated for many years (e.g., Dye et al. 1986).
Several studies have compared growth of the radar reflectivity to growth of the surface E

beneath thunderstorms. For example, Reynolds and Brook (1956) found the time between
the first indication of electrification at the surface and the first lightning was 10–12 min, and
electrification was coincident with substantial vertical echo development. Later, Jameson
et al. (1996) found that initial electrification was coincident with the appearance of graupel
particles above the −7◦C level.

Recent results (Stolzenburg et al. 2007c) from three New Mexico mountain storms
with surface E, radar, lightning, and balloon E data shed new light on initial electrifica-
tion and the correlated development in time and location with precipitation. Analysis of one
case showed weak but anomalous (i.e., enhanced fair-weather E) initial electrification at
the surface (Fig. 7a) beneath the thunderstorm. The lowest charge region evident in a bal-
loon sounding early in this storm was also anomalous: this region was positively charged,
located low in the cloud (near cloud base), and moved downward (as if carried on precip-
itation) with time (Fig. 7b). Along with the radar echo development, the E data indicate
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Fig. 7 (a) Electric field vs. time
at the surface beneath a
developing thunderstorm.
Background, fair weather values
are present until about 1922:45
UT, and the first lightning from
the storm occurred about 6 min
later. Enhanced negative E prior
to rapid electrification indicates
net positive charge aloft.
(b) Radar reflectivity data for the
same storm, acquired at the time
of the enhanced fair weather E

prior to rapid electrification. Note
that all the strong echoes are at
low levels in the cloud. Red
shaded box shows positive charge
inferred from a balloon sounding
made 5 min later in the storm.
Temperatures shown are also
from balloon data. The surface E

measurements in (a) were made
at 3.2 km altitude and 27 km
range. (From Stolzenburg et al.
2007c)

(a)

(b)

that the anomalous charging occurred at temperatures warmer than −20◦C and warmer than
the “charge reversal temperature” associated with the non-inductive, ice-ice charging mech-
anism (e.g., Saunders 2008). As the radar echo subsequently developed into colder parts of
the cloud, the surface E reversed to foul weather polarity and rapidly increased. In a second
case investigated by Stolzenburg et al. (2007c), electrification began soon after substantial
upward growth of the precipitation core began. The temporal evolution of the top of the
strong radar echo and the surface E are shown in Fig. 8. The rapid positive E growth at the
ground, indicating development of net negative charge aloft, began when the 44 dBZ echo
reached 8.3 km (−15◦C) in the cloud. A brief plateau in the growth of surface E started
at the time the 44 dBZ echo reached −20◦C. The first lightning from this cell initiated at
−10◦C (7.4 km), suggesting that the strongest negative E values in the cloud were near
this altitude and between negative and overlying positive charge regions. A corresponding
balloon sounding (slightly later and in an adjacent, slightly later cell) indicated negative
charge between 7.2 and 8.9 km (−9 to −19◦C), with positive charge above and weak posi-
tive charge below. In the third case of initial electrification, an early explosive precipitation
growth phase was evident in the radar data between 6 and 8 km (−5 to −15◦C). A coin-
cident E sounding during that time showed only two net charge regions: positive charge
centered at −20◦C and negative charge at −10◦C near the region of an elongated graupel
signature.
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Fig. 8 Evolution of electric field
at the surface and the maximum
altitude of the 44 dBZ radar echo
in the cloud through the initial
electrification of a storm on 2
August 1999. Echo altitude
increases at 6 m s−1, which is
also the average updraft speed
from a balloon sounding in the
storm. Temperatures indicated
are from the balloon data. The
rapid positive E growth at the
surface starts when the 44 dBZ
echo reaches 8.3 km (−15◦C),
and a brief plateau in dE/dt

starts when 44 dBZ reaches
−20◦C. (From Stolzenburg et al.
2007c)

In all three of the storms investigated by Stolzenburg et al. (2007c), the initial electri-
fication began once substantial radar echo developed above the −5◦C level, and rapid E

growth at the surface began once radar reflectivities indicative of large precipitation parti-
cles reached above the level of −15◦C. The first lightning flashes occurred within a few
minutes of the onset of rapid E growth at the ground and initiated at temperatures between
−10 and −21◦C. Stolzenburg et al. (2007c) concluded that the initial electrification in each
of the storms fit with charging via the non-inductive ice–ice collisional mechanism.

4.2 Electrical Evolution in the Decay Stage

Despite the absence of convective updrafts, the electrical structure during the decay stage
of thunderstorms is quite dynamic. Evidence for this evolution is easily found in E mea-
surements at the ground beneath storms, which often exhibit an End Of Storm Oscillation
(EOSO). During the EOSO, E makes at least two polarity changes over a period of 30–
75 min (Moore and Vonnegut 1977); these are accompanied by substantial changes in the
charge structure within the cloud during its decay (Marshall and Lin 1992). A typical EOSO
cycle begins during strong positive E at the ground (i.e., dominated by negative charge over-
head), then E switches to large negative values, then returns to a slightly weaker positive
E, and finally decays to ‘fair weather’ negative E values as the storm completely dies. Fig-
ure 9 shows an EOSO observed beneath a New Mexico mountain thunderstorm that occurred
above Langmuir Laboratory (Marshall et al. 2007). In addition to the typical features, this
EOSO has a final overshoot of negative E that sometimes occurs.

Mechanisms associated with the electrical decay of thunderstorms after their dynamical
forcing and associated updrafts die have been the subject of only a few studies. Moore and
Vonnegut (1977) suggested that downdrafts in a dying storm allow the upper positive charge
to dominate E at the ground, thereby explaining the first oscillation to negative values.
Marshall and Lin (1992) used balloon and surface E data along with radar data to show
that for two EOSOs, the cloud electrical structure consisted of an internal negative charge
with positive screening charge layers at the upper and lower boundaries. (This decay stage
charge structure has the opposite polarity of the basic charge structure described above for
anvil clouds.) Marshall and Lin also observed negatively charged precipitation descending
below cloud base of both decaying storms. For both cases, their data are applicable to the
last oscillation of the EOSO. Marshall and Lin (1992) suggested that the final period of large
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Fig. 9 Time history of surface electric field for a thunderstorm over Langmuir Laboratory, New Mexico. The
End Of Storm Oscillation (EOSO) time is indicated. Altitude vs. time of three balloons (Flights 4, 5, and 6)
in the storm during the late-mature and decay stage are shown; colored horizontal bars indicate the time each
balloon was inside cloud. (From Marshall et al. 2007)

Fig. 10 Balloon electric field, temperature, relative humidity, and charge (shown as shaded boxes) for three
soundings through a dying storm on July 25, 1999. Times of each flight are shown in Fig. 9. The lower charge
regions (especially those indicated by pink, dark blue, and red boxes) descend with time. Loss of the lowest
positive charge into the ground and addition of positive charge at the top of Flight6 lead to the E profile’s
apparent opposite shape, compared to Flight5. (Adapted from Marshall et al. 2007)

positive E at the ground is due to a combination of the internal negative cloud charge and
the sub-cloud negative charge on precipitation. As the negatively charged precipitation falls
to the ground, the screening charge process brings positive charge to the cloud boundaries to
maintain a nearly zero E outside the cloud. Thus, when the negatively charged precipitation
completely vanishes into the ground, the surface E either returns to fair weather values or
becomes slightly negative (the final overshoot) as the screening process continues.

A recent study by Marshall et al. (2007) used E soundings (Fig. 10) and radar data to
understand details about the earlier part of one EOSO. Multiple balloon soundings before
and during the EOSO that is shown in Fig. 9 indicate substantial changes in the charge
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structure over about 50 min through the decaying storm. Note especially in Fig. 10 the
change in the E profile from Flight5 (completed just before the EOSO began) to Flight6
(launched 17 min later, just after the EOSO began). Marshall et al. (2007) concluded that
the first oscillation of the EOSO to large negative E values is apparently due to the descent
of negatively charged precipitation, which dominates the surface E as it approaches the
ground. Then, after the period of strong negative E at the ground, E returns to positive
values due to the subsequent descent of positively charged precipitation and to an increase
in negative charge and a decrease in positive charge within the cloud. These changes lead to
the addition of an uppermost positive screening charge (as indicated at the top of the Flight6
sounding). Interestingly, these changes also lead to the Flight6 sounding appearing as nearly
a mirror image (in E polarity) of the earlier Flight5 profile. Finally, the part of the EOSO
described by the Marshall and Lin (1992) study occurs: the screening process coupled with
the descent of negatively charged precipitation causes the final oscillation of the EOSO.

5 Thunderstorm Charge Structures in the Earth’s Electric Circuit

As reviewed elsewhere in this issue (Aplin et al. 2008), the Earth’s global electric circuit
can be considered a paradigm for planetary electricity. Wilson (1920) hypothesized that
thunderstorms are the main generators in the global electric circuit, effectively driving neg-
ative charge from the ionosphere to the Earth in what is now called the Wilson current. In
this section, studies indicating that the internal thunderstorm charge structure can effect the
contribution that storms have to the Earth’s global electric circuit are reviewed.

Some of the earliest attempts to measure the Wilson current above thunderstorms (Gish
and Wait 1950; Stergis et al. 1957) indicated an upward current flow, in support of Wil-
son’s hypothesis. More recent airplane measurements by Blakeslee et al. (1989) of E and
conductivity above 15 thunderstorms of various sizes showed E values of 0.4 to 6 kV m−1.
From their data and the approximate storm sizes, Blakeslee et al. estimated Wilson currents
in the range from 0.09 to 3.7 A, with an average of 1.7 A. This average current, combined
with simple estimates (∼1000) of the number of worldwide simultaneous thunderstorms,
added further support to Wilson’s hypothesis that thunderstorms are the main generator in
the global circuit.

Recent above-cloud balloon E measurements (Stolzenburg et al. 2006) for one small
thunderstorm are shown in Fig. 11. Using the same technique and empirical conductivities
as Blakeslee et al. (1989), Stolzenburg et al. estimated that the Wilson current ranged from
0.1 to 0.3 A during part of this storm’s lifetime. An important criterion in determining the
strength of the Wilson current in this case is whether or not the convective updraft has
a screening charge layer above it. As noted in early work by Vonnegut et al. (1966), the
convective updraft and internal cloud charge may not be fully screened at the top if divergent
outflow carries away the particles (to which attracted ions have attached) too quickly. In this
scenario, E above the cloud is of order 1–10 kV m−1 (as shown in Fig. 11, particularly in
Fig. 11a) rather than near-zero; such a relatively large E can drive a relatively large above-
cloud current. In addition, since small storms like those studied by Stolzenburg et al. (2006)
may make up a large portion of the global storm population, the average Wilson current
used by Blakeslee et al. (1989) in their test of the Wilson (1920) hypothesis may be an
overestimate.

Modeling of thunderstorms as generators in the global circuit began with Holzer and
Saxon (1952), who represented the storm as positive and negative current sources of equal
strength embedded in an atmosphere with an exponential conductivity profile between two
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Fig. 11 Above-cloud vertical component of E (Ez) and altitude from two balloons over a New Mexico
storm. (a) Earlier balloon at increasing altitude (13 to 16 km) and increasing distance from storm’s updraft (2
to 6 km away). Ez is positive most of the time, except after some lightning flashes. Average current density
estimated is 3.7 nA m−2; estimated Wilson current is 0.3 A. (b) Data from a later balloon at increasing
altitude and increasing distance from storm core (4 to 8 km away). Ez is smaller and positive most of the
time, except after some lightning flashes. Average current density estimated is 2.0 nA m−2; estimated Wilson
current is 0.2 A. (Adapted from Stolzenburg et al. 2006)

perfectly conducting planes. The positive current source was located near the top of the
cloud, and the negative source was a few kilometers lower. Holzer and Saxon showed that
such a dipolar structure of current sources does act as a generator in the global circuit and
transfers negative charge to the Earth. They also showed that the Wilson current output
from a storm depended on the charge separation distance within the storm. During the next
30 years, many improvements were made in models of thunderstorms as generators in the
global circuit (see Roble and Tzur 1986, for a review). However, in these improved models,
there was still little detail included about the charge structure inside the storms or about the
overall range of horizontal scales of thunderstorms. Intuitively, it can be expected that if the
charge separation distance is important in the current output, then the internal vertical charge
structure, including its complexity beyond a positive dipole, is also important in estimating
the Wilson current due to a storm. Furthermore, since a typical MCS has lateral extent which
is an order of magnitude greater than that of an ordinary thunderstorm (and at least twice the
distance between the Earth’s surface and the ionosphere), one might expect a more effective
coupling to the ionosphere over a substantially longer period for MCSs than for an isolated
thunderstorm.

Recently, Davydenko et al. (2004, 2005) investigated the contribution of individual MCSs
to the global electric circuit. These authors found that one MCS stratiform region with Type
A structure had a Wilson current of 32 A, while a Type B MCS stratiform region had a
Wilson current of −25 A. In both these MCSs, the convective region had an estimated
Wilson current of less that 0.5 A, similar to that of an ordinary thunderstorm. Based on
their examination of 32 balloon soundings through MCS stratiform regions, Stolzenburg
et al. (2007b) inferred that the above-cloud E for 15 cases indicated the stratiform cloud
was charging the global circuit, while the other 17 indicated the cloud was discharging the
global circuit. Thus, the overall effect of MCSs on the global circuit could be very large or
very small, but it remains essentially unknown.

Wilson’s 1920 hypothesis that thunderstorms are the main generators in the Earth’s global
electric circuit seems likely to be proven correct, based on the data collected and the models
constructed to date. However, a comprehensive test of the hypothesis awaits comprehensive
data on the Wilson current provided by storms of different sizes and flash rates, with different
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dynamics, and at different times in their evolution. A comprehensive test will also require a
comprehensive knowledge of the number and percentage of different types of thunderstorms,
including deep convection in the tropics, that occur simultaneously around the globe and the
variations in those numbers and percentages as the Earth rotates. Finally, as pointed out by
Williams (2007) and others, improved estimates about other possible current sources in the
circuit (such as non-thunderstorm shower clouds mentioned by Wilson (1920)) are needed
to determine whether thunderstorms are indeed the main generators in the global circuit.

6 Concluding Remarks

As is evident from this review, the electrical nature of thunderstorms on Earth is neither
simple nor fully known. Some important basic charge structures have been identified in
common types of layered and convective clouds and within certain periods of the convective
activity. In most cases, however, it is clearly not enough to know only that a cloud is making
lightning to know its charge structure; one needs additional information regarding the storm
type, cloud type, location, and life stage, to make informed guesses about the internal charge
structure. Furthermore, little electrical data currently exist for some storm types in important
regions of the Earth (e.g., the tropics); knowledge of these storms is needed to understand
their effects on the global circuit and other phenomena important to the planet’s electricity.
The interactions within a cloud between water in its various phases (i.e., hydrometeor mi-
crophysics and latent heat release) and air motions, driven by the broad range of atmospheric
forces, are fundamental to terrestrial storm electricity. Whether or to what extent these in-
teractions and forces are relevant or have counterparts in other planetary electrical systems
remains an open question for future investigations.
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Abstract This section focuses on the physical phenomena, leading to large-scale space-
charge and electric field generation (electric dynamo) in the planetary atmospheres, and
ways of their theoretical description. The main attention is paid to charge-layer formation
in atmospheres. Under terrestrial conditions, a problem of charge-layer formation in the at-
mosphere is important from the viewpoint of both thunderstorm and fair weather electricity.
It is important also for the problems of intense layer generation under perturbed ionization
conditions, charge layer formation over deserts, high field generation in the mesosphere etc.
On the other hand, charge-layer treatment allows verifying electrification theories being ap-
plied to more or less simple 1D conditions such as the electrode effect, cloud screening lay-
ers, long-term charge layers in mesoscale convective systems. The paper reviews the results
of recent research in this field. General conditions of the electro-hydro-dynamic descrip-
tion and their applications to the planetary atmospheres are discussed in terms of the Debye
length, mean free path length of charged particles, Langmuir frequency and electrical con-
ductivity. In terms of electrostatic interaction energy, it is found that three phases for charge
carriers co-exist in strongly electrified clouds in the Earth’s atmosphere. Crucial role of tur-
bulent motion of conducting media for electric dynamo realization is revealed. The results of
recent research in the modeling of the electrode effect, fog electrodynamics, screening lay-
ers in clouds and aerosol/dust structures, long-term charge layers in mesoscale convective
systems are presented. Nonlinear solutions, demonstrating the formation of charge layers in
planetary atmospheres, are examined.

Keywords Electric field generation · Charge layer · Atmospheric electric circuit ·
Conductivity · Thunderstorm electrification · Fair weather · Modeling · Electric dynamo

1 Introduction

Planetary atmospheric electricity is an interdisciplinary research area, but the problem of
basic importance for that area is the problem of generating a large-scale electric field in a
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weakly conducting medium. We will refer to it below as the electric dynamo (ED) problem.
A partial case of ED is the generation of electric current by means of a conductor moving
through a magnetic field. In this more narrow sense the term electric dynamo (or simply dy-
namo) is often used when dealing with magneto-hydro-dynamic (MHD) problems, first of
all for ionospheric applications (e.g., Whitten and Poppoff 1971). In atmospheric electrody-
namics, the generation of a large-scale electric field is caused usually with the microphysical
separation of electric charges (e.g., on cloud and precipitation particles) and their subsequent
transfer by a weakly conducting medium, which is not affected substantially by the magnetic
field. The motion of the medium, however, plays a principal role leading to the transforma-
tion of a micro-scale electric field to the macro-scale field and providing the electric energy
growth in a system. Therefore, this term is adequate for electric field generation in weakly
conducting atmospheres with a large enough time of space charge relaxation.

This approach is convenient also due to the possibility of direct comparison with
magnetic-field generation processes widely investigated in space physics. Indeed, as com-
pared to the problem of generating a large-scale magnetic field in a highly conducting
medium, referred usually as magnetic dynamo, ED problem has been generally less devel-
oped so far, probably due to the fact that weakly conducting media are less abundant in the
universe, and visible manifestations of ED (first of all, electrostatic discharges) require more
special observation facilities. However, recent progress in experimental technique calls forth
the growing interest to atmospheric electricity both under terrestrial and space conditions. It
allows us to hope for more rapid elaboration of ED problems in the nearest future.

In the present part the principles of electro-hydro-dynamic (EHD) description and their
applications as applied to charge-layer formation in atmospheres are briefly reviewed. Under
terrestrial conditions, a problem of charge-layer formation in the atmosphere is important
from the viewpoint of both thunderstorm and fair weather electricity. It is important also
for the problems of intense layer generation under perturbed ionization conditions, charge
layer formation over deserts, high field generation in the mesosphere etc. A special interest
to charge layers is caused by the search for possible mechanisms of solar activity action on
weather and climate (e.g., Tinsley and Zhou 2006).

On the other hand, charge-layer treatment allows verifying electrification theories be-
ing applied to more or less simple 1D conditions (such as the noted-above electrode ef-
fect, cloud screening layers, long-term charge layers in mesoscale convective systems).
This paper reviews the results of recent research in this field and especially in the mod-
eling of the electrode effect (under fair weather and fog conditions), screening layers in
clouds and aerosol/dust structures, long-term charge layers in mesoscale convective sys-
tems. A special attention is paid to the role of turbulence and finding for dynamical ana-
lytical solutions. Due to their clear physical sense, such solutions, after verification under
terrestrial conditions, can be used for analysis of extraterrestrial electrical phenomena. It
is the more so important that according to recent studies the existence of charged layers
caused by the conductivity perturbations can be considered as a global feature of differ-
ent extra-terrestrial atmospheres, at least for Venus, Jupiter and Titan (e.g. Yair et al. 1995;
Aplin 2006).

2 Electric Field Generation: General Conditions

2.1 Parameterization of Planetary Atmospheres

Planetary atmospheres can be considered in general as weakly conducting media (plasmas)
where moderate ionization level is supported by different ionization sources: galactic cosmic
rays, UV solar radiation, energetic particles from planetary magnetospheres and solar wind,
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radionuclide emanations. Fundamental plasma characteristics are the Langmuir frequency
ωL = (

∑
Niq

2
i /ε0Mi)

1/2 and the Debye length λD = (
∑

Niq
2
i /kTiε0)

−1/2, and summation
is performed over the charged species (electrons and ions, in the lower atmosphere—light
and heavy ions), k is the Bolzmann’s constant, ε0 is the permittivity of free space (the dielec-
tric constant); Ni and qi are the number density and mean charge of carriers respectively,
Mi and Ti are their masses and temperatures. The Debye length is simply expressed through
the thermal velocities of the charged components: λD = (

∑
ω2

Li/v
2
T i)

−1/2.
Common definition of plasma as a quasi-neutral medium requires that characteristic spa-

tial scale of the medium is large as compared to Debye length because the latter is consid-
ered as the measure for a spatial scale of space-charge density perturbations. A characteristic
feature of a weakly conducting medium, however, is a large value of an effective collision
frequency of charged particles with the neutral gas particles, so that the medium conductivity
becomes small. Indeed, the medium conductivity is defined as σ = ∑

σi = ∑
(Niq

2
i /Miνi),

where νi is the effective collision frequency of the i-th charged component, so that
σ = ∑

ε0(ω
2
Li/νi).

In most space and laboratory plasmas ωLi ≥ νi , while for lower atmospheric layers an
opposite condition ωLi � νi holds. It means that the Debye length λDi = vT i/ωLi turns out
to be large as compared to the mean free path of the charges li = vT i/νiand does not serve
already as the measure of quasi-neutrality. As a result, charged components are trapped by
the motion of the neutral medium and become the subject of large-scale charge separation
occasionally in a case of respective mechanisms (charge separation due to particle collisions,
ion capture, thermodynamic phase bifurcations etc.) at work. It is obvious from the above
formulas that the inequality λDi � li is equivalent to the condition that the inverse relaxation
time determined by conductivity τ−1

r = σ/ε0 is much less that the Langmuir frequency. On
the other hand, the relaxation time itself should be big enough to ensure the effective work of
separation mechanisms. It implies that the relaxation time should exceed the characteristic
temporal scales of respective aero-dynamical and thermo-dynamical processes determining
the large-scale electric-field evolution in the atmosphere.

Therefore, the study of electric field generation in planetary atmospheres should start
from the analysis of their general plasma parameters: whenever inequality σ/ε0 < ωL holds,
large-scale space-charge separation can take place if respective aero-dynamical and thermo-
dynamical conditions (e.g., intensive convection) are present.

In the Earth’s lower atmosphere electric conductivity, Langmuir frequency and De-
bye length are dominated by light ions until the altitudes 40–50 km, where free electrons
give some contribution due to their small mass and high mobility. It is easily to find that
near the ground surface the Debye length is about 4 cm, while the Langmuir frequency
ωL ≈ 5.5 × 103 s−1 (for Ni+ = Ni− = 500 cm−3, Ti = 300 K, and Mi = 60 a.m.u.). These
parameters do not change substantially with altitude in the lower several tens km: ωL in-
creases about 3 times up to 12–15 km, where the ionization rate maximizes (Gringel et al.
1986), and then slowly decreases until about 40–50 km. Even small addition of free elec-
trons 10 cm−3 at the height 50 km makes electron contribution to the plasma frequency
dominating: ωLi ≈ 1.7 × 104 s−1, ωLe ≈ 1.7 × 105 s−1. In the ionosphere the Langmuir fre-
quency is defined by the electron profile and reaches its maximum of ωLe ≈ 8 × 107 s−1 at
the altitudes 250–300 km (e.g., Kelley 1989). In contrary, the conductivity changes many or-
ders of magnitude in the atmosphere, increasing from about 3 × 10−14 S/m near the ground
(so that σ/ε0ωL ≈ 10−6) up to 10−5–10−3 S/m in the D region. It should be noted that
above 70–75 km the conductivity becomes anisotropic due to the geomagnetic field. One can
see that normalized conductivity σ/ε0 reaches the Langmuir frequency level at the height
of about 90–100 km. Therefore, the whole region between the ground surface and about
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100 km should be considered as a weakly conducting medium where electric dynamo can be
realized, and it does (as we know due to recent TLE studies and rocket-borne measurements
of electric field perturbations) not only in the troposphere but in the middle atmosphere as
well.

For comparison, in the Venusian atmosphere the conductivity is estimated to vary from
about 2 × 10−16 S/m above the surface up to 10−10 S/m at 80 km altitude (Borucki et al.
1982). The Langmuir frequency varies from ωL = ωLi ≈ 1.7 × 103 s−1 near the surface to
ωL = ωLe ≈ 1.7 × 105 s−1 at 80 km. Respective range of σ/ε0ωL relation is from 10−8

to 10−4.
In the Martian rarefied atmosphere the conductivity estimated as 10−12–10−11 Sm/m, is

caused primarily by photoelectrons (Grard 1995; Berthelier et al. 2000) with the density
1–102 cm−3 near the surface. It means that the relation σ/ε0ωL is about 10−6.

Due to the Cassini/Huygens mission, Titan’s atmosphere has attracted much attention
recently. Cosmic ray radiation is the main mechanism for ionizing the lower atmosphere of
Titan. Their higher penetration power, in comparison with solar photons, allows cosmic rays
to penetrate deep into the atmosphere of Titan, ionizing the neutral molecules and generat-
ing an ionosphere (Molina-Cuberos et al. 1999). In contrast to the atmospheres of Venus
and Earth, no species were found in the Titan’s atmosphere that lead to the formation of
appreciable concentrations of negative ions. As a result, the predicted conductivity is quite
different in that a substantial concentration of electrons exists all the way to the surface
of Titan (Borucki et al. 1987). However, in light of the PWA-MIP experiment results de-
rived from the Cassini/Huygens entry probe to Titan’s atmosphere in January 2005, there
is presently no consensus between the models of conductivity and electron density profiles
for Titan’s atmosphere. Around the altitude 63 km, all models differ from measurements
by a factor ∼2–3, while the general shapes of conductivity and electron density profiles are
similar (Hamelin et al. 2007). Larger differences develop at altitudes from 80 to 100 km,
and even 140 km where the measured conductivity falls down to less than 0.3 nS/m. This
emphasizes in particular the major role of aerosols (Borucki et al. 2006).

The main contribution of the PWA-MIP experiment is the discovery of an ionospheric
layer between ∼50 and 80 km, characterized by a maximum conductivity of 3 nS/m and a
peak electron density of ∼650 cm−3 at an altitude of about 63 km, and by small conductivity
and electron density from 80 up to at least 140 km. The ionized layer shows relatively steep
boundaries ∼400 and 800 m scale heights for the upper and lower boundaries, respectively
(Hamelin et al. 2007). Therefore, in the maximum of ionospheric layer the relation σ/ε0ωL

is about 10−6.
In conclusion, all the above examples demonstrate that in the wide enough region of

planetary atmospheres ED dynamo conditions are satisfied so that large-scale space-charge
separation can take place there. Respective equations should describe not only the influence
of medium motion (wind, convection etc.) on the charge transfer, but also a possible action
of electrostatic force on the medium flow. It makes sense to present these equations for a
simple case of one-component medium to illustrate a possible role of additional physical
factors, e.g. turbulence, magnetic field, and to analyze the main differences from the mag-
netic dynamo problem (see below Sects. 2.2 and 2.3).

Before going to these equations, note that along with the σ/ε0ωL relation (equivalent to
λD/l relation), there is another aspect of weakly conducting plasma very important for its
behavior. Commonly used gas (or weak-interaction) approximation implies that the mean
potential energy of electrostatic interaction between the charged particles in the medium
is small compared with the mean kinetic energy of their thermal motion. As a rule, it is
equivalent to the assertion that the Debye length sphere contains large number of charged
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particles. This approximation holds for light ions in the air, but it is drastically violated for
highly charged particles in the active ED systems like thunderstorm clouds. For example,
under the Earth’s cloudy atmosphere, for highly-charged precipitation particles the mean
potential energy of electrostatic interaction can be estimated as (4πε0)

−1Q2
pN

1/3
p ≈ 10−11 J

(if the particle charge Qp ≈ 20 pC and particle density Np ≈ 125 m−3) (e.g., Bateman et al.
1995), while the mean kinetic energy of thermal motion kT ≈ 4 × 10−21 J is many orders
of magnitude smaller. It means that highly charged storm regions contain strongly coupled
plasma. This situation is analogous to strongly coupled dusty plasmas attracted much atten-
tion recently (see the paper by Goertz 1989) reviewing dusty plasmas in the Solar systems,
and many other recent publications (e.g., Bhatuthram et al. 2002), but it is more compli-
cated due to the higher values of non-ideality parameter compared to usual dusty plasmas
(almost 1010 in the above presented example) and complicated phase composition of the
cloudy medium. Indeed, for small cloud particles which are abundant in the highly charged
storm regions and carry significant total charge, the mean potential energy of electrostatic
interaction can be estimated as 4 × 10−21 J (if Qc ≈ 20 e and Nq ≈ 108 m−3), i.e. of the
same order magnitude as the mean kinetic energy of their thermal motion. It means that
this fraction (ice particles in the higher part of the cloud, or droplet particles in the lower
part) is under quasi-liquid state from the viewpoint of statistical thermodynamics, therefore
all the three phases for charge carriers co-exist in strongly electrified clouds in the Earth’s
atmosphere. The possibility of a similar situation occurring in other planetary atmospheres
requires a special analysis.

2.2 Electric Dynamo Problem Formulation

Theoretical studies of most atmospheric electricity problems (fair weather, cloud electri-
fication, global electric circuit operation etc.) imply the presence of at least two different
characteristic scales—microphysical one, determined by charge separation processes, and
large scale, i.e. the size of generated electric field (EF), determined by the external scales
of the system (e.g., the scales of temperature and conductivity profiles, the cloud height),
and connect them analyzing Maxwell equations together with quasi-hydrodynamical equa-
tions for several charge-carrier components upon certain parameterizations for microphys-
ical processes. The noted above approach is identified adequately by the term electric dy-
namo, which by definition is the generation of large-scale quasi-stationary electric field and
space charge due to the motion (laminar or turbulent) of a weakly ionized medium (Mareev
and Trakhtengerts 1996; Mareev 1999).

A weakly ionized medium is typically considered as a multi-component system, pro-
viding both separation (charging) and dissipation (discharging) currents. In a rigorous for-
mulation, the description of the conducting fluid implies solution of kinetic equations for
the distribution functions of all species (neutral, positive and negative) over velocities
(e.g., Holzworth 1995). As applied to cloud electrification, the distribution over the elec-
tric charges in precipitation and cloud particles should be taken into account as well. Due
to extremely wide variety of spatial and temporal scales of processes involved (from micro-
physical to global-scale ones) and many other complications (inhomogeneous conductivity,
non-stationary character of processes, nonlinear dynamics of systems, such as the lightning
channel, thunderstorm cloud, global electric circuit etc.) different simplifying approaches
are used instead of the full and rigorous analysis. The modern models of thunderstorm elec-
trification usually include conservation equations for mixing ratios of water vapor and hy-
drometeors, and charge densities and ion concentrations (e.g., Schuur and Rutledge 2000;
Mansell et al. 2005). For example, the microphysics package of the Straka Atmospheric
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Model (Mansell et al. 2005) has two liquid hydrometeor categories (cloud droplets and rain)
and ten ice categories characterized by habit and size: two ice crystal habits (column and
plate), rimed cloud ice, snow (ice crystal aggregates), three graupel densities, frozen drops,
small hail, and large hail.

In a very simplified approach just illustrating general operation principles, electric dy-
namo may be considered even for a one-component medium. In this case the set of equa-
tions includes the equation for space charge density ρ, and hydrodynamic (aerodynamic)
equations of a conducting medium:

∂ρ

∂t
+ σ

ε0
ρ = −divρv + D�ρ − σB rot v, (1)

∂ρa

∂t
+ divρav = 0, (2)

ρa

∂v
∂t

+ ρa(v∇)v = −∇P + ρE − 1

2
∇E2 + ε(E∇)E. (3)

The medium is characterized by the density ρa , the velocity v, the pressure P , the conduc-
tivity σ , the temperature T , the charge diffusion coefficient D and permittivity ε, which is
unity in many atmospheric applications. Thermodynamic quantities are connected by the
state equation: P = P (ρa, T ). Space charge density and electric field are coupled through
the Poisson equation: ε0 div E = ρ. In (1) the last term is caused by the account of the cor-
rection [vB] in Ohm’s law expression for the conductivity current in the moving medium:
j = σ(E + [vB]). This term leads to the space charge density growth for the vortex motion
of a weakly conducting medium in magnetic field (e.g., for the shift flow or the convective
cell, rotating in a magnetic field).

If electric currents are not too big, the magnetic field induction B in the lower atmosphere
may be considered as a given function of time and coordinates. Otherwise it is found from
the equation:

∂B
∂t

+ ε0

σ

∂2B
∂t2

= 1

μ0σ
�B + rot[vB] + 1

σ
rotρv. (4)

Here μ0 is the magnetic permeability of vacuum. Equations (1)–(4) together with the
Poisson equation and thermodynamic state equation form a full set of electro-magneto-
hydrodynamic equations of a conducting medium. The examples of their analysis, laminar
electric dynamo solutions and general criteria for large-scale electric field generation in a
continuous conducting medium are presented by Mareev and Trakhtengerts (1996). It was
shown in particular that the sound wave reveals dispersion at large scales when propagating
in the highly charged medium (for example, the charge layer in a thunderstorm cloud) with
space charge density ρ0 distributed: ω2 = ω2

e + ku2
0, where k is the wave number, u0 is the

sound wave velocity in a neutral medium, ωe = (ρ2
0/ε0ρa)

1/2 is the characteristic frequency.
It should be noted that in most practical ED applications (4) is not required, so that

the ED problem in its general formulation can seem less complicated as compared to MD
problem because of potential character of the electric field determined by the scalar electric
potential. But many complications in atmospheric electrodynamics are concerned to the
inhomogeneity, turbulent motion and multi-component composition of the medium.

2.3 Turbulence

Experiments show that turbulence plays a very important role in atmospheric electricity both
under storm and fair-weather conditions. However the study of the dynamo in a turbulent
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weakly conducting medium in the general case is not much developed. The main question
is whether turbulence can operate occasionally as a factor supporting large-scale electric
field generation. It turns out that it can at least for a case of intensive electrification with
the participation of induction mechanisms (Mareev 1999). Note for comparison that in the
MD problem the main achievements of recent decades were associated just with the studies
of magnetic fields generated in a turbulent medium, in particular with the discovery of so-
called α-effect in turbulence with certain helicity (Krause and Radler 1980; Beck et al. 1996;
Wilkin et al. 2007).

The turbulent electric dynamo investigation implies an analysis of averaged (over the
characteristic turbulent scales) equations for the mean electric field or the mean space charge
density. For their derivation (in what follows the magnetic field is not accounted for) the
functions ρ(r, t),E(r, t) and v(r, t) are represented as the sums of mean and random terms:

ρ(r, t) = ρ0 + ρ ′, 〈ρ ′〉 = 0; v(r, t) = v0 + v′, 〈v′〉 = 0;
E(r, t) = E0 + E′, 〈E′〉 = 0,

(5)

where brackets mean the average over the realizations ensemble. The average procedure
implies the existence of two characteristic scales in the problem: L � l, where L is the
external scale of (global) mean fields change, while l is a characteristic scale of turbulence.
Under one-component approach, inserting the expressions (5) into (1), one can get:

∂ρ0

∂t
+ σ0

ε0
ρ0 = −divρ0 v0 − div〈ρ ′ v′〉 − 〈σ ′ρ ′〉

ε0
+ DT �ρ0. (6)

A similar procedure is known in statistical hydromechanics to lead to the Reynolds tensor
〈v′

iv
′
j 〉 for the mean field motion equation. There is no any simple method to express this

tensor via mean flow velocity due to the necessity to solve nonlinear equations. In the elec-
tric (magnetic) dynamo theory a similar tensor is expressed analytically because the space
charge (magnetic field) equation is linear (e.g., Moffatt 1978).

In the framework of (6) the presence of random fluctuations of the space charge and
medium velocity provides an additional term 〈σ ′ρ ′〉/ε0 on the right hand side of the aver-
aged space-charge continuity equation. The expression J = 〈ρ ′v′〉 represents the turbulent
flux of the space charge, or the turbulent electromotive force. The divergence of this func-
tion defines the distribution of space charge sources in the medium. Usually the turbulent
flux of the space charge is taken in the form: J = −DT ∇ρ0, where DT is the coefficient of
the space charge turbulent diffusion, which is written by analogy with the molecular diffu-
sion coefficient. However this approach suggests a priori a search of stationary solutions in
the equilibrium medium. A problem of the turbulent electric dynamo requires more general
consideration with account for the charging current arising due to microphysical charge-
separation processes. To study the mean field formation in a weakly ionized atmospheric
medium, taking into account charging of hydrometeors/aerosols due to their collisions in
the turbulent flow, it is more practical to use an averaging procedure as applied to the equa-
tion for electric field (Mareev 1999; see also Sect. 3.6 below). It can be illustrated with a
simplest example of a distributed “plane capacitor” model based on the solution of a non-
linear diffusion equation for electric field evolution in a cloud:

∂E0

∂t
= ε−1

0 (jsep − jdis) + Dc

∂2E0

∂z2
. (7)

In this equation, the charging current jsep describes the field growth due to charge separation
by cloud and precipitation particles, the dissipation current jdis is caused mainly by the
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conductivity, the charge-diffusion coefficient Dc � VcLc is determined by the characteristic
velocity Vc and scale Lc of turbulent eddies.

Our theory is based on the calculation of turbulent convective current (assuming small-
scale random fluctuations) and its further account in the large-scale evolution equations.
The key problem is calculation of turbulent current in two-flow system with charge trans-
fer via particle collisions. Particles accumulate charge still charging current is greater than
leakage one. The velocity difference arises due to air velocity fluctuations. Inductive and
non-inductive charging mechanisms are taken into account, but it is turned out that just
for inductive mechanism quasi-stationary aerodynamic turbulence might support the large-
scale charge separation. Therefore, the effect of mean field growth has been found, caused
by induction charging of colliding particles. This phenomenon takes place for the turbu-
lence intensive enough when the air conductivity is sufficiently small. The estimations have
been performed for thunderstorm cloud conditions when the Kolmogorov spectrum for wind
turbulent perturbations is valid. They showed that the relation of parameters ν1, ν2 and
k0σv is important, where ν1 and ν2 are the drag coefficients in the motion equations for
heavy and light colliding particles respectively, k0 = 2π/L0, L0 is the outer scale of Kol-
mogorov turbulence, σv is the dispersion of the distribution function for the neutral gas
velocity (σv ≈ 0.1 m/s). For a typical case ν1 � k0σv � ν2 in the first order on ν2/k0σv ,
the integration over the wave numbers and frequencies of the turbulent eddies mixing cloud
particles gives the following relation:

jsep = αsE0 = aE0ξε
2/3
t r2R2nNν−1

i k
−2/3
0 , (8)

where ξ is the parameter determined by the contact time of colliding particles and their
conductivities and varies in a wide enough range 10−3–1 (MacGorman and Rust 1998);
a ≈ 0.5 is a non-dimensional factor, R and r are the radii of heavy and light particles, N

and n are their densities, εt is the energy flow in the inertial interval for the Kolmogorov
turbulence, ν−1

i is the inverse time of charge relaxation of a cloud particle due to attach-
ment of ions, so that νi is determined by the ion attachment coefficient multiplied by the
mean ion concentration. It is necessary for the mean electric field growth: αs > σ/ε0. To
estimate αs , one can take parameters typical for intensive thunderstorm clouds: ξ = 10−1,
νi = 10−1 s−1, r = 10−4 m, R = 10−3 m, n = 108 m−3, N = 5 × 103 m−3, L0 = 102 m,
εt = 10−2 m2 s−3. We find αs ≈ 2 × 102 s−1, i.e. turbulence can operate occasionally as a
factor supporting large-scale electric field generation. It is seen from the presented expres-
sions that the increase of particle sizes and concentrations along with increase of the external
scale of turbulence and decrease of the conductivity help to the electric field growth.

The results of the above consideration could be used for the explanation of high electric
fields (including horizontal field) in thunderstorm cells with the high level of turbulence.
They can be applied also to other planetary atmospheres, particularly to Martian atmosphere,
characterized by strong turbulence during dusty storms.

3 Charged Layers in the Atmosphere and Their Theoretical Description

Planetary environments represent the consequence of spherical envelopes. In a case of the
Earth they are called sometimes geospheres. Their important property is that spatial scales
of their inhomogeneity in the vertical (radial) and horizontal (zonal and meridian) directions
are substantially different, and they can be often considered as the layers, which greatly
simplifies theoretical treatment, allowing 1D analysis.
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Electromagnetic phenomena are observed in all the Earth’s envelopes including the
Earth’s interior—the core, the mantle and the crust, and external envelopes—atmosphere,
ionosphere and magnetosphere. But only the narrow layer of the lower atmosphere of about
100 km height is a place where the macroscopic charge formation is possible due to the very
low conductivity of this layer in accordance with the above noted general properties of ED
in the Earth’s atmosphere. In the following chapters we will consider several examples of
charge-layer formation in the atmosphere.

3.1 Large-Scale EF Profiles in the Global Circuit

If the conductivity of the atmosphere were uniform, it would be a passive dissipating
medium with no charge accumulation in response to external electromotive force applied.
Atmospheric conductivity, however, increases with the height very quickly—for many ap-
plications it can be approximated by the exponential function (see Rycroft et al. 2008 for
more details). Space charge is generated: (1) due to the gradient of conductivity, and (2) due
to the presence of a boundary—ground surface.

Large-scale gradient of conductivity leads to space charge generation in accordance with
the equation:

ρ = ε0∇ · E = ε0

σ
(∇ · J − E · ∇σ). (9)

Under stationary conditions the first term on the right-hand side vanishes. Therefore, usually
all the fair-weather part of the atmosphere represents the layer of positive charge, because
the electric field in the fair-weather atmosphere is directed downwards usually.

Large-scale fair-weather field profile which at the same time illustrates both noted mech-
anisms of space charge generation is presented in Fig. 1. It is an example of balloon EF
soundings performed under fair weather conditions (Markson 2007). An electric field max-
imum caused by a thin aerosol layer at 3 km is revealed. Another feature of this profile is

Fig. 1 Balloon electric field
sounding in clean air at Hilo,
Hawaii (from Markson 2007)
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Fig. 2 Electric field profiles of
so called third group (with
increasing electric field strength
in the boundary layer) after
several hundreds of air flights:
1—Leningrad, 2—Kiev,
3—Tashkent (from Imyanitov
and Chubarina 1967)

the large increase in electric field close to the ground due to a layer of positive space charge
in the lowest 200 m. According to Markson (2007), this is caused by the accumulation of
positive ions drifting downward which is not counterbalanced by negative ions drifting up-
ward (so called electrode effect). This effect is often observed over the ocean. Over land
surfaces it does not typically observed but in this case it exists because there is no radiation
or radioactive gases in the volcanic soil of Hawaii where the sounding was carried out.

The most comprehensive airplane measurements of electric field profiles under fair-
weather and cloudy atmosphere have been performed in 1958–1959 (Imyanitov and Chuba-
rina 1967). Their results demonstrate variability of the profiles even for clear sky. Very often
charge layers were observed, which is revealed in the changes of the sign for electric field
and its derivative on certain altitudes. In particular, about 40% of all the profiles (about 2000
profiles in total) revealed the electric field decrease in the lowermost part of the troposphere
(one example from this group of profiles is presented on Fig. 2). The observed layers can
be caused in particular by the charge transfer processes (inhomogeneous convection or ad-
vection) (Anisimov and Dmitriev 1999) or by the ionization rate gradient above the ground.
Attachment to aerosol particles can play a substantial role in these processes as well (see
below Sects. 3.3 and 3.4).

3.2 Large-Scale EF Dynamical Perturbations

Recently a great attention has been attracted to EF transient processes due to their ability
to excite optical emissions and stimulate quick ionization in the middle atmosphere. In fact,
the main features of the electric field changes after the lightning flash can be understood
on the basis of 1D approximation, analyzing thereby dynamics of alternating EF layers. In
particular, the following equation (Mareev et al. 2006) can be used for calculation of the
vertical component of electric field in the conducting atmosphere:

∂E

∂t
+ σ(E, z)

ε0
E = ∂Eex

∂t
, (10)

where Eex = 2P/4πε0z
3 is the external dipole field, P = 2hI t + deff is the full dipole mo-

ment, h is the mean height of the region, where the electric charge, transferred by the light-
ning current, is distributed. In the expression for P , the first term describes the growth of
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Fig. 3 Variation of conductivity
as a function of height (for 8 ms)
due to electron heating in the
electric field, generated due to
the flash with continuing current
magnitude 10 kA; maximum of
M-component current 23 kA.
1—conductivity profile perturbed
by electric field; 2—conductivity
profile in the absence of electric
field (from Yashunin et al. 2007)

the dipole moment at the stage of the continuing current, while the second term is the con-
tribution of the perturbation caused by lightning-channel dynamics, in particular by the M-
component of the flash. Note that lightning M-components are transient perturbations in the
relatively steady continuing current that follows the return-stroke pulse and in the associated
channel luminosity (Rakov and Uman 2003).

At times that are sufficiently small (10) gives the dipole field in the vicinity of the source,
while it is an approximate equation, ignoring the horizontal components of electric field. It is
seen from (10) that the conducting medium causes the field relaxation with the characteristic
time ε0/σ(E, z), depending on the electric field magnitude. Such a nonlinear effect caused
by the collision frequency change due to heating of electrons is pronounced at heights of
the lower ionosphere for lightning currents of the order of 1 kA. Focusing on the search for
breakdown conditions, we were disregard the change in conductivity due to electron density
perturbation, which is a slower process compared to the electron heating in the field. We used
in field calculations a conductivity profile experimentally obtained during night conditions
(Holzworth et al. 1985). The M-component velocity was assumed to be equal 0.1c (c is the
speed of the light in vacuum). The charge source height h was taken to be 5 km. We assume
that the lightning discharge (return stroke followed by continuing current) lasts for 10 ms,
after the field relaxation takes place. M-component starts 7 ms after the beginning of the
continuing current stage.

To illustrate the transient charge layer formation, we present here the Fig. 3, showing the
importance of the effect of conductivity perturbation by the field of M-component (Yashunin
et al. 2007). It is seen that the conductivity decreases in the electric field, and this effect be-
comes more substantial with increasing the altitude (up to 75–80 km) due to the fact that
the electric field decreases according to the power law, while the plasma field decreases
exponentially. At higher altitudes, this effect diminishes because of the influence of conduc-
tivity on the electric field, which due to fast relaxation does not penetrate into the plasma.
In particular, this effect leads to more effective field penetration to greater altitudes and in-
creases the potential of M-components to initiate transient luminous events in the middle
atmosphere during the continuing current stage of the lightning flash (Yashunin et al. 2007).
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3.3 Electrode Effect

Across any horizontal area in the atmosphere stressed by a vertical electric field, positive
and negative ions flow in opposite directions. However at a boundary ions of one sign can
flow to that boundary, but there is no compensating flow of opposite sign away from it. This
imbalance called the electrode effect gives rise to a space charge layer in the vicinity of
the boundary (Hoppel et al. 1986). The importance of this phenomenon is in its ability to
separate rather big amounts of charge near the Earth’s surface, because due to the turbulence
this charge is distributed over much thicker layers.

The theory of the electrode effect has been extensively developed with account for
aerosols, turbulence and non-uniform volume ionization (Willett 1979, 1983; Tuomi 1982;
Hoppel et al. 1986). For the case of uniform volume ionization without aerosol the electrode
effect is described by the balance equations for positive and negative ions (their densities
will be denoted below as n1 and n2 respectively in accordance with common notations in
this theory) together with Poisson’s equation:

∂n1

∂t
+ divn1v1 = q − αn1n2,

∂n2

∂t
+ divn2v2 = q − αn1n2, (11)

ε0 div E = e(n1 − n2), (12)

where v1,2 = ±μ1,2E + v0 − DT 1,2∇n1,2/n1,2 are the velocities of ions determined by their
drift in electric field E, transport in the neutral gas flow and diffusion, so that the diffu-
sion coefficients DT 1,2 are determined by turbulent transfer of ions; μ1,2 are the mobilities
of positive and negative ions; q is the intensity of the external ionization source; α is the
ion recombination rate. For the diffusion coefficients the following expressions are used:
DT 1,2 = DT = D0 + Kz , where D0 ≈ 5 × 10−6 m2/s is the molecular diffusion coefficient
of small ions, K is a constant, characterizing the linear increase of the turbulent eddy scales
with height. The boundary conditions on these equations are n1(z → ∞) = n2(z → ∞) =
(q/α)1/2, n2(0) = 0. The electric field is given at the lower boundary E(z = 0) = E0 or at
the infinity E(z → ∞) = E∞. For the non-turbulent atmosphere the positive ion density
on the lower boundary must be determined as a result of the solution. In a case of strong
turbulence the condition n1(0) = n2(0) = 0 is often assumed, while for real land surfaces
more general boundary conditions relating the densities and their derivatives on the surface
are proper (Willett 1983; Mareev et al. 1996).

For the non-turbulent atmosphere the thickness of the charge layer is determined by the
lifetime of small ions τi = (αni)

−1 and their drift velocity νd1,2 = μ1,2E0 in the ambient elec-
tric field E0 : Lcl = j0/2eq , where j0 is the electric current density which can be assumed
constant under stationary conditions. Estimations show that Lcl does not exceed several me-
ters. The solution of (11)–(12) for so-called classical (non-turbulent) case is presented in
Fig. 4 (Hoppel 1967), where Lcl ≈ 2 m. The height of the electrode effect in the turbulent
atmosphere is determined by the following expression (Willett 1978):

Lct = (ε0K/μe)
√

α/q. (13)

The following values of the parameters can be taken for estimations: K ≈ 0.2 cm/s, α =
1.6 × 10−12 m3/s, μ = 1.5 × 10−4 m2 V−1 s−1, q = 107 m−3 s−1 which gives much bigger
values for the electrode-layer thickness compared to the classical case: Lct ≈ 30 m. It is
interesting that the aerosol particles increase further the thickness of the turbulent charge
layer (by increasing the electrical relaxation time) while reduce the thickness of the non-
turbulent charge layer (due to ion attachment resulting in their lifetime decrease).
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Fig. 4 Simple electrode effect in
nonturbulent air with constant
volume ionization rate of 107 ion
pairs per m3 per second over a
plain surface (from Hoppel 1967)

In general, the models of the electrode effect developed up to the moment give the quasi-
stationary profiles being often in a good agreement with measurements (e.g., Hoppel et al.
1986; Qui et al. 1994). Note, however, that there are still open questions in the theory of
the electrode effect, concerning its temporal dynamics, the choice of adequate boundary
conditions for different meteorology, and the account for particular “ion-aerosol climate” of
a considered site. It can be illustrated by the results of some balloon-borne soundings.

We have presented already in Sect. 3.1 the electric field profile (Fig. 1) demonstrated
the enhancement of the electric field near the ground surface for fair-weather conditions
in Hawaii, which can be attributed to the electrode effect (Markson 2007). The observed
charge-layer thickness was about 200 m, which can not be explained by the classical elec-
trode effect and was caused probably by the vertical turbulent transfer of charged particles.
In this sounding, however, may be revealed an additional effect of positive space charge
from sea spray blown by trade winds over the island, or some reduction in the conductiv-
ity due to marine aerosols. All these factors should be taken into account when analyzing
the particular height profiles (not numerous so far, unfortunately) of the electric filed in the
boundary layer.

Several series of electric field soundings with tethered balloons made in the lowest few
hundred meters above the ground at Florida were presented by Marshall et al. (1999). On
most of the days considered there was and anomalous enhancement in the ground-level
electric field often referred as sunrise effect. Marshall et al. (1999) found that electrode-
layer charge density began increasing at about the same time as the local enhancement in
the electric field magnitude at the ground level. They suggested that enhanced positive elec-
trode layers accumulated before sunrise very close to the surface because there is relatively
little radioactivity in the soil or air. The typical decrease in charge density was from 0.2
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to 0.05 nC m−3 while the charge layer thickness increased from less than 20 m to almost
200 m.

3.4 Fog, Clouds and Aerosol Layers

The conductivity in the atmosphere is reduced in the areas where ions attach to aerosol
or cloud particles, therefore charged layers are often generated near the upper and lower
surfaces of cloud or aerosol layers. One example of a double space-charge layer (with the
positive charge below and negative charge above) caused by a thin aerosol layer is seen on
Fig. 1. As an other extreme, Fig. 5 shows a conductivity profile through a Sahara dust layer
between 1.7 and 3.7 km height and 2200 km west of the West African coast (Gringel and
Muhleisen 1978). The dust concentration responsible for the conductivity decrease is also
shown. The authors report a mean mass concentration of 1200 g−3 throughout the layer.
Owing to the low altitude of the layer the total columnar resistance increased up to 50%
over large-scale North-Atlantic areas. In terms of space charge density the effect can be
similar in a case of stratus clouds (Gringel et al. 1986). Regions of negative and positive
space charge as large as 50 e/cm3 have been observed in non-thunderstorm shower clouds
(Imyanitov and Chubarina 1967).

In a theory of similar (screening) layers the balance equations for light ions (11) should
be supplemented by the terms describing the linear sinks of ions due to their attachment;
at the same time the balance equations for heavier charged components appear, and their
contribution comes to the Poisson’s equation (12). In general heavier components (cluster
ions, aerosol or cloud particles) are dispersed over the size and mass which leads to the
charge dispersion as well. A common simplification consists in the separation of several
fractions with certain size and phase state (water droplets, ice particles, graupel etc.) to
represent a complicated real charging process.

This procedure can be considered as applied to fog modeling—a case, allowing for di-
rect experimental verification. Fog is an important object of long-term rather controversial

Fig. 5 Polar conductivity as a
function of altitude and the
concentration of mineral dust
particles Z∗ derived from the
conductivity decrease (from
Gringel and Muhleisen 1978)
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investigations dictated by a number of practical problems such as possible means for the
fog forecast and control (Hoppel et al. 1986; Israelsson 1999). On the other hand, fog is
a wonderful natural laboratory for the study of charging of water droplets (or ice crystals)
coupled to the aero-electric state of the boundary layer and cloud development.

Charging of water drops in a fog is a key point for analysis of quasi-stationary dis-
tribution of the field and its fluctuations. If the diffusion regime of charging is realized
(Fuchs 1947), for the stationary state we easily find the mean stationary charge acquired
by a fog particle of radius R: Q0 = QT ln(μ1n1/μ2n2), where QT = kTiR/e is the char-
acteristic diffusion charge, caused by the thermal motion. For typical fog conditions with
R = 5 µm and temperature 300 K we have Q ∼= 180e, where e is the electron charge value.
As we noted, usually n1 > n2 in the surface layer due to the increase of the air conduc-
tivity with height, and even the case n1 � n2 can be realized near the Earth’s surface due
to the electrode effect, so that at heights where μ1n1 > μ2n2, fog particles acquire a pos-
itive charge on average. But if the ion densities are not too different, the drop charge ap-
pears negative due to the higher mobility of negative ions. For instance, taking n1 = n2 and
μ1 = 1.2 × 10−4 m2 V−1 s−1, we have Q0 = −72e for μ2 = 1.8 × 10−4 m2 V−1 s−1, and
Q0 = −27e for μ2 = 1.4 × 10−4 m2 V−1 s−1. This mechanism of fog particle charging is
known as the diffusion charging (Pruppacher and Klett 1978).

In a case of identical particle ensemble, particle charging will produce, in the stationary
case, some distribution of particles over charges (Fuchs 1963):

fQ(Q,QT , . . .) = Cn

QT

Q
sh

(
Q

2QT

)
exp

[
− (Q − Q0)

2

2QT e

]
, (14)

where Cn is the normalization constant, the effect of the external field is not considered,
and charging is assumed to be due to diffusion only. Equation (14) shows in particular that
the diffusion mechanism ensures not only a fairly high average charge, but also a broad
charge distribution of drops. The width of the charge distribution is governed by the pa-
rameter (QT e)1/2. Thus, under typical conditions, fog particles have a sufficiently broad
charge-distribution function with an average charge Q0, whose sign depends on the ratio
μ1n1/μ2n2. This conclusion is important from the viewpoint of electric field generation,
because the turbulent mixing of particles with |Q| � e and sufficiently broad distribution
should cause significant increase of the amplitude of small-scale fluctuations. The depen-
dence of charge Q0 on the height is an additional factor contributing to the field fluctuations
because of fluctuations of the vertical velocity of gas.

Using the system of equations describing fog electrodynamics (Anisimov et al.
2005), the influence of fog-particle parameters and the characteristics of air ionization on
diffusion-charging of particles has been investigated numerically. Stationary vertical profiles
of the fog-particle charge, electric field, charge density, and light-ion concentration have
been found (see Fig. 6 where the vertical coordinate is normalized by z0 = ε0E0/en0;E0

and n0 are the unperturbed electric field and ion density respectively). It is important to note
that these profiles are controlled mainly by the single parameter εQ = QT NQ/en0, where
NQ is the equilibrium density of fog particles.

A most simple and well-known consequence of fog presence is the electrical conductivity
decreasing and electric field growth. This effect is revealed usually in ground-based mea-
surements under fog conditions, while it is accompanied by very pronounced electric-field
fluctuations (Anisimov et al. 2005). Another feature seen on the profiles is the charge-density
layer in the vicinity of the upper boundary of the fog. A layer forming near the ground is the
electrode effect modified by the fog influence.
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Fig. 6 Height profiles of electric
field, droplet charge, net volume
charge density and ion
concentration for three control
parameter values (from Anisimov
et al. 2005)

In a similar way, the difference in clear air and cloud conductivities causes a layer of
space charge to form at cloud boundaries region. For a component of the electric field
normal to the boundary under stationary conditions we have σEc = σexEex, where sub-
scripts c and ex relate to the cloud and external values of conductivities and electric field
strength, respectively. Then from the Poisson equation we get for the boundary charge den-
sity ρs ≈ ε0Ec(1 − σc/σex)/�zs , where �zs is the thickness of the layer. A crude estimate
for �zs shows that it is determined by mean free path of ions li , typically about 50 m, and
so ρs ≈ ε0Ec/li for σc � σex (Pruppacher and Klett 1978). More detailed studies on the
formation and structures of charge screening layer can be found in Phillips (1967); Brown
et al. (1971); Klett (1972).

Interestingly, we have not found in the literature any convenient numerical models allow-
ing for the detail study of the intensity and thickness of charge layers near the cloud bound-
aries as dependent on the cloud parameters and external factors in a global atmospheric
circuit. As an example of such layer formation the results of numerical calculations in the
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Fig. 7 Electric field profile for
the horizontally extended cloud
(from Mareev and Mezentzev
2008)

framework of a simple 1D model (Mareev and Mezentzev 2008) are presented in Figs. 7–9.
In spite of usual approach using the given conductivity, the microscopic description was
used where the conductivity profile develop due to the permanent operation of the ion-
ization source increasing with height: q(z) = q0 exp(2z/H), where q0 = 107 cm−3 s−1,
H = 6 × 103 m. Light-ion mobility profile (the same for positive and negative ions) was
taken as μ(z) = μ0 exp(2z/Hb), where Hb = 7 × 103 m, μ0 = 1.5 × 10−4 m2 V−1 s−1. The
voltage between the ground and ionosphere was supported to be 250 kV. The lower and
upper boundaries of the cloud at the heights 2.5 km and 10.5 km were determined by the
following cloud-particle density distribution: M(z) = M0 exp(−(z−zm)16/(�/2)16), where
M0 = 108 m−3, zm = 6.5 km, � = 8 km. A large value of the power under the exponent
function ensures the pronounced boundaries of the cloud. It is obvious from Fig. 7 that
the intensity of the layer near the lower boundary is bigger compared to the upper bound-
ary where the ion mobility is much lower. Analogous calculations for more thin aerosol or
cloud layers give similar pictures of electric field distributions. They are presented in Fig. 8
along with space-charge density profiles. Two layers centered on different altitudes (3 km
and 5.5 km) are shown for direct comparison. Note that charge-density perturbations are
concentrated on cloud (aerosol) particles in much more narrow layers. The charge-density
magnitude decreases with the altitude due to light-ion mobility increase.

A similar approach can be used for the estimation of charge layer parameters for extra-
terrestrial conditions.

3.5 Small-Scale EF Dynamics in the Lower Atmosphere

Electric field and charge dynamics in the Earth’s boundary laye (e.g. Israel 1973) has been
the subject of intensive studies in recent several decades. In particular, 10−3–1 Hz electric
field pulsations were measured during 1999–2001 under the fair-weather and fog conditions
(Anisimov et al. 2002). At the frequencies of 10−2–10−1 Hz these pulsations have a power-
law spectrum with the spectral index varying from −1.23 to −3.36. The most probable
values of the index fall into the range from −2.25 to −3.0, unlike the temperature fluctuation
spectra which obey the Kolmogorov power law with the spectral index close to −5/3 in the
inertial subrange. Under the fog conditions the intensity of electric-field pulsations increases
by about an order of magnitude compared to the fair-weather conditions.
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Fig. 8a Electric field profiles for
two horizontally extended layers
2 km thickness at different
altitudes (from Mareev and
Mezentzev 2008)

Fig. 8b Space-charge density on
cloud particles for two
horizontally extended layers of
2 km thickness at different
altitudes (from Mareev and
Mezentzev 2008)

The relation of spectral characteristics to the formation of aero-electric structures (AESs)
was found. Figure 8 (from Anisimov et al. 2002) illustrates how the fluctuations of space
charge developing in the atmosphere, are reflected in the remote sensing of the electric field
pulsations. Analysis of the mechanisms explains the relationship between electric-field spec-
tra and the neutral-gas turbulence and AES formation and allows one to recover the parame-
ters of the neutral gas motion (Shatalina et al. 2005). We have suggested in particular that
measuring the short-period (10−3–1 Hz) pulsations of the electric field is a convenient in-
strument for the fog prognosis and fog studies (Anisimov et al. 2005). We can conclude that
EF pulsation analysis serves as a powerful mean for electrodynamics/turbulence monitoring
under different conditions, being of special interest for extra-terrestrial in-situ atmospheric
measurements.

Analysis of spectra and structure function of EF pulsations (Anisimov et al. 1999, 2003)
shows nontrivial properties of space-charge structures including effective increase of charge
relaxation time and existence of long-term horizontally extended (up to several km) charge
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Fig. 9 Aero-electric structures in the atmosphere detected at the Borok Geophysical Observatory on July 31,
1999. The distance between the sensors in the line is 15 m (from Anisimov et al. 2002)

layers. The modeling of such layers requires the use of modern methods of nonlinear dy-
namics. As an example, the analytical solutions of (11)–(12) can be found, corresponding to
self-consistent charge layers forming in the light-ion environment (Mareeva et al. 1999). It is
interesting that in this case the dynamical stationary state and wave velocity depend on the
difference of mobilities of positive and negative ions, leading to different ion-drift veloc-
ities V1d and V2d . The running step of space-charge density ρ = ρ0[1 + exp(−ρ0ζC)]−1

appears, where ζ = z − V t , ρ0 = −σ0E0(V + �Vd)/V1dV2d;C = Aε0E0/(1 − a), a =
α/4πe(μ1 + μ2),�Vd = V2d − V1d ,A = 1 − V (V + �Vd)/V1dV2d . The nonlinear nature
of this solution is obvious. The positive value of the step velocity corresponds to the motion
along the external electric field. The value of quasi-stationary space-charge densityρ0 is not
so big if condition V ∼= −a�Vd for the step velocity is satisfied. In the most interesting case
A → 0 the narrow step of the space charge density of the width C/ρ0 forms.

For relatively small perturbations of space-charge density and equal values of positive
and negative ion mobilities the set of equations (11)–(12) reduces to one nonlinear equation
for the variable I = n1 − n2:

∂2I

∂t2
+ (α + γ )N

∂I

∂t
− V 2

d

∂2I

∂z2
− Vd(4γ − α)I

∂I

∂z
= −qγαN2I − 2Vd

∂q

∂z
, (15)

where γ = 4πeμ, N = n1 + n2 ≈ N0 = (4q/α)1/2. Significance of nonlinear effects is de-
fined by the parameter Re = I0(4γ − α)z0/Vd , where z0 is the characteristic scale of the
charge density change, I0 is its magnitude. It is analogous to the Reynolds number in com-
mon hydrodynamics and can be called the effective “electro-kinetic” Reynolds number. Un-
der certain conditions (15) reduces to the modified Burgers equation, which has universal
analytical solutions.

Estimations show that found non-stationary self-consistent solutions can be realized both
in fair weather and beneath electrified clouds. Their parameters are defined by micrometeo-
rological conditions and give the signature of nonlinear processes of electric interaction in
the atmosphere (Mareeva et al. 1999).
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3.6 Thunderstorm Clouds and MCSs

The charge-layer formation is a classical problem of thunderstorm electrification. It has
been discussed recently in particular due to the fact that the stratiform region of a typical
mesoscale convective system (MCS) was found to have a number of horizontally extensive
charge layers that exist for 6–12 hours. This problem is extensively investigated nowadays
(e.g., Stolzenburg et al. 2008).

In general there are two approaches useful for the analysis of thunderstorm charge layers.
The first one (which is described in more detail in the present chapter) is based on the de-
scription of external currents supporting the experimentally observed layers independently
of the microphysical processes leading to these currents. This approach directly connected
to the experimental data is especially useful for the analysis of thunderstorm energetics and
their role in the global electric circuit. Another approach implies the construction of detail
microphysical models for the charge layer generation, including 3D numerical models of
storm electrification (e.g., Mansell et al. 2005).

Our description uses the external currents as the most convenient parameter forming the
electrical structure of thunderstorms and at the same time playing the basic role in the global
atmospheric electric circuit. For the external current we use the following expression:

jex(r, z) =
{

0, z < z−, z > z+,

jex(r)z0, z− < z < z+,
(16)

where z− and z+ are the lower and upper boundaries of the current layer, i.e. the heights of
the main negative and positive charges in the cloud, jex(r) is the distribution of the external
current in the horizontal plane, z0 is the single vector directed upward. As was demonstrated
by Davydenko et al. (2004), this representation is useful for linear analysis of rather com-
plicated thunderstorms like MCSs. In the latter case one can model a thunderstorm as a set
of currents in the form (16) chosen in accordance with experimental data.

To model a typical thunderstorm in the global circuit, one can represent it by one cur-
rent layer (16) flowing between the lower and upper levels z− and z+ respectively and
forming corresponding charge layers at these levels. It allows finding the dependence of
energetic characteristics of a thunderstorm cloud upon the geometrical factors and conduc-
tivity distribution. Usually the conductivity profile is assumed to be exponential: σ(z) =
σ0 exp(z/H), z > 0. The Earth’s surface is considered to be ideal. If the electric field is
quasi-stationary E = −∇ϕ, the conductivity current density takes the form j = −σ∇ϕ. The
equation for the electric potential is as follows: div[−σ∇ϕ + jex(r, z)] = 0. Boundary con-
ditions are: ϕ(r → ∞, z) = 0, ϕ(r, z → ∞) = 0. Assuming that the current distribution is
axially symmetrical, we can use the Fourier transform on the transverse coordinates. Writing
the current in the form jex(r) = j0 exp(−r2/a2), we easily find the energetic characteristics,
including the energy accumulated in the vertical electric field and in the horizontal electric
field (Mareev and Anisimov 2007).

Sufficiently simple expressions for the energy and their dissipation rate can be derived
only for a small enough compared to H and for a big enough compared to H . Omitting the
details, we will present the final formulas for these limiting cases only for the total energy
W� and total ohmic dissipation rate P . For a < H we have: W� = 4W0[exp(−2z−/H) +
exp(−2z+/H)], P = P0[exp(−z−/H) + exp(−z+/H)], where

W0 =
√

π

2
· πε0j

2
0 · a3

32σ 2
0

, P0 =
√

π

2
· πj 2

0 · a3

4σ0
. (17)
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Fig. 10 Dependences of the
separation and dissipation
currents on the electric-field
intensity in a thundercloud

In an opposite case a > H we have: W� = W1[2 exp(−2z−/H) + exp(−2z+/H) +
exp(−2(z+ + z−)/H)], P = P1[exp(−z−/H) + exp(−z+/H)], where

W1 = πε0j
2
0 · a2H

8σ 2
0

, P1 = πj 2
0 · a2H

2σ0
. (18)

These expressions show the dependence of the electric energy and ohmic dissipation on
the parameters a,H,σ0, z−, z+. They lead to reasonable energy estimations for the current
densities of order of 1–10 nA/m2 for typical thunderstorms and MCSs, and can be used for
energy estimations under extraterrestrial conditions.

In terms of thunderstorm charge layer analysis the model nonlinear equations like (7)
are useful. In our analysis of this equation (Mareev and Sorokin 2001) we have taken into
account different parameterizations of inductive and non-inductive mechanisms, leading to
different expressions for the charge separation current, as well as corona discharge dissipa-
tion current. At the stage of intense electrification, the charging current is dominant. How-
ever, a sharp increase in conductivity occurs in a sufficiently strong field due to the corona
effect around the strongly charged particles. To allow for this effect, one can use the corre-
sponding empirical dependence jdis = σcEc[exp(E/Ec) − 1], where σc is the unperturbed
conductivity of the cloud medium and Ec is the critical electric field leading to the sharp
growth of the corona current (Beesley et al. 1977). We show in Fig. 10 the dependences of
the separation and dissipation currents on the electric-field intensity in the cloud for typical
cloud particle parameters: r = 10−4 m, R = 10−3 m, n = 4 × 106 m−3, N = 5 × 104 m−3,
Ec = 60 kV m−1 and two values of the parameter ξ . Several equilibrium states of the cloud
electrification determined by the equality of separation and dissipation currents are shown.
Of particular interest is the solution in the form of a traveling front of electric field and space
charge perturbation, separating the stable and unstable equilibrium states jsep = jdis. This so-
lution shown schematically in Fig. 11, describes the growth of the thunderstorm cell at the
stage of its intense electrification due to the slow oppositely-directed motion of charge layers
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Fig. 11 Solution in the form of a
pair of traveling fronts

on its boundaries. Detail discussion of different mechanisms of charge transfer in thunder-
storm clouds forming the charge separation current is presented in the other chapter of this
issue (Saunders 2008).

3.7 Charge Layers Near the 0◦C Isotherm

Rather complicated multi-layer charge structures are frequently observed in stratiform pre-
cipitation regions of MCSs (Stolzenburg et al. 2008). But the narrow layer of positive electric
charge near the 0oC isotherm serving as “reservoir” for the positive ground flashes appears
to be a very characteristic feature (Stolzenburg et al. 1994, 2008; Shepherd et al. 1996).
We suggest a quantitative model treating the formation of the positive charge layer near the
0◦C isotherm as a result of the melting charging process (Evtushenko et al. 2007). It is one
of mechanisms, which have been discussing for rather long time, especially as applied to
MCS stratiform regions (e.g., Stolzenburg et al. 1994). There is experimental evidence for
its significance, while the detail microphysics of charge separation during melting is not
completely understood up to now.

We assume that previously uncharged precipitation particles (large aggregates of vapor-
grown crystals or smaller precipitation particles) acquire negative charge as they melt by
shedding smaller, cloud-size particles (either liquid or solid). One of the main goals of this
study was the investigation of inductive mechanism effectiveness during the charge sepa-
ration near the 0◦C isotherm. In a positive electric field, positive charge is induced on the
upper part of the melting aggregate while an equal negative charge is induced on the lower
part. Charge is separated when the particle melts. An actual typical profile of the vertical
velocity profile in a stratiform region is taken into account. The upper charge layer in the
stratiform region is assumed to form due to advection. Typical examples of electric field pro-
file and field dynamics are presented in Fig. 12a, b. In Fig. 12 the formation and rather quick
stabilization of charge layers can be seen. We can conclude that after melting charging mech-
anism start the field magnitude grows reaching 30–120 kV/m in 300–2000 s (depending on
the parameters of charge transfer). It should be noted however that the role of light ions has
not been completely studied so far, while it appeared to be important for narrow charge layer
formation. Balloon measurements in MCS stratiform regions seem to be in accordance with
the presented modelling results but suggest further development of charge-layer formation
theory to make more reliable conclusions on their nature and stability mechanisms (Stolzen-
burg et al. 2008).
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Fig. 12a Electric field dynamics
in the stratiform region of a
mesoscale convective system in a
case of inductive charging near
the 0◦ isotherm

Fig. 12b The calculated electric
field profile in the stratiform
region at the moment t = 2000 s

4 Summary

The motion of weakly ionized disperse-phase medium leads to the electric charge separation
and generation of large-scale quasi-stationary electric field (electric dynamo) as well as
to short-period pulsations of electric field, current and space charge density. Their study
is of fundamental importance to investigate intra-cloud, cloud-to-ground and high-altitude
discharge inception, to understand the nature of volcano lightning, dust and sand storms, to
recognize global and local components of planetary electricity.

General conditions of the electro-hydro-dynamic description and their applications to the
planetary atmospheres are available in terms of the Debye length, mean free path length of
charged particles, Langmuir frequency and electrical conductivity; the relation of latter two
parameters is important for the charge layer forming. In terms of electrostatic interaction
energy, it is found that three phases for charge carriers co-exist in strongly electrified clouds
in the Earth’s atmosphere.
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Laboratory modeling and analysis of field experimental data demonstrate clearly the ef-
fects of electro-hydro-dynamical turbulence. They can be used for planetary electricity re-
search.

The problem of charge-layer formation in atmospheres is important from the viewpoint
of both thunderstorm and fair weather/disturbed fair weather electricity, and allows verify-
ing electrification theories being applied to more or less simple 1D conditions such as the
electrode effect, cloud screening layers, long-term charge layers in mesoscale convective
systems.
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Abstract Many explosive terrestrial volcanic eruptions are accompanied by lightning and
other atmospheric electrical phenomena. The plumes produced generate large perturbations
in the surface atmospheric electric potential gradient and high charge densities have been
measured on falling volcanic ash particles. The complex nature of volcanic plumes (which
contain gases, solid particles, and liquid drops) provides several possible charging mecha-
nisms. For plumes rich in solid silicate particles, fractoemission (the ejection of ions and
atomic particles during fracture events) is probably the dominant source of charge genera-
tion. In other plumes, such as those created when lava enters the sea, different mechanisms,
such as boiling, may be important. Further charging mechanisms may also subsequently op-
erate, downwind of the vent. Other solar system bodies also show evidence for volcanism,
with activity ongoing on Io. Consequently, volcanic electrification under different plane-
tary scenarios (on Venus, Mars, Io, Moon, Enceladus, Tethys, Dione and Triton) is also
discussed.
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Fig. 1 Volcanic lightning
photographed during the 1982
eruption of Galunggung volcano,
Indonesia. The photograph was
taken by R. Hadian and is
reproduced courtesy of the US
Geological Survey

1 Introduction

The dark, silicate-particle laden plumes produced by explosive volcanic eruptions on Earth
are frequently associated with observable electrical phenomena (such as vivid lightning dis-
plays, Fig. 1). Compilations of historical descriptions of such effects, that illustrate the
large magnitude of electrical charging involved, can be found in Pounder (1978, 1980b)
and Mather and Harrison (2006). However, such plumes can be considered to represent one
end of the spectrum of plume silicate-contents. At the other end, white plumes, dominated
by condensing gases and droplets and with only a small silicate particle component, can
be produced by gentle degassing activity. For a comprehensive review of different terres-
trial plume types and the styles of volcanism involved, the reader is referred to Sparks et al.
(1997). In this paper, the electrification of plumes and the subsequent effects are discussed,
for both terrestrial and extraterrestrial volcanism.

2 Electric Charge in Terrestrial Volcanic Plumes

On Earth, volcanic plumes are three-phase mixtures composed of variable proportions of
solid particles (dominantly fractured fragments of silicate rock, in various forms includ-
ing crystals, glassy shards and vesicular particles, in a wide range of sizes), volcanic gases
(mainly H2O, but also CO2, SO2, N2, H2S, H2, CO and others), and aerosols and droplets
of condensed volcanic gases and atmospheric water vapour (Sparks et al. 1997). Additional
solid particles can be present in the form of salts, if the activity involved significant boiling
of seawater, or in the form of ice, in the case of high altitude plumes (Rose et al. 1995).

2.1 Silicate-Rich Plumes

The bulk of research on volcanic charging has been carried out on silicate-rich plumes pro-
duced by explosive eruptions. Such plumes are characteristically produced by subduction-
related volcanoes erupting viscous magmas and can vary in height from a few kilometres
(e.g. those from small Vulcanian eruptions, Wilson and Self 1980) to more than 30 km for
major Plinian eruptions (e.g. the 1991 eruption of Mt. Pinatubo in the Philippines; Lynch
and Stephens 1996). As the magma under the volcano ascends, its high viscosity prevents
exolving volatiles from expanding or escaping. The resulting internal pressure eventually
leads to brittle failure and explosive fragmentation of the magma. Although blocks up to
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Fig. 2 Atmospheric electric potential gradient data recorded at Sakurajima volcano, Japan, approximately
2.7 km from the vent, during a small explosive eruption (James et al. 1998; James 1999). After the initial
observation of the plume ascending above the crater, the plume was blown towards the instrument site, pro-
ducing positive perturbations. The shaded bar on the upper axis denotes the duration of light ash fall at the
instrument site, during which strong negative perturbations were recorded

metres in size can be erupted, small particles, generally in the range of micrometres to mil-
limetres in diameter (with particles smaller than 2 mm classified as ‘ash’) can be transported
horizontally by winds in the atmosphere for thousands of kilometres.

Interest in the electrification of plumes as a fundamental natural process has led to mea-
surements using three techniques: (1) detecting perturbations of the atmospheric electric
potential gradient at the surface (which is directly related to the vertical electric field),
(2) measuring the charge on particles falling from a plume, and (3) remote (radio-frequency)
lightning detection. Most measurements have been aimed at ascertaining plume electrical
structure by recording atmospheric electric potential gradient (PG) perturbations as plumes
pass near, or over, surface measurement sites (e.g. Hatakeyama 1943; Nagata et al. 1946;
Hatakeyama 1949). Many of the results are dominated by strong negative perturbations,
indicating the proximity of net negative charge in the plumes to the measurement site; how-
ever, others are dominantly positive (e.g. Hatakeyama and Uchikawa 1952) and most have
perturbations of both polarities (Lane and Gilbert 1992; Lane et al. 1995; James et al. 1998;
Miura et al. 2002; Fig. 2). Compilations and summaries of such measurements are given in
James (1999), Miura et al. (2002) and Mather and Harrison (2006).

The dominantly bipolar nature of the perturbations is interpreted as indicating a dipole
charge structure with (in most cases) a net positive charge in the higher portions of the plume
and a net negative charge in the lower regions. In plumes being dispersed by atmospheric
winds, the higher regions of the plumes will usually be advected faster than the lower re-
gions, producing ground-level potential gradients that initially show positive perturbations
as a plume approaches (Fig. 2). When the lower regions of the plume approach (possibly also
involving ashfall), then the increasing proximity of the negative charge begins to dominate
and the surface potential gradient reverses polarity. This dipole model has been used to ex-
plain data collected at Sakurajima volcano in Japan (Lane and Gilbert 1992; Lane et al. 1995;
James et al. 1998) and from plumes rising above pyroclastic flows at Unzen, also in Japan
(Miura et al. 1996). However, for other data collected at Sakurajima, a tripole model with
an additional lower positive charge has also been suggested (Miura et al. 2002).

Thus, most plumes are thought to contain at least two vertically separated regions of
opposite charges, with potential gradient data suggesting space charge densities, ρ, of order
10−10 to 10−9 C m−3 and charge magnitudes up to 10 C during the eruptions measured (Lane
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et al. 1995). This macro-scale charge distribution results from the gravitational separation
of plume components; lower regions will have larger particles than the upper regions and
the upper regions will be more aerosol- and gas-rich than lower, more particle-rich regions.
Thus, the charge distribution could indicate polarity differences between the net charges
held on either particles of different sizes or, alternatively, on different phases (i.e. a net neg-
ative charge on the solid silicate particles and a net positive charge on the volcanic gases and
aerosols, Lane and Gilbert 1992). This latter hypothesis is the favoured one and is in line
with a fractoemission charging mechanism (see Sect. 3.1) and with measurements of pos-
itive potential gradient perturbations during periods of acid droplet fall, produced by con-
densation of volcanic gases (Lane and Gilbert 1992). However, whatever the initial charge
distribution, subsequent scavenging processes will inevitably modify the charge distribution
and are very likely to produce polarity differences as a function of particle size. The impact
of ion and aerosol scavenging (Harrison and Tammet 2008) on electric charge distribution
in volcanic plumes has not yet been systematically explored, but a basic thermodynamic
approach has been illustrated by Mather and Harrison (2006).

Some atmospheric potential gradient (PG) data recorded during eruptions have shown
rapid step-like changes that have been attributed to lightning discharges. Many such changes
were recorded during the eruption of Mount St. Helens, USA, in 1980 (Hobbs, P.V. and
Lyons, J.H., 1983, Electrical activity associated with the May 18, 1980 volcanic eruption of
Mount St. Helens, unpublished internal report for the IRT Corporation). Within 60 km of the
mountain, the PG was generally negative (with a maximum magnitude of 3.5 kV m−1) and
changes were predominantly positive (from 5 to 6 kV m−1, equivalent to lowering negative
charge to the ground, at up to 12 per minute), with both observations indicating the proximity
of negative charge to the ground. Further from the mountain, the PG was generally positive
(up to about 10 kV m−1) with less frequent, smaller amplitude and predominantly negative
(equivalent to lowering positive charge to the ground) changes, indicative of positive charge
close to the ground. The authors explained the PG polarities in terms of the fallout of net
negatively charged “heavy ash particles” close to the volcano and net positively charged
“lighter ash particles” at greater distances, an interpretation in line with a positive-above-
negative charge distribution model for the plume, with the lower regions initially dominated
by the charge on larger particles, and the upper regions by charge on smaller particles (or
aerosol).

Lightning-induced step-like changes in PG are distinct from other continuous and rapid
changes in potential gradient polarity that have also been recorded. Changes in the po-
tential gradient polarity during ashfall from an eruption of Mt. Usu, Japan (Kikuchi and
Endoh 1982) were accompanied by simultaneous changes in the polarity of the electrical
current resulting from the falling ash (which represented current densities, J , of magnitude
∼10−9 A m−2). Such rapid changes in the net polarity of ashfall indicate a complex het-
erogeneous charge distribution in silicate-rich plumes, with the presence of relatively small,
closely located regions of differing polarity. Note that J = ρv, where v is the average ve-
locity and, for the values cited above, is inferred to be ∼1–10 m s−1, somewhat faster than
the typical fall velocities of ash particles.

The net charge on falling ash particles has been measured directly by collecting ashfall
in Faraday cup sensors. At distances less than 10 km from the vent, ash with a net charge
of order 10−5 C kg−1 (and of both positive and negative polarity during different erup-
tions) has been collected at Sakurajima (Gilbert et al. 1991; Miura et al. 2002). By exposing
falling ash to horizontal electric fields, particles can also be separated by their charge and
such experiments have indicated the simultaneous presence of both positively and nega-
tively charged particles in ashfall, with specific charge densities of up to order 10−4 C kg−1
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(Gilbert et al. 1991; Miura et al. 2002). Modelling particles as spheres, this represents an ap-
proximate surface charge density, σ , of ∼10−5 C m−2, close to the theoretical maximum of
∼2.6 × 10−5 C m−2, as estimated (for large particles) by equating the surface field strength,
E = σ/ε0, to the breakdown strength of air (3 × 106 V m−1), where ε0 is the permittivity of
free space. Gilbert et al. (1991) thus suggested that the particles were close to their charge
limit, so that they were nearly ‘saturated’ with charge under atmospheric conditions.

As well as visual observations and the effect of discharges on PG data, lightning has
also been detected by standard detection systems, demonstrating that at least some volcanic
lightning has a similar radio signature to that of meteorological lightning (Hoblitt 1994).
After eruptions at Redoubt, USA, in 1990, lightning polarity usually started as ‘negative’
(lowering negative charge to ground), but often then turned ‘positive’, with the first detected
strikes lagging behind the onset of eruption seismicity by 5 to 15 minutes and located away
from the volcano’s summit (often in an area of rugged highlands 15 km to the northeast
of the summit). During the eruptions of Mount. Spurr, USA, in 1992, lightning strength
was found to correlate with seismic and geochemical (magmatic gas content) indicators of
eruption intensity (McNutt and Davis 2000). However, the number of lightning events was
thought to be additionally influenced by different wind, temperature and relative humidity
conditions. More recently, a portable system was employed during the 2006 eruption of Mt
Augustine, USA (Thomas et al. 2007) and identified both short discharges at or near the vent
region, and long-duration flashes with branches over ten kilometres in length.

Basaltic volcanoes do not generally produce large silicate-rich plumes because their
lower-viscosity magmas allow exolving gases to escape much more freely and less explo-
sively. Consequently, basalt fragmentation can often be considered to be similar to a ductile
liquid spray process (rather than one of brittle failure) producing mostly relatively large
liquid clots, as opposed to ash. However, violently explosive basaltic eruptions can occur,
particularly when ascending magma encounters significant volumes of water, for example
the sea, a groundwater aquifer, or meltwater produced during eruptions through icesheets.
Such phreato-magmatic eruptions generate significant electrification, not only by increasing
the amount of brittle failure (due to steam expansion increasing strain rates and water cool-
ing the magma surfaces (Büttner and Zimanowski 1998)), but also by involving additional
water-boiling mechanisms (see Sect. 3.2). On Iceland during the 1998 subglacial eruption
of Grímsvötn, the lightning produced was detected by a local lightning location system and
the Arrival Time Difference (“ATD”) sferics measurement system of the UK Met Office
(Arason 2005).

2.2 Silicate-Poor Plumes

Much less is known about the electrification of silicate poor-plumes, with only those pro-
duced by lava flows entering the sea having been studied in detail. These plumes are dom-
inated by condensing steam (from boiled seawater) and entrained atmospheric air, but also
contain salt particles produced during the boiling process, and generally small amounts of
silicate material spalled from rapidly quenched lava. Such plumes appear to hold a net pos-
itive charge and, during the eruption of Surtsey, Iceland, in 1963, PG data suggested charge
densities of up to 10−7 C m−3 (Anderson et al. 1965). Similar data were collected during
the 1973 eruption of the Icelandic volcano Heimaey, with perturbations of the surface PG in
excess of +7 kV m−1, including rapid changes correlated with lightning events (Brook et al.
1974). These transients suggested that the discharges were single, rapid, upward movements
of negative charge from the plume base that neutralized slowly ascending positive charge in
the lowest 100 m of the plume; none could be interpreted as the multiple strokes that typify
thunderstorm lightning strikes.
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There has been only one report of measurements made at Strombolian-type eruptions,
during which small, initially negative, then positive perturbations were recorded at Strom-
boli (Büttner et al. 2000). No measurements of the electrification of plumes from fire-
fountaining, persistent basaltic systems or lava flows have been reported. Typically, where
plumes are dominated by condensing volcanic gases (mainly H2O) and entrained air they
are not associated with observable electrical effects, although some degree of electrifica-
tion cannot be discounted. At Sakurajima, in contrast to large PG perturbations (up to
3 kV m−1) from dark silicate-rich plumes, perturbations have not been detected from
similarly-produced white plumes of condensing gases (Lane and Gilbert 1992). However,
light-brown or light-grey plumes suggesting a dilute silicate content have produced mea-
surable PG perturbations, with the inferred charging mechanism being brittle magma frag-
mentation (James et al. 1998). It is likely that other dilute plumes (e.g. those produced by
rockfall from active domes) would be similarly charged.

3 Charging Mechanisms

Both qualitative observations and quantitative measurements have indicated that, for vol-
canic plumes on Earth, high degrees of electrification are strongly correlated with either
vigorous water boiling, extensive magma fragmentation, or both. Generic particle or droplet
plumes can become electrified either: (1) initially, as a result of their formation process,
or (2) subsequently, by the self-generation of charge by radioactive decay, by particle in-
teractions with existing space charge or external radiation, or by particle–particle interac-
tions within the plume. The chemically complex and multiphase nature of volcanic plumes
suggests that several charging processes could operate and the dominant process may well
change with a plume’s age and distance from the volcano.

If a charging process produces detectable macro-scale electrification, it can be described
in terms of an initial charge generation, representing the atomic- or micro-scale separation
of charge, and the subsequent charge separation, covering the ensuing macro-scale sep-
aration process to produce detectable electric fields. In common with thunderclouds, the
gravitational separation of particles (or droplets) with different fall velocities is assumed
to dominate the charge separation process. However, charge generation is much less well
understood, with the most likely processes described below.

3.1 Solid-Based Charging

Solid particles can become electrically charged by a wide range of processes, most of which
have been suggested for volcanic charging at some stage. In line with the earliest awareness
of the generation of electricity, frictional charging (tribocharging) is often suggested to cause
volcanic plume charging in early literature (e.g. Perret 1924). Tribocharging involves charge
transfer when materials are rubbed together, and experimentally it is extremely difficult
to isolate from contact charging (charge transfer by contact alone between materials with
different work functions). Indeed, in many cases the terms are used interchangeably and
work function differences are used to explain tribo-effects (e.g. Farrell et al. 2006; Desch
and Cuzzi 2000). These processes are still not fully understood and, where theories exist,
they are generally applicable only to clean material surfaces in a vacuum.

Triboelectric effects have been shown to charge a wide range of industrial powders (e.g.
during pneumatic transport) to between 10−7 and 10−3 C kg−1 (Boschung and Glor 1980),
with some of the differences in both charge magnitude and polarity attributable to specific
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area and particle size, with the higher charge densities on powders of higher surface area
(about 500 m2 kg−1, Cross and Farrer 1982). Early electrification experiments on volcanic
ash, which involved pouring ash particles down inclined planes (e.g. Kikuchi and Endoh
1982; Hatakeyama and Uchikawa 1952), have probably been dominated by ‘frictional’ ef-
fects. For these experiments, charge densities varied from 10−9 to 10−5 C kg−1, with the
polarity changing between different particle size fractions and between samples from differ-
ent volcanoes.

Consequently, tribo-charged particles have demonstrated many of the charge character-
istics of ashfall measured in the field but there are uncertainties as to how applicable a
frictional mechanism is in volcanic plumes, what the relevant fundamental physics actually
is, and whether the high charge densities can be reliably reproduced. An alternative mech-
anism, which relies on bulk material properties rather than surface properties and can be
explained in terms of atomic physics, is fractoemission. This is a process by which elec-
trons, positive ions, neutral atoms and various frequencies of electromagnetic radiation,
from radio waves to light, are released from a material due to fracture. Typically, emis-
sion starts at the time of onset of crack generation, but can continue from the fresh surfaces
for up to several seconds after the break (Dickinson et al. 1984). It may be possible to con-
sider triboelectric effects as resulting from fractoemission on a small scale (Molina et al.
2001), due to friction-producing asperities between sliding surfaces becoming damaged or
broken. In line with this, research into material wear processes has identified particle emis-
sion during the abrasion of solids and termed this ‘triboemission’ (Mazilu and Ritter 2005;
Nakayama 2004; Nakayama and Hashimoto 1992). Thus, ‘emission’ may be the key under-
lying physical process, regardless of whether it is excited by fracture or friction at the sam-
ple scale. This implies that, for understanding macro-scale charge distributions in plumes,
charge held in the gas and liquid phases is probably just as important as that on the solid
silicate phase.

Fractoemission research has been dominated by the physics and materials science com-
munities, mainly on oxide coatings of metals (Dickinson et al. 1981b), crystals (Dickinson
et al. 1981a) and adhesives (Dickinson et al. 1982) under high vacuum. However, minerals
such as mica and quartz have also been investigated with electron emission (of up to 7000
electrons per second decaying rapidly over 3 seconds) and charged macroscopic fracture de-
bris (around 10−14 C per particle) being detected (Dickinson et al. 1981b, 1984; Donaldson
et al. 1988). Macro-scale experiments have also been carried out on rock samples with opti-
cal emission observed during the compressional fracture of granite (Brady and Rowell 1986)
and positive and negative charge release being detected from indented andesite, dolerite and
basalt (Enomoto and Hashimoto 1990). In many cases the light emission results from the
atmospheric response to emitted electrons (e.g. Brady and Rowell 1986). In similar experi-
ments, charge movement has also been attributed to the motion of mobile hole charge carri-
ers (defect electrons on the O2− sublattice). Experiments have provided evidence for this by
detecting mobile charge carriers in olivine (Freund et al. 1988), fused silica (Freund 1985)
and a variety of igneous rocks (Freund 2000). Much of this work has been aimed at explain-
ing the occurrence of earthquake lights, transient atmospheric luminous phenomena associ-
ated with earthquakes, and other seismo-electromagnetic phenomena (Takeuchi et al. 2006;
St-Laurent et al. 2006; Takeuchi and Nagahama 2002; Freund 2000).

Fractoemission has been investigated as a charging mechanism for volcanic plumes in
laboratory experiments in which ash particles were produced by fragmenting pumice (cold
magmatic foam) by repeated pumice-pumice collisions (James 1999; James et al. 2000). The
particles produced were highly charged and experiments carried out under a range of pres-
sure and relative humidity conditions indicated that net charges of up to ∼10−5 C kg−1 can
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be produced under atmospheric pressure and closer to 10−4 C kg−1 in low pressure environ-
ments. Furthermore, these net charges were demonstrated to result from small imbalances
in particle charges of both polarities that were at least one order of magnitude greater (10−4

to 10−3 C kg−1). The general trend was for particles to be net negatively charged but some
samples suggested that geochemistry and atmospheric pressure could exert some influence
over charge polarity. The fact that atmospheric pressure can be a factor strongly suggests
that ion scavenging may play an important role, with ions being retained in the vicinity of
particles for longer (and hence with increased chance of scavenging) in denser atmospheres.
During the experiments, a net opposite polarity charge was detected above the samples and
was attributed to the collection of ions (or to very small numbers of highly charged particles
for which electrostatic forces had outweighed gravitational forces). These experiments thus
demonstrated that fractoemission occurring during the production of ash particles by pumice
fragmentation was capable of generating the charge magnitudes and distributions measured
during ashfall.

3.2 Liquid-Based Charging

Terrestrial volcanic events can be associated with both the boiling and freezing of water;
on other planetary bodies, other liquids are also involved (e.g. SO2 on Io). In the context
of volcanic charging on Earth, processes involving ice are generally only applicable to high
altitude plumes, and consequently we leave their electrical effects to be encompassed within
thundercloud-type mechanisms (see Sect. 3.3). Water boiling also produces charging and the
exact mechanisms responsible can be explained in terms of shearing double electric layers
at the water interface and, in the case of boiling saline solutions, also solid-solid charging of
the salt crystals produced (Pounder 1980a).

At water interfaces, the polar nature of water molecules leads to the formation of double
electric layers with negative charge aligned outward at the liquid surface. Consequently,
rapid mechanical disruption of water (e.g. spraying, bubble bursting or vigorous boiling)
can produce charge separation if the electric layers are sheared more quickly than they can
rearrange to maintain charge balance. This process (‘waterfall’ or ‘Lenard’ charging) results
in small, negatively charged droplets and a few larger, positively charged droplets and is
responsible for negative space charge around waterfalls. However, the process is sensitive
to the water chemistry, and bursting bubbles in seawater produce droplets and salt particles
(with diameters ≥3 µm) that are positively charged (Blanchard 1955, 1958). In more saline
waters from the Mediterranean Sea, a net negative space charge, resulting from charge on
particles smaller than 3 µm, is produced by the same process (Reiter 1994).

Boiling saline solutions have been shown to produce charge separation (Blanchard 1964;
Björnsson et al. 1967; Pounder 1978; Sheldon 1974) with the process explained in terms of
both liquid disruption and solid-solid charging of salt crystals produced (Pounder 1980a).
Seawater droplets falling on lava samples sufficiently hot to have a molten surface layer,
produce positive charges of order 10−5 C kg−1 (Björnsson et al. 1967). Charge separation
varies with droplet size and solution concentration (Pounder 1972), and increases by about
an order of magnitude if rough lava, with only some melted protuberances, is used (produc-
ing condensing steam plumes with space charge densities of 10−6 C m−3). The importance
of solid-solid charging mechanisms within this boiling process is illustrated by the fact that
the results change significantly when experiments are repeated with rock surfaces conta-
minated by organic materials which are possibly only monolayers thick (Blanchard 1964;
Björnsson et al. 1967).

A particularly efficient variant of this process is Leidenfrost boiling, where a boiling
liquid droplet is supported above a hot surface by a vapour layer (Pounder 1978, 1980a).
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If the liquid contains dissolved salts, the vapour layer periodically collapses due to crys-
tallisation at the base of the droplet, the surfaces contact, and charged particles are emitted
during fragmentation of the crystal layer. Rapid liquid vaporisation quickly forms another
insulating vapour layer, and the process starts again. This Leidenfrost process is capable of
producing particles with specific charges of up to 10−3 C kg−1, with the charge generation
resulting from solid-solid charging (by contact, frictional or fracture effects) and shear of
the double layer in the liquid (Pounder 1980a).

To investigate charge generation during explosive phreato-magmatic eruptions, Büttner
et al. (1997, 2000) carried out molten fuel-coolant interaction (MFCI) experiments using
hot silicate melts injected with water. As the water in contact with the melt vaporises and
expands, disruption of the melt provides more hot surface area to vaporise more water in a
runaway event. These experiments generated significant charge and voltages measured on
a sensing mesh were interpreted as being induced by negatively charged silicate particles
driven by a positively charged steam cloud. The charge generation was attributed to water
disruption as well as to the brittle fragmentation of the material. The charge magnitudes
detected increased with the energy of the explosion and, consequently, with the surface area
of the products. In similar experiments carried out to compare MFCI explosions produced by
pure water and NaCl solution, lower explosion intensities were observed with the solution
(Grunewald et al. 2007). This was interpreted as indicating that chemical reactions with the
saline water were reducing the energy available for the explosion and, although charge was
not measured, this is likely to have an effect on charging too.

3.3 Thundercloud-Type Charging

Thundercloud electrification may involve a range of microphysical charging mechanisms
and similarities in size and electrical activity with volcanic plumes have led to ‘thundercloud
charging’ being suggested for volcanic plumes (Williams and McNutt 2005). The physics
of thundercloud charging has been the subject of many detailed investigations over a long
period, and many diverse theories for the origin of the thunderstorm electrification have been
proposed (Saunders 2008; Chapter 3, this issue). Current understanding is built around the
charge distribution on (and in) ice surfaces growing by diffusion from vapour-phase water,
and rebounding collisions between small growing hailstones and ice particles (Dash et al.
2001; Saunders 2008). Faster growing ice surfaces are more negatively charged than slower
growing ones so, during brief ice particle collisions, charge transfer (facilitated by localized
melting) allows faster growing ice surfaces to lose negative charge and hence to become
positively charged. Fall velocity differences then produce the macro-scale charge separation
responsible for lightning.

Large volcanic plumes contain significant volumes of water, not only from the magmatic
volatiles which drive the eruption (usually several percent by weight of the magma) but also
from entrained, moist tropospheric air, and substantial ice formation can occur. However,
because the thunderstorm charge generation mechanism relies on delicate molecular-level
balances, there could be significant differences in how it may operate under the conditions
inside volcanic plumes. No attempt has yet been made to experimentally reproduce hail-
stone and ice charging in a physico-chemical environment appropriate to a volcanic plume,
or to provide quantitative theoretical simulations of the charging environment. Nevertheless,
even if this precise thundercloud charging mechanism is not appropriate, particle–particle
interactions will continue to occur even at significant distances from the vent and some de-
gree of down-plume charging is inevitable. Unfortunately, field measurements are currently
insufficient to distinguish between the continued down-plume separation of charge initially
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generated by fragmentation within or near the vent, and any in situ generation of ‘new’
charge by distal mechanisms in ageing sections of a plume.

3.4 External Charging Mechanisms

With Earth relatively well protected from the solar wind and space-borne radiation by its
magnetosphere and atmosphere, the charging of volcanic particles by external radiation is
not, in relative terms, an important process at low altitudes, although photoelectric charging
is much increased at high altitude and some cosmic ray ionisation occurs at surface levels
(Bazilevskaya et al. 2008). However, on planetary bodies with little or no atmosphere, for
example, the Moon, Mercury and Io, significant charging could result from the absorption
of externally generated atomic particles or photons.

In ‘bombardment’ charging, a receptor surface absorbs an incident ion or electron and
hence, also, its charge. If the incident particle has sufficient energy it may also cause sec-
ondary emission from the target. This can result in further charge adjustment, and the process
will vary with the existing sign and magnitude of the charge held on the target. In contrast,
photoelectric charging is caused by the ejection of electrons from the target due to the ab-
sorption of energy from an uncharged incident particle (photon). However, this will only
occur if each photon is sufficiently energetic to allow an electron to escape from its potential
well and this is not generally the case for photons of visible light.

On the Moon, photoelectric charging and bombardment charging by the solar wind is
significant and is inferred to be responsible for the electrostatic levitation of dust particles
from the surface (Abbas et al. 2007, and references therein). Similarly for dusts in space,
consideration of these processes is an integral part in understanding the relevant dynamics
(Graps and Jones 2008; Horányi 1996).

4 Charging in Extraterrestrial Volcanism

The observations of ongoing volcanic activity on Io (Fig. 3) illustrate that electrification
from volcanism may not be solely a terrestrial phenomenon. Consequently, the ranges of
pressure, temperature and chemical conditions that need to be considered for potential charg-
ing mechanisms have had to be considerably expanded.

4.1 Silicate Volcanism

Some of the most familiar planetary volcanic scenarios will be those in which, as on Earth,
the ‘magma’ is a molten silicate rock. Venus, Mars, the Moon and probably Mercury have
had such silicate volcanism, but with considerable differences due to, amongst other fac-
tors, the different surface atmospheric pressures on these bodies. Where there is insufficient
atmosphere to develop a buoyant dispersing plume, or eruption conditions prevent it, a foun-
tain is produced in which particles follow ballistic or near-ballistic trajectories. Both Earth
and Mars have, or have had, the necessary conditions for both plumes and fountains, but
on bodies with no substantial atmosphere, such as the Moon and Io, only fountains can be
produced. However, note that in the case of Io this distinction is not often made, and Io’s
fountains are misleadingly referred to as ‘plumes’.
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Fig. 3 Volcanic activity on Io as observed by the New Horizons spacecraft, which passed the Jupiter system
in February 2007 en route to Pluto. (a) In eclipse from Jupiter, the extent of Io’s volcanic activity is apparent,
with hot lava (the brightest spots), volcanic plumes and auroral displays in the tenuous atmosphere outlining
the disk being detectable. The largest plume (the diffuse glow at ∼1 o’clock) is ∼330 km high and from the
Tvashtar volcano. This image is a heavily processed mosaic and the horizontal line is a processing artefact.
(b) A closer view of the Tvashtar plume caught on the limb of the sunlit side illustrates its umbrella shape
and shows minor internal inhomogeneitites. Image credit: PIA09354 & PIA09357—NASA/Johns Hopkins
University, Applied Physics Laboratory/Southwest Research Institute

4.1.1 Plumes on Venus and Mars

Although the size and composition of Venus suggest that it should be in a similar thermal
and chemical state to the Earth (Nikolaeva and Ariskin 1999), no unambiguous detection of
active volcanic eruptions has yet been made from Earth or from spacecraft missions. How-
ever, morphologically very fresh lava flows, detected by radar imaging though the opaque
atmosphere (Carter et al. 2006), are abundant on the surface of Venus and it is very likely
that volcanic activity on some scale is still taking place. Relatively steady, long-lived explo-
sive volcanic eruptions should be less common than on Earth due to the very high pressure
(ranging from 4 × 106 to 9 × 106 Pa) of the hot (average surface temperature ∼750 K),
dry (negligible water content below ∼50 km), CO2-dominated atmosphere (Bézard and de
Bergh 2007). However, localized build-up of volatiles in shallow magma reservoirs or in-
trusions can lead to energetic transient explosions (Fagents and Wilson 1995). Assuming
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H2O and CO2 are the most common volatiles in these magmas (as on Earth), prolonged
explosive activity can only take place if volatile contents are relatively high compared with
terrestrial values (Head and Wilson 1986). Even when explosive activity does occur, for a
given mass eruption rate, plumes will rise to less than half the height that would be reached
in the Earth’s atmosphere (Robinson et al. 1995). Thus, the hot, dry and high pressure at-
mospheric conditions on Venus suggest that the only significant mechanisms which could
cause volcanic charging are likely to be triboelectric effects and fractoemission.

Mars has a bulk chemistry similar to that of the Earth (Foley et al. 2005), and erupted
magmas appear to be dominantly basalts to basaltic andesites (McSween et al. 2001). Im-
pact crater counts on martian volcanoes suggest that numerous summit eruptions took place
∼100–200 Ma ago (Neukum et al. 2004), with a few eruptions being less than 10 Ma old.
This is consistent with theoretical predictions (Wilson et al. 2001) that much martian vol-
canic activity should be episodic with major intervals of ∼100 Ma between cycles of activity.
The most common volatiles in these magmas are likely to be H2O and CO2 and, with the
low atmospheric pressure on Mars (a mean pressure of ∼600 Pa at the surface) encouraging
volatile exsolution and expansion, it is likely that a greater proportion of volcanic eruptions
will be explosive on Mars than on Earth (Wilson and Head 1994).

Recent studies (Wilson and Head 2007) have shown that there may be two possible
classes of martian eruption plume. At low mass eruption rates, plumes rising to heights
less than ∼20 km entrain the surrounding atmosphere in the same way as plumes on Earth.
The martian atmosphere is very dry and its temperature is less than the freezing point of
water everywhere, so magmatic water vapour is rapidly converted to ice, and formation of
ice-bound particle aggregates is likely in low-mass-flux eruption plumes. At higher mass
eruption rates, the jet of magmatic gases and entrained pyroclasts emerging from the vent
would normally be expected simply to entrain more atmospheric material and convect to
greater heights. However, at heights above ∼20 km, the martian atmospheric density is so
low that the mean free path of molecules is much greater than the sizes of typical volcanic
particles (Glaze and Baloga 2002) and the gas laws no longer apply: volcanic particles and
gases (both magmatic and atmospheric) interact in the Knudsen regime and essentially no
atmospheric entrainment occurs. As a result, there are many combinations of high mass
eruption rate, enhanced by high magma volatile content, for which the erupting jet has so
much inertia that it effectively punches a hole through the lower atmosphere and forms an
umbrella-shaped plume, or fountain, like those seen in current eruptions on Io.

Finally, conditions on Mars in its early history (higher atmospheric pressure and, hence,
temperature) may have been such as to allow liquid water to reside on its surface. However,
for most of its history the surface has been very cold, and liquid water has been confined to
depths between ∼3 and ∼10 km where the combination of the geotherm and the available
pore space allows its presence. There is abundant evidence that in many places volcanic ac-
tivity has fractured the frozen outer few kilometres and allowed water to escape. In some of
these places violent mixing interactions between magma and water have occurred produc-
ing phreato-magmatic eruptions. Thus, as a result, essentially all charging mechanisms that
operate in volcanic eruptions on Earth are likely to have operated at some time and place
on Mars, although any thundercloud-type charging mechanism which relies on latent heat
release to drive updrafts may only be relevant in the early wetter martian environment. Ad-
ditionally, the current low atmospheric density means that ultra-violet levels at the surface
of Mars are orders of magnitude greater than at Earth’s surface and, for long lived plumes
that survive for several days (Wilson and Head 2007), photoelectric charging could be sig-
nificant.
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4.1.2 Fountains on Io and Moon

Jupiter’s satellite Io and Earth’s Moon are similar in size (with radii of 1821 and 1738
km respectively), gravity (1.8 and 1.6 m s−2 respectively), and lack of atmosphere. The
Moon was volcanically active mainly between 4 and 3 Ga B.P., with activity being driven by
radiogenic heat sources, whereas Io is active now (Fig. 3) as a result of dramatic tidal heating
by Jupiter due to Io’s orbital resonance with Europa and Ganymede (Peale et al. 1979). The
absence of a dense atmosphere means that on both bodies the expansion of gases released
during explosive eruptions must be dramatic (Kieffer 1984). Solid or liquid particles (both
silicates and any condensates from the volatiles) decouple from the expansion of the residual
gas a very small distance above the vent as the Knudsen regime is reached (Wilson and Keil
1997) and continue along ballistic trajectories, the envelope of which defines the classic
umbrella-shaped structure (Fig. 3b) first recognized on Io (Strom and Schneider 1982).

The Moon has always been essentially devoid of volatiles but many ascending magmas
produced small amounts of a CO volatile phase as a result of a chemical smelting reaction
between carbon (graphite) grains and oxides such as FeO (Sato 1979; Fogel and Ruther-
ford 1995). As a result, explosive as well as purely effusive eruptions took place when the
Moon was volcanically active in its early history (Wilson and Head 1981). The products
of these eruptions are sub-mm sized, glass-dominated, spherical to ellipsoidal clasts and
it can be assumed that charging will have taken place by triboelectric and fractoemission
mechanisms as the clasts were ejected, and photoelectric and bombardment charging subse-
quently.

There is every reason to think that Io was formed from a mixture of materials rich in
volatiles, like the other three main satellites of Jupiter. However, the enormous heat source
provided by the Jupiter body-tide in Io causes planetary-scale resurfacing at a rate of at least
a few mm per year (Johnson et al. 1979), i.e. two orders of magnitude faster than on Earth.
Over more than 4 Ga this amounts to a ten-fold overturn of the entire interior of the body
and has led to almost complete outgassing so that only the highest molecular weight species
remain. As a result, sulphur allotropes and sulphur compounds, especially SO2, abound on
and just beneath the surface and are recycled into rising silicate magmas to provide the
driving force for the many violently explosive eruptions seen at any one time (Smith et al.
1979). Thus, explosive activity on Io has many similarities to lava–water interactions on
Earth and similar processes are likely to operate (Kokelaar and Busby 1992). The lack of
any substantial atmosphere means that bombardment and photoelectric charging are also
potentially important, and in tall plumes that penetrate the ionosphere, electron capture has
been shown to be a highly efficient charging mechanism (Flandes 2004).

4.2 Non-silicate Volcanism (Enceladus, Tethys, Dione and Triton)

The presence of large proportions of water ice in the surface materials of many of the
satellites of the gas-giant planets suggested the possibility that they are the sites of cryo-
volcanism, a form of volcanism in which liquid water replaces liquid rock as the ‘magma’
and compounds such as ammonia and methane replace H2O and CO2 as the driving volatiles
(Kargel 1992). Although a variety of landforms suggestive of cryo-volcanism have been
identified on bodies such as the Jupiter satellites Europa and Ganymede and Saturn’s large
satellite Titan, it was initially only Neptune’s large satellite Triton that displayed overt ev-
idence of activity (Fig. 4), with gaseous nitrogen being identified issuing from subsurface
liquid nitrogen reservoirs to form plumes in the extremely low density nitrogen atmosphere
(Duxbury and Brown 1997). Although it is unlikely that this liquid nitrogen boiling process
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Fig. 4 The south polar terrain of
Triton, imaged by the Voyager
spacecraft in 1989, shows about
50 dark streaks emanating from
what appear to be vents on the
icy surface. The vent regions are
generally several kilometres in
diameter and the dark streaks,
thought to be deposits from
wind-blown plumes, can be more
than 150 km long. Image credit:
PIA00059—courtesy of
NASA/JPL-Caltech

Fig. 5 The fountains of Enceladus, a moon of Saturn, as discovered by the Cassini spacecraft. (a) A heavily
processed image shows the extent of the material emanating from the Tiger Stripes area (south polar region)
as it is backlit by the Sun. For scale, Enceladus has a diameter of 500 km. In (b) a less-enhanced close-up
of the source region shows the fine scale detail revealing the multitude of individual fountains responsible.
Image credit: PIA07759 & PIA08386—NASA/JPL/Space Science Institute

will produce charge itself (unlike water, as a diatomic molecule, N2 is not polar), as an
insulator, N2 would maintain the charge on any solids entrained within it.

Subsequently, detailed evidence has been gathered by the Cassini spacecraft in orbit
around Saturn for a gaseous water plume being erupted from the small satellite Enceladus
(Hansen et al. 2006; Fig. 5). The size, composition and temperature of the plume, and the
temperature of its source area near the south pole, have all been measured a number of
times. Significant amounts of volatiles other than H2O are present, and it is very likely that
decomposition of clathrates (Kieffer et al. 2007) is the main potential source of particles
and vapour in the Enceladus plume, the presence of which is indicated by plume interac-
tion with Saturn’s planetary magnetic field (Burger et al. 2007). Charging of the plume will
occur due to fractoemission processes where clathrates decompose violently (Kieffer et al.
2007) and particles will also become charged as they travel to the surface. If any liquid water
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is involved, then boiling charging will occur when the water is exposed to the near-vacuum
surface conditions. Once above the surface, material forming the plume will be subject to the
usual photoelectric and bombardment charging effects. Very recently, evidence has emerged
that a similar form of water release may be taking place on two other small satellites of
Saturn, Tethys and Dione (Burch et al. 2007).

5 Charge-Driven Processes

5.1 Physical Effects

The most obvious effects of terrestrial plume charging are atmospheric discharge phe-
nomena, particularly lightning, but with others such as St. Elmo’s fire—a local plasma
discharge—also having been observed. As a volcanic hazard, lightning strikes are not very
important in relative terms, although a few people have been killed (Blong 1984), and mon-
itoring equipment can be vulnerable. Similarly, in planetary exploration, volcanically in-
duced discharges would have to be considered a minor hazard when compared with the
primary volcanic event itself (Mather and Harrison 2006).

A less observable, but more pervasive effect of particle charge is the driving of electro-
static particle aggregation, which can be very efficient due to the high charge densities on
particles and the opposing polarities. During the Mount St. Helens 1980 eruption, dry ag-
gregates (generally <1 cm) were collected on the ground and, during a flight into the plume,
fist-sized dry aggregates were observed (Sorem 1982). The aggregation process changes the
effective particle size distribution (producing relatively large, low density ‘aggregate’ par-
ticles), which then alters the rate of sedimentation from a dispersing plume. Consequently,
predicted deposit thicknesses are inaccurate unless aggregation processes are incorporated
into sedimentation models. Common indicators of the importance of aggregation are bi-
modal particle size distributions in fall deposits (reflecting a fall velocity equivalence of
some silicate particles with larger, but less dense clusters of smaller particles) and regions
in which deposit thickness temporarily increases with distance from the vent, reflecting
optimum aggregate sedimentation at a certain distance from the volcano (Carey and Sig-
urdsson 1982). Although other aggregation processes (involving water) are also known to
operate, the dry electrostatic aggregation of particles has been shown to produce low-density
(100–200 kg m−3) clusters of the sizes and morphologies observed in the field (James et al.
2002, 2003). Furthermore, these characteristics also fit those required by tephra sedimenta-
tion models in order to best-fit field data (Carey and Sigurdsson 1982; Cornell et al. 1983;
Scollo et al. 2007), indicating the importance of electrostatic aggregation in plume dynam-
ics.

Aggregation is generally most effective with the smallest particles, which have the high-
est specific charge densities and consequently are subject to the largest ratio of electrostatic
to gravitational forces. These small particles (e.g. PM4, particulate matter with an aerody-
namic diameter <4 µm) are also known to have the most significant health effects (Horwell
and Baxter 2006), so concentration of PM4 material through aggregate deposition can be
linked to potential health issues.

In planetary environments, aggregation of charged silicate volcanic ejecta is also likely
where there is sufficient atmosphere to provide non-ballistic trajectories. Due to falloff with
the square of the distance, electrostatic forces are poor at attracting particles together, but
good at binding particles which do collide or approach very closely. Consequently, electro-
static aggregation would be anticipated to be significantly reduced in more ‘ballistic’ particle
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Fig. 6 Distortion of a volcanic fountain (such as Io’s ‘plumes’) by interaction of electrically charged particles
with a magnetic field (James 1999). The shading represents the particle number density in a cross section
through a simulated fissure eruption (each panel is 110 × 440 km). Particles were erupted at 600 m s−1, at
angles of up to 40◦ from the vertical and the magnetic field is horizontal and perpendicular to the page. The
degree of distortion is determined by the product of the magnetic flux density, B , and the specific particle
charge, q m−1. In order to achieve noticeable distortion from the electromagnetic interactions, Bq m−1 needs
to be around 10−3 T C kg−1, roughly three orders of magnitude larger than thought applicable for Io. Note
this is a first-order model that considers particle trajectories individually; no bulk electrostatic forces are
included

regimes, such as the plumes on Io. However, this leaves the possibility of large numbers of
highly charged particles existing individually within plumes on near-ballistic trajectories.

Any moving charge will experience a force if subject to a magnetic field, so such charged
particles could potentially distort otherwise symmetric plumes in the presence of a planet’s
magnetic field. On Io, if it is assumed that particles are charged to 10−3 C kg−1, this is
estimated to be three orders of magnitude less than required to produce observable plume
asymmetry (Fig. 6). However, satellite-detected dust streams from the Jovian system (Grün
et al. 1993; Krüger et al. 2006; Postberg et al. 2006) have been traced back to Io as their
source (Graps et al. 2000), with particles thought to escape Io’s gravity due to electromag-
netic accelerations (Flandes 2004). For the levels of charge required, only electron capture
in the upper regions of the highest plumes (which are exposed to the ionospheric plasma of
Io) can be responsible (Flandes 2004).

5.2 Chemical Effects

On Earth, it has been proposed that lightning produced by volcanic plumes could have had
an important effect on the evolution of life by affecting the chemical evolution of the at-
mosphere. During a discharge, highly energetic (and conductive) plasma channels at tem-
peratures >10,000 K are briefly produced, then rapidly cooled. The thermodynamic equili-
bration of gases at these temperatures, followed by rapid cooling, leads to the formation and
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retention of reaction products that would not otherwise be present in the atmosphere. Fur-
thermore, within volcanic plumes, lightning may have access to significantly elevated con-
centrations of reduced gases such as CH4 and NH3 compared with the normal atmosphere,
and reducing conditions are is required in order to synthesise key compounds such as HCN
and HCHO, fundamental to the generation of life (Navarro-González et al. 1996). Conse-
quently, volcanic lightning could have been of significantly more evolutionary importance
than ‘standard’ thunderstorm lightning in an early atmosphere.

For the terrestrial atmosphere, experiments generating discharges in gases of known com-
position have shown that volcanic lightning can fix nitrogen into the more reactive forms
required for involvement with biological or early-life reactions (Navarro-González et al.
1998). For the atmosphere of Venus (96.5% CO2, 3.5% N2), thermodynamic modelling us-
ing the methodology of Martin et al. (2007) and temperatures characteristic of lightning
discharges, suggests that a large (∼0.1%) NO/N2 ratio is produced. Thus, if volcanic light-
ning does indeed occur on Venus, discharges could convert a significant proportion of at-
mospheric equilibrated N2 to NO.

Similar models for the martian atmosphere (95.3% CO2,2.7% N2,1.6% Ar, 0.13%
O2,0.08% CO) yield NO/N2 ratios that are close to those for Venus, even though the at-
mospheric pressures and oxygen contents are very different. Early martian volcanic gases
are thought to have been more reduced than those of Earth (due to the presence of metal-
lic Fe in Mars’ upper mantle), and to have contained more CH4 and H2 (Kuramoto 1997).
Consequently, volcanic lightning could have been a significant source of fixed nitrogen and
key molecules (e.g., HCN, a precursor for amino acids) relevant for the origins of life on
early Mars (Navarro-González and Basiuk 1998; Segura and Navarro-González 2001, 2005).
However, note that HCN and NO generation in discharges cannot be contemporaneous be-
cause different chemical conditions are required (reducing, for HCN and oxidising for NO).
Phosphorous, another essential component of life, can also be reduced from non-reactive
minerals such as fluorapatite into reactive phosphites by lightning (Glindemann et al. 1999;
De Graaf and Schwartz 2000).

6 Future Measurements

Future research into the electrification of terrestrial volcanic plumes is likely to be driven by
a requirement to further elucidate intra-plume processes (e.g. particle sedimentation or tur-
bulence conditions), to further investigate the origins of life or to develop a possible remote
sensing tool. All of these directions require the nature of macro-scale charge distribution to
be understood better, for which many more eruptions need to be densely instrumented, with
a variety of instrument types. For example, arrays of ground-based field meters should be
augmented with simultaneous lightning detection and ash current measurements. Balloon-
and rocket-based instruments (or possibly even instruments on model aircraft (Taddeucci
et al. 2007)) should sample ash and aerosols through the plumes, including collecting data
on their charges and measurements of the electric field. A sustained campaign of such de-
ployments, integrated with detailed meteorological and volcanological observations, would
undoubtedly extend understanding considerably, possibly allowing the relative importance
of any distal-plume charging (i.e. thundercloud type) with respect to near-vent mechanisms
to be demonstrated.

Once plumes have dispersed from the vent region and the larger particles have fallen
out, the resulting dilute plumes of fine-grained particles can be difficult to detect. In partic-
ular, although these plumes remain a hazard to aircraft, pilots rely only on information sent
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to them (often originating from satellite data) and their own observations to avoid plume
encounters. It may be possible that electric potential gradients could be used as a remote
sensing tool to augment existing satellite data in tracking dilute plumes. However, more
needs to be understood about the lifetime of charges in plumes as well as their long-term
distribution.

As exploration of the solar system continues, further opportunities exist to detect electri-
cal effects of volcanism on other planets. As on Earth, discharges from eruptions are likely
to pose a negligible hazard to craft (e.g. landers on Venus), particularly when compared
with the causative eruptions. Remotely detecting volcanic activity through discharges alone
is also likely to be extremely difficult because, in the absence of discharge location infor-
mation, it would be hard to discount other non-volcanic sources of electrification; equally,
however, remote electrostatic discharges on planets should not be assumed solely to arise
from meteorological processes. Possibly the best opportunities to observe discharge phe-
nomena exist on Io, where the characteristics and locations of the plumes are now relatively
well known and visible or radio-frequency anomalies could be searched for. However, due
to the near-zero pressure, it is likely that discharge phenomena would be very much more
diffuse than on Earth, which while generating interesting or even characteristic signatures,
would make them more difficult to detect.

7 Summary

Terrestrial volcanism produces electrically charged plumes in a variety of scenarios, with
the charging linked to rapid water boiling and disruption (e.g. where lava enters the sea),
the production of fine-grained particles during explosive fragmentation of magma, or both
mechanisms during phreato-magmatic activity. Silicate particles produced in this manner
are thought to be charged to their atmospheric limit and ash generally holds a net negative
charge resulting from a small imbalance in particle charges of both polarities. The dominant
charging mechanism is thought to be fractoemission, which also imparts a net opposite
charge to the volcanic gas and aerosol. This charging is envisaged to occur dominantly in
and near to the vent, but subsequent charge scavenging processes may significantly change
initial charge distributions. Furthermore, subsequent charging processes may also operate,
similar to those in thunderclouds and occurring as plumes age and disperse from the volcano,
although their contribution has yet to be quantified.

Volcanic-related charging is likely to have occurred on other planets and is probably
happening now on moons such as Io and Enceladus. However, Earth, with sufficient volatile
content to drive explosive eruptions, water stable in all three states on the surface and in the
atmosphere, and an atmospheric pressure insufficient to prevent explosive volcanism, yet
sufficient to maintain large convective plumes, possesses all the qualities to maximise this
process.
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Abstract We review electrical activity in blowing sand and dusty phenomena on Earth,
Mars, the Moon, and asteroids. On Earth and Mars, blowing sand and dusty phenomena
such as dust devils and dust storms are important geological processes and the primary
sources of atmospheric dust. Large electric fields have been measured in terrestrial dusty
phenomena and are predicted to occur on Mars. We review the charging mechanisms that
produce these electric fields and discuss the implications of electrical activity to dust lifting
and atmospheric chemistry. In addition, we review theoretical ideas about electric discharges
on Mars. Finally, we discuss the evidence that electrostatics is responsible for dust transport
on the Moon and asteroids.

Keywords Saltation · Dust lifting · Dust electrification · Electrostatics · Electric discharges

1 Introduction

Mineral dust aerosols affect climate by absorbing and scattering radiation (Myhre and
Stordal 2001; Fenton et al. 2007). On Earth, dust aerosols also play an important role in
cloud formation by serving as cloud condensation and ice nuclei (DeMott et al. 2003). In-
deed, the ‘climate forcing’ produced by the interactions of radiation with dust and clouds
are among the most uncertain processes in climate change predictions (IPCC 2007). Part of
this uncertainty arises from the limited ability of current models to accurately simulate the
quantity and size distribution of dust lifted from the surface (Cakmur et al. 2006).

Atmospheric dust aerosols generally have diameters smaller than a few microns (DeMott
et al. 2003) and therefore are subject to large interparticle forces that prevent them from
being directly lifted by wind (Greeley and Iversen 1985; Shao and Lu 2000; Merrison et al.
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2007). On Earth, dust aerosols are predominantly lifted into the air by saltation, a process
by which larger sand particles are moved by wind and bounce on the surface, ejecting the
smaller, harder to lift, dust particles (aerosols) into the air (Bagnold 1941). Saltation lifts
dust in blowing sand, dusty plumes, dust devils, and dust storms. Moreover, both on Earth
and Mars saltation is an important geological process that leads to the formation of sand
dunes and the erosion of geological features.

The lifting of dust aerosols on Mars is still poorly understood, but as on Earth it is possi-
bly caused mainly by saltation (Greeley et al. 2002). Other dust lifting mechanisms include
the breakup of low-density aggregates of dust particles (Merrison et al. 2007), and lifting
aided by moving low-pressure centers of dust devils (Greeley et al. 2003).

The understanding of saltation and dusty phenomena is thus important to a wide range
of atmospheric and geological processes on Earth, Mars and beyond. Recent studies have
shown that on Earth, saltation and dusty phenomena can be highly electrified, with elec-
tric fields (E-fields) exceeding 100 kV/m (Stow 1969; Schmidt et al. 1998; Renno et al.
2004; Jackson and Farrell 2006; Kok and Renno, 2006, 2008). Theory and laboratory ex-
periments suggest that these E-fields reduce the wind stress necessary to initiate salta-
tion, thereby increasing the concentration of saltating particles at a given wind speed (Kok
and Renno, 2006, 2008). Moreover, electric forces arising from sand electrification can be
strong enough to significantly affect the motion of saltating particles (Schmidt et al. 1998;
Zheng et al. 2003). Indeed, their inclusion in numerical models of saltation can re-
solve observed discrepancies between measurements and theory (Kok and Renno 2008;
Zheng et al. 2006).

On Mars, electric forces might also play a role in dust lifting by reducing the thresh-
old wind stress necessary to initiate saltation (Kok and Renno 2006). Moreover, several
studies suggest that E-fields generated in Martian dust storms can cause electric dis-
charges (Eden and Vonnegut 1973; Melnik and Parrot 1998; Krauss et al. 2006; Farrell
et al., 2003, 2006a; Zhai et al. 2006; Kok and Renno 2008). The possible occurrence of
large E-fields and the associated electric discharges has potentially important implications
for Martian atmospheric chemistry, human exploration, habitability (Atreya et al. 2006;
Delory et al. 2006), and even the possible development of life (Miller 1953). In particu-
lar, E-fields exceeding ∼10 kV/m might produce large quantities of hydrogen peroxide, a
strong oxidant that could make the martian surface inhospitable to life as we know it (Atreya
et al. 2006).

This article reviews electrical activity in dusty phenomena on Earth, Mars, the Moon,
and asteroids. In the next section, we review measurements of electrification in saltation
and dusty phenomena, discuss the charge transfer between colliding sand/dust particles, and
describe the effects of the resulting E-fields on dust lifting, possible electric discharges,
and atmospheric chemistry on both Earth and Mars. Finally, in Sect. 3, we discuss possible
electrostatic dust lifting on celestial bodies without atmospheres, such as the Moon and
asteroids.

2 Dust/Sand Electrification and Its Effects on Dust Lifting and Atmospheric
Chemistry

The electrification of blowing sand and dusty phenomena is caused by charge transfer
during collisions among saltating sand particles, between saltating sand particles and the
ground, and between sand particles and dust particles (Harper 1967; Renno et al. 2004;
Kok and Renno 2008). The physical mechanism that governs this charge transfer is not
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Fig. 1 (a) Schematic of saltation, showing the logarithmic wind profile U(z) to the left of a sand particle
propelled by the wind and bouncing along the surface. Saltating particles absorb horizontal momentum from
the wind, which is partially converted into vertical momentum upon collision with the soil bed. The inset
illustrates the charge distribution in saltation in the absence of suspended dust, and shows the force diagram
of a negatively charged sand grain saltating over the positively charged soil surface. After Kok and Renno
(2008). (b) Hypothesized charge distribution in dusty phenomena (i.e., a dust storm or dust devil). Collisions
with saltating particles are expected to charge the soil surface positively, and dust particles negatively (see
main text). The net charge held by saltating particles thus depends on the relative frequency of collisions with
the surface and suspended dust, and can probably be both negative and positive. The small dust particles are
transported upwards through convection or turbulent diffusion, while the larger and heavier saltating particles
stay closer to the surface. This charge separation can produce large electric fields

clear (see Sect. 2.2), but measurements indicate that, on average, the larger particle becomes
positively charged with respect to the smaller particle (Freier 1960; Schmidt et al. 1998;
Inculet et al. 2006; Duff and Lacks 2008). Since the ground can be interpreted as the
surface of an infinitely large particle, it is expected to charge positively with respect
to saltating particles (Kok and Renno 2008). This is consistent with measurements of
upward-pointing near-surface E-fields in saltation (Schmidt et al. 1998; Zheng et al. 2003;
Qu et al. 2004), dust devils (Freier 1960; Renno et al. 2004), dust storms (Stow 1969),
and saltating snow (Schmidt et al. 1999). While the ground is thus expected to charge
positively in dusty phenomena, the net charge of saltating particles depends on the rela-
tive frequencies of collisions with the surface (which charges them negatively) and sus-
pended dust particles (which charges them positively). In the absence of suspended dust
particles, saltating particles are therefore expected to charge negatively (Zheng et al. 2003;
Kok and Renno 2008).

After undergoing collisions, the smaller (negatively charged) dust particles can be lifted
by turbulent eddies and updrafts, while the larger particles (whose charge can be either pos-
itive or negative) stay close to the positively charged surface. Figure 1 shows the hypothe-
sized charge distribution in saltation and dusty phenomena and is based on the measurements
reviewed in the next section.

2.1 Measurements of Electrification in Saltation and Dusty Phenomena

Electrification in blowing sand (saltation), dust devils, and dust storms has been studied in
laboratory and field experiments. These studies have been performed under Earth ambient
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conditions, but they also serve as analog studies of the electrification of saltation and dusty
phenomena on other planetary bodies, especially Mars (Farrell et al. 2004; Jackson and
Farrell 2006).

Field measurements by Schmidt et al. (1998) found E-fields of up to 160 kV/m in salta-
tion. These E-fields were found to be upward-pointing, indicating negatively charged saltat-
ing particles over a positively charged surface (Fig. 1a). Surprisingly, Schmidt et al.’s simul-
taneous measurement of particle charge found saltating particles at 5 cm above the surface
to be positively charged, in disagreement with their finding of upward-pointing E-fields
uniformly increasing towards the surface. However, wind-tunnel studies by other investiga-
tors found negatively charged saltating particles, and upward-pointing E-fields in saltation
(Zheng et al. 2003; Qu et al. 2004).

A significant number of measurements of E-fields have also been made in dust devils.
Freier (1960) made the first reliable measurement of the E-fields in dust devils. He used a
grounded electric field mill to measure the E-field produced by a dust devil tens of meters
away and found a significant deviation from the fair-weather value. This result is consistent
with the idea that dust devils have a negative dipole moment (i.e., negative over positive
charges). Freier’s measurements were confirmed by Crozier (1964, 1970). Field measure-
ments by Farrell et al. (2004) and Renno et al. (2004) also found negative charges aloft,
with measured E-fields exceeding the instrument range of 4 and 20 kV/m respectively, well
before the dust devil passed over their sensors. More recently, Jackson and Farrell (2006)
measured the horizontal E-field in dust devils and found values of up to 120 kV/m.

Though detailed measurements of E-fields in dust devils are numerous, fewer measure-
ments have been made in dust storms. There is anecdotal evidence of significant electrifi-
cation of dust storms observed during the ‘dust bowl’ on the American Great Plains in the
1930s (Keith 1944). Later measurements in the Sahara found both downward (Demon et al.
1953) and upward-pointing (Stow 1969) E-fields, with values of 1–15 kV/m at about 1 m
above the ground, increasing to 50–200 kV/m at the ground (Stow 1969). Kamra (1972)
made a series of measurements in dust storms in the southwestern deserts of the United
States and found both upward and downward-pointing E-fields with magnitudes similar to
those measured by Demon et al. (1953) and Stow (1969). He also reported measurements
of both positive and negative space charges at a height of 1.25 m. More recently, Williams
et al. (2008) reported measurements during dust storms (‘haboobs’) in the Sahel and also
found E-fields pointing both up and downwards, although most measurements indicated
upward-pointing fields.

In summary, most measurements in saltation, dust devils and dust storms show upward
pointing E-fields. These measurements support the hypothesis that saltating particles charge
negatively upon collision with the ground, and that dust particles become negatively charged
after collisions with larger saltating particles (Fig. 1). However, the situation appears to be
more complex in dust storms, with E-fields pointing both up and downwards (Kamra 1972;
Williams et al. 2008). This apparent discrepancy between measurements in saltation and
dust devils on the one hand, and measurements in dust storms on the other, stresses the need
for a better understanding of the charging processes involved in dust/sand electrification.
The current state of knowledge of this charging process is reviewed in the next section.

2.2 Charge Transfer in Colliding Dust/Sand Particles

While the electrification of blowing sand and dusty phenomena is well documented (see
Sect. 2.1), the physical process responsible for it is still a puzzle. It is well established
that two objects get charged when rubbed against each other, and that the charge trans-
fer depends on the difference in contact potential between their materials (Harper 1967;
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Desch and Cuzzi 2000). Thus, little or no charge transfer is expected when particles of iden-
tical material such as sand and/or dust collide with each other. Since measurements show
that significant charging does occur, a mechanism different than the ‘traditional’ contact
electrification (Harper 1967) must play an important role in dust/sand electrification.

Lowell and Truscott (1986) proposed a heuristic model for charge transfer during col-
lisions of particles of similar dielectric materials. According to their model, electrons con-
fined in the high-energy states of one particle tunnel to more abundant empty low-energy
levels on the other particle when they rub against each other. Thus, the particle that rubs
a larger surface area with the other loses more electrons and therefore charges positively.
Thus, ‘asymmetric rubbing’ during collisions of smaller with larger particles leads to a net
transfer of electrons from the larger to the smaller particles (Kok and Renno 2008). This
prediction is consistent with measurements in blowing sand and dusty phenomena.

An alternative, but related model was proposed by Duff and Lacks (2008). They used par-
ticle dynamics simulations to show that the mere presence of confined high-energy states in
insulators can lead to the transfer of electrons from larger to smaller particles, even without
explicit ‘asymmetric rubbing.’ The physical reason for the charge transfer is that, after mul-
tiple collisions in which high-energy electrons from one particle are transferred to empty,
low-energy, states on the other particle, the smaller particles lose a larger fraction of its
electrons than the larger. The ability of smaller particles to give up electrons is therefore
reduced, such that the smaller particles become negatively charged after multiple collisions.

Though the hypotheses put forth by both Lowell and Truscott (1986) and Duff and Lacks
(2008) are promising, they have not been rigorously tested yet. In the absence of a clear
physical understanding of the mechanism driving ‘collisional charge transfer’ between par-
ticles, various simple parameterizations have been proposed to describe the charging of col-
liding sand and/or dust particles. Melnik and Parrot (1998) proposed that when sand/dust
particles collide with each other, the amount of negative charge that the smaller particle ac-
quires depends on its radius, while the larger particle acquired an equal and opposite amount
of positive charge. Though appealing in its simplicity, this idea is problematic because it
does not take into account pre-existing charges on the colliding particles and therefore poses
no limit to the amount of charge transferred after many collisions. Moreover, the amount of
charge transferred per collision is likely too large to be realistic (Zhai et al. 2006). De-
sch and Cuzzi (2000) developed a more sophisticated parameterization in which the charge
transferred during each collision depends on the pre-existing charge, the particle radii, and
the difference in contact potential between them. Based on previous research summarized
by Harper (1967), they proposed that

qS = C1(qS + qL) − C2��; (1a)

qL = (1 − C1)(qS + qL) + C2��, (1b)

where qS and qL are the charges of the smaller and larger particles before a collision, q ′
S and

q ′
L are the charges after a collision, �� is the difference in particle contact potential, and

C1 and C2 are functions of the mutual capacitances of the two particles, as defined by (5)–
(10) of Desch and Cuzzi (2000). As noted above, the second term in (1a) and (1b) is zero
for particles of similar composition such as typical sand/dust particles because �� = 0.
Therefore, this model is not technically applicable to sand/dust electrification, as it predicts
that no charge is transferred during collisions of uncharged particles of identical material.
This led Farrell et al. (2003) to postulate a contact potential difference between sand and
dust. Kok and Renno (2008) expanded upon this idea and proposed an effective potential
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difference ��eff between particle pairs of similar composition but different sizes,

��eff = S(rL − rS)/(rL + rS), (2)

where S (in volts) is a physical parameter that scales the collisional charge transfer, and rS

and rL are the radii of the smaller and larger particles. Using a detailed numerical model of
saltation, Kok and Renno (2008) calibrated the parameter S with E-field measurements in
saltation, finding S = 6 ± 4 volts. Since typical dust/sand particles are of identical material,
this effective potential difference is thus likely not due to an actual difference between the
contact potentials of the colliding particles. Rather, the physical mechanism that drives the
transfer of charge (such as the ‘asymmetric rubbing’ described above) can be expressed as
an effective potential difference, and therefore the Desch and Cuzzi model can be used to
describe the charge transfer.

The simple model described by (1) and (2) has a functional form consistent with
observations—smaller particles acquire net negative charge during collisions with larger
particles, and the charge transfer increases with the relative difference in particle size. How-
ever, this model does not account explicitly for other variables that likely affect the charge
transfer such as temperature, humidity (Guardiola et al. 1996) and particle speed (Poppe and
Schrapler 2005). Moreover, it assumes that particles get fully charged after a single colli-
sion. That is, multiple collisions between two particles yield the same final charges as only
one collision, which is probably not realistic (Kwetkus et al. 1992). Detailed measurements
of the collisional charging of similar materials are thus required to facilitate the formulation
of realistic charging parameterizations.

2.3 The Effects of Electric Forces on Saltation and Dust Lifting

The electrification of blowing sand and dusty phenomena affects saltation and dust lifting.
First, electric forces affect the trajectories of saltating particles, as first suggested by Schmidt
et al. (1998) and Zheng et al. (2003). Indeed, the presence of electric forces might explain
the puzzling discovery that the height to which saltating particles bounce does not increase
with wind speed (Greeley et al. 1996; Namikas 2003). This is in direct contradiction with
saltation theory (Bagnold 1941; Owen 1964), which predicts that the height of the salta-
tion layer increases markedly with wind speed. A possible explanation for this discrepancy
between theory and measurements is the presence of downward-pointing electric forces on
the saltating particles as illustrated in Fig. 1a (Kok and Renno 2008). As the wind speed in-
creases, so does the concentration of saltating particles and therefore the E-field. Thus, the
downward-pointing electric forces increase with wind speed and counteract the increased
momentum that saltating particles obtain from the wind. Kok and Renno (2008) show that
the inclusion of electric forces in saltation models can resolve the discrepancy between the-
ory and measurements (Fig. 2). Detailed numerical simulations of saltation by Zheng et al.
(2006) also showed better agreement with wind-tunnel measurements by Shao and Raupach
(1992) and Rasmussen and Mikkelsen (1998), when electrostatic forces were included in
the model.

A second effect of electrification on saltation and dust lifting is that electric forces facili-
tate the lifting of particles from the surface by wind, leading to an increase in the concentra-
tion of saltating particles. This occurs because the negatively charged cloud of saltating par-
ticles attracts the positively charged particles on the surface, facilitating their lifting by wind
and ejection into the air by saltating particles. Kok and Renno (2006) derived an expression
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Fig. 2 Numerical study by Kok and Renno (2008) of the dependence of the saltation height z50 on
the wind shear velocity. z50 is defined as the height below which 50% of the mass transport in salta-
tion occurs, and the wind shear velocity is the square root of the wind shear stress divided by the air
density. Classical saltation theory predicts that z50 increases strongly with shear velocity (Bagnold 1941;
Owen 1964), which the numerical model also predicts when electric forces are not included (black circles).
However, field measurements [squares Namikas (2003) and triangles Greeley et al. (1996)] show that z50
remains approximately constant with shear velocity. The inclusion of sand electrification in the numerical
model (red circles) apparently resolves the discrepancy between theory and measurements

for the threshold shear velocity required to lift particles from the surface that includes the
effect of electric forces,

u∗
thr =

√
An

ρair

(
ρpartgd + 6βG

πd
− 8.22ε0Esurf

cs

)
, (3)

where An ≈ 0.0123 is a dimensionless parameter that scales the aerodynamic forces (Shao
and Lu 2000), ρair and ρpart are the densities of air and of soil particles, g denotes the
gravitational acceleration, d is the average size of the surface grains, cs is a dimensionless
correction factor for the non-sphericity of soil particles, β scales the soil cohesive forces
and lies in the range of 10−5 to 10−3 kg/s2, G is a geometric parameter that depends on the
bed stacking and is of order 1 (Shao and Lu 2000), ε0 is the electric permittivity, Esurf is the
surface E-field, and the shear velocity u∗ = √

τ/ρair is a measure of the wind shear stress τ .
Kok and Renno (2008) use (3) to parameterize the effect of electric forces on particle lifting
in their model of saltation and find that electric forces can substantially increase the con-
centration of saltating particles (see their Fig. 4). They also find that the lower near-surface
wind speed (due to the reduction of the surface shear stress through (3) leads to a decrease
in the velocity of the saltating particles. Thus the simulations of Kok and Renno predict
that electrification leads to an increase in saltating particles impacting the soil, but that the
saltating particles have smaller speeds than in the absence of electric forces. The effect of
the combination of these two processes on the ejection of dust aerosols is unclear and needs
to be investigated further.

In addition to aiding aerodynamic lifting, electric forces can also directly lift particles
from the surface. Kok and Renno (2006) derived an expression for the threshold E-field
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necessary to lift sand particles by the action of electric forces alone,

Ethr(d) =
√

cs

(
β

1.37πε0d
+ ρpartdg

8.22ε0

)
. (4)

Kok and Renno (2006) found the Ethr for sand particles to be around 175–250 kV/m, which
is at the upper range of the ground-level E-fields measured in saltation and dusty phenomena
(see Sect. 2.1).

As summarized above, significant progress has been made in assessing and quantifying
the effects of electrification on saltation and dust lifting on Earth. However, the importance
of electric forces to saltation and dust lifting on Mars remains unclear, especially because
E-fields on Mars are probably limited by the relatively low breakdown E-field of ∼25 kV/m
(Melnik and Parrot 1998). Thus, electrification is probably not as important to Martian salta-
tion as it is for terrestrial analogs, but the possible occurrence of electric discharges in
Martian dusty phenomena could be highly significant. The unique thermodynamic condi-
tions created by electric discharges could have significant effects on atmospheric chemistry
(Miller 1953; Schumann and Huntrieser 2007). Experiments (Eden and Vonnegut 1973;
Krauss et al. 2006) have clearly demonstrated the potential of electrified dust and sand to
produce discharges in the thin Martian atmosphere. Simple numerical studies generally con-
firm these experimental results. Melnik and Parrot (1998) were the first to numerically inves-
tigate the generation of E-fields in Martian dust storms and predicted that electric discharges
are readily produced, although their charge transfer model was probably not realistic (see
above). More recently, Renno et al. (2004), Farrell et al. (2003, 2006a), and Zhai et al. (2006)
developed simple models of the E-fields in terrestrial and Martian dust devils. These models
also suggest the occurrence of electric discharges in Martian dusty phenomena.

In addition to electric discharges, increases in the atmospheric conductivity can also limit
the bulk E-fields on Mars. A recent study by Delory et al. (2006) found that E-fields ex-
ceeding 5 kV/m accelerate free electrons to energies sufficiently large to ionize CO2 and
H2O molecules. These additional ions lead to large increases in the air conductivity that
can reduce the charge in sand and dust particles, thus also limiting the E-fields in Martian
dusty phenomena. Moreover, the production of energetic electrons by E-fields (Delory et al.
2006) has potentially important effects on Martian atmospheric chemistry, as these energetic
electrons can catalyze chemical reactions that would not otherwise occur.

2.4 An Example of the Effects of Electric Fields on Atmospheric Chemistry

The planetary science community was surprised that no trace of organics was found at the
surface of Mars by the Viking Gas Chromatograph Mass Spectrometer (GCMS) experi-
ments. This was a surprise because meteorites and space dust bring complex organics to the
surface of Mars. Indeed, meteorites alone deliver approximately 300 g s−1 of micromete-
oritic dust to Mars (Flynn 1996), of which about 3% is organic material. More recently, the
Mars Express Planetary Fourier Spectrometer (Formisano et al. 2004), and ground-based
measurements (Krasnopolsky et al. 2004; Mumma et al. 2004) found trace amounts of
methane in the martian atmosphere. These recent findings suggest the possibility of extant or
extinct life on Mars. However, chemolithotrophic microbial colonies are only one of several
possible sources of methane or more complex organic molecules (Atreya et al. 2007). In-
deed, serpentinization at low temperatures and involving the hydration of ultramafic silicates
could be just as effective in producing methane (Atreya et al. 2007).
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An understanding of potential sinks of methane and other organics on Mars is important
for constraining their sources. Oxidizers such as hydrogen peroxide can destroy organics at
the surface (Oyama et al. 1977). Hydrogen peroxide (H2O2) is produced by photochemical
processes (Atreya and Gu 1994; Nair et al. 1994), and it was recently detected on Mars (En-
crenaz et al. 2003, 2004; Clancy et al. 2004). The abundance of H2O2 was observed to vary
between 20 ppbv and 40 ppbv around the planet (Encrenaz et al. 2004), in agreement with
predictions of photochemical models at the season of the observations. At the surface, the
concentration of hydrogen peroxide is estimated to vary between 1 ppm (Zent and McKay
1994) and 250 ppm (Mancinelli 1989), on the basis of the reactivity of the surface mea-
sured by the Viking Gas Exchange experiment. A problem with these estimates is that this
H2O2 abundance is too small to efficiently remove organics from the martian surface. Inter-
estingly, laboratory studies also show that, even with 100–1000 times larger concentrations
of H2O2 the surface would not be sterilizing (Mancinelli 1989). Therefore, a substantially
larger concentration of hydrogen peroxide or others oxidants are necessary to explain the
lack of detection of organics in the martian soil. Atreya et al. (2006) showed that electric
fields in excess of 20 kV/m in dust storms can produce more than 100 times the amount of
hydrogen peroxide produced by photochemical processes. Farrell et al. (2006b) show that
the electric fields predicted in Martian dust storms can directly dissociate methane.

3 Other Dust Electrification Processes and Their Effect on Dust Lifting

3.1 Dust Lifting on the Moon

The Surveyor-6 and 7 Landers photographed bright glows along the western lunar horizon
after sunset (Rennilson 1968; Criswell 1973). This horizon glow (HG) follows the contour
of surface features such as rocks (Fig. 3). The HG usually persists for ∼90 min after sunset
(Gault et al. 1968a, 1968b). It is not polarized (Shoemaker et al. 1968) and extends vertically
3 to 30 cm above the surface, ruling out the idea that it is caused by secondary ejecta from
the impact of micrometeorites (Criswell 1973). Moreover, the HG is not due to solar corona
because it is much brighter and is parallel to the horizon, not elliptical like the corona.
Since the Surveyor cameras are sensitive to light at wavelengths between 0.4 and 0.6 μm,
scattering at these wavelengths must cause the HG.

The Lunar Ejecta And Meteorite (LEAM) Experiment was designed to measure the im-
pact of micrometeorites and their hypervelocity ejecta (Berg et al. 1976). However, most

Fig. 3 Composite of morning and evening (about 1 hour after sunset) images of the western lunar horizon
taken by the Surveyor-7 Lander. The horizon glow (HG) is probably the result of forward scattering by soil
regolith particles of ∼10 μm at concentrations of ∼50 particles/cm3 levitating between ∼3 and 30 cm above
the surface (Criswell 1973). After Rennilson and Criswell (1974)
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Fig. 4 Number of particle impacts (events) on the LEAM instrument sensors. Hypervelocity impacts from
micrometeorites were rare, but impacts of particles with velocities of up to 1 km/s were detected. After Berg
et al. (1976)

impacts detected were not from hypervelocity particles, and they occurred at the terminator
as illustrated in Fig. 4. Stubbs et al. (2006) suggests that most of the impacts detected by
the LEAM sensors were from particles lifted from the surface of the Moon by electrostatic
forces. They hypothesized that electric fields eject highly charged particles from the surface.
Then, the particles follow ballistic trajectories and return to the surface (Vondrak et al. 2005;
Stubbs et al. 2006). The Lunohod-2 astro-photometer showed that the “twilight” lunar sky
is 20 times brighter at visible wavelengths than expected from starlight alone (Severny et
al. 1975). This suggests that dust particles levitating above the Moon’s surface scatter so-
lar light and make the sky brighter. The observation of crepuscular rays at the terminator
by Apollo astronauts provides further evidence of dust lifting on the Moon (McCoy 1976).
These lunar crepuscular rays are probably caused by the scattering of sunlight by small dust
particles with diameters of ∼0.2 μm at altitudes ranging from 1 to 100 km (Berg et al. 1976).

Rennilson and Criswell (1974) estimates that the HG can be explained by forward scat-
tering from particles with diameters of ∼10 μm levitating a few cm above the surface.
Moreover, they estimate that the concentration of levitating particles necessary to explain
the HG is 7 orders of magnitude larger than what is ejected by the impact of micromete-
orites. Indeed, they suggest that electrostatic forces eject these particles from the surface
and keep them levitating a few cm above the surface.

Both intense solar radiation and the solar wind turn the lunar surface into a complex
plasma environment (Manka 1973; Stubbs et al. 2006; Farrell et al. 2007). Surface particles
are charged by photoelectric emission, impingement of electrons and ions, and secondary
ejection of electrons from the lunar regolith by the impact of energetic particles. Photoemis-
sion dominates the current budget on the dayside and charges the surface positively, lead-
ing to positive surface potentials of a few volts (Manka 1973; Freeman and Ibrahim 1975;
Stubbs et al. 2006; Farrell et al. 2007). On the nightside, electron currents from the wake
of the solar wind are much larger than ion currents and the surface charges negatively.
Moreover, the plasma Debye length, a characteristic length-scale of the E-field, is much
larger on the night side because of the increased electron temperature (Halekas et al. 2005;
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Farrell et al. 2007). The resulting E-fields on the night side are of the order of a few V/m,
similar to what is expected on the day side (Farrell et al. 2007).

At the terminator, where most lunar dust is lifted, the processes producing E-fields are
more complex. Manka (1973) and Farrell et al. (2007) use a plasma model to study the
surface potential at this region. They find that the lunar surface potential at the terminator
is enhanced relative to the dayside, and is on the order of −50 volts. Measurements of the
suprathermal ion detector experiment (SIDE) on the Apollo landers (Freeman and Ibrahim
1975) are consistent with these predictions. The plasma Debye length at the lunar terminator
is also enhanced to ∼10 m (Manka 1973; Freeman and Ibrahim 1975; Stubbs et al. 2006;
Farrell et al. 2007), such that the large-scale E-field at the terminator does not exceed about
10 V/m. It is unclear whether such small E-fields could actually lift dust particles from the
surface. Sickafoose et al. (2002) and Farrell et al. (2007) show that the force on a spherical
surface particle in a plasma environment is

FE = 2πε0dφ2

λ
, (5)

where φ is the surface potential, and λ is the Debye length. A simple balance of the electric
force with the vertical gravitational, Fg = (π/6)ρpartgmd3, and cohesive force, Fc = βd (see
Shao and Lu 2000) suggests that the electric potential necessary to lift dust particles from
the lunar surface is

φlift =
√

λ

(
ρpartd2gm

12ε0
+ β

2πε0

)
, (6)

where gm is the lunar gravitational acceleration. For terrestrial soil particles, β ∼ 10−4–
10−3 kg/s2 (Shao and Lu 2000; Kok and Renno 2006), while on the Moon β is probably
much smaller because of the absence of moisture and therefore capillary forces (Merrison
et al. 2007). Indeed, on the Moon β is expected to be smaller than on Mars, where it is in
the range 10−5–10−4 kg/s2 (Merrison et al. 2007). If we conservatively assume that β >

10−7 kg/s2 on the lunar regolith, the second term in the square root of (6) dominates the
balance of forces for the particles of diameter < 10 μm that are observed to levitate above
the surface (Rennilson and Criswell 1974). Therefore,

φlift ≈
√

λβ

2πε0
. (7)

Thus, the threshold electric potential necessary to lift particles <10 μm from the surface de-
pends primarily on the cohesion of the lunar regolith and the Debye length-scale of the lunar
plasma. Notably, φ lift for small particles does not depend on the gravitational acceleration,
and therefore this approximation is general for celestial bodies surrounded by plasmas.

Although Stubbs et al. (2006) suggest that dust can be lifted by E-fields due to
the large-scale lunar surface potential predicted by theoretical models (Manka 1973;
Stubbs et al. 2006; Farrell et al. 2007) and the Apollo SIDE measurements (Freeman and
Ibrahim 1975), they neglected the cohesive force, which is probably the dominant force on
particles < 10 μm. Figure 5 shows the threshold electric potential necessary to lift parti-
cles from the surface of the Moon as a function of the parameter β that scales the cohesive
forces. This threshold electric potential is significantly larger than the large-scale potential
at the lunar terminator, even for very small values of β .
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Fig. 5 Threshold electric surface potential required to lift micron and submicron dust from the lunar surface
(solid black line) as a function of particle cohesive forces, using (7) with λ = 10 m (Manka 1973; Stubbs
et al. 2006; Farrell et al. 2007). Included for comparison is the large-scale surface potential at the lunar
terminator (red rectangle) found by models (Manka 1973; Stubbs et al. 2006; Farrell et al. 2007) and the
Apollo SIDE experiment (Freeman and Ibrahim 1975). Laboratory experiments by Sickafoose et al. (2002)
found that particles can be electrically lifted at negative potentials in excess of 30 volts, with a Debye length of
∼0.25 cm. The blue dashed line represents their measured value, rescaled for λ = 10 m using (7). Measured
values of β for soils on Earth are in the range of 10−4–10−3 kg/s2 (Shao and Lu 2000; Kok and Renno
2006), while β is expected to lie in the range of 10−5–10−4 kg/s2 on Mars (Merrison et al. 2007)

An explanation for the observation of lunar dust lifting, despite both measurements and
theory showing that the large-scale surface E-field is not strong enough to lift dust parti-
cles, is that surface heterogeneities on much smaller scales could enhance the local E-field
to above the threshold required for dust lifting (Criswell 1973; Borisov and Mall 2006).
A simple upper limit on the local enhancement of the lunar surface E-field was proposed by
Criswell (1973). He assumed that the photoelectric effect removes electrons and increases
the potential of the illuminated surface until the stopping voltage Vstop with respect to nearby
surfaces is reached and the photoelectric current (I p) vanishes. The stopping voltage is

Vstop = Ue

e
, (8)

where Ue is the kinetic energy and e the charge of the electron. When the energy of incoming
light is large enough (UV or more energetic light such as soft X-rays) a few eV is spent to
overcome the material work function and remove electrons from its surface. The remaining
photon energy is used to increase the electrons’ kinetic energy Ee. This kinetic energy, in
turn, forces the free electrons to move against local potentials until the stopping potential
value is reached. Since the work function (<10 eV) of materials is small compared to the
energy of X-ray photons, we have that

Vstop ≈ (500 − 1500) eV

e
= (500 − 1500) V. (9)

Therefore, neglecting leaking currents due to surrounding conducting plasmas, soft X-rays
could generate small-scale potentials of up to 50–150 kV/m between shadows and illumi-
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nated areas of cm-scale surface protuberances. This is an upper bound to the E-fields that
would occur in the absence of the conducting plasma generally found at the lunar surface.

More recently, Borisov and Mall (2006) showed that small-scale protuberances such as
small craters can enhance the local potential at the lunar terminator. The slope associated
with such craters makes it easier for solar wind electrons to penetrate the crater’s wake than
for solar wind protons, leading to a substantial increase in the negative surface potential.

The hypotheses of locally enhanced E-fields to explain the mystery of lunar dust levita-
tion can be tested with measurements of E-fields near the surface of the Moon with a sensor
that is both small enough to probe the small scale E-fields, and can distinguish the effects
of charged particles impacting on it from that of the local space field (Renno et al. 2008).

3.2 Dust Lifting on Asteroids and Comets

The formation of regolith on asteroids is different from that on the Moon because of the
large difference in gravity accelerations (Chapman et al. 2002). On asteroids, impact ejecta
are usually spread uniformly over the entire surface, while on the Moon they are sorted by
sizes and larger ejecta get confined to the areas around impact craters. In addition, asteroid
regoliths appear to be deficient in dust and agglutinates when compared to the lunar regolith.
Lee (1996) suggests that this happens because the smallest particles are preferentially lost
when surface particles are levitated electrostatically. Moreover, Lee argues that levitated
fine dust with diameters ranging from 0.01 to 1 μm may escape from asteroids, while larger
particles with diameters of up to 100 μm migrate and get trapped in shadowed areas on
craters and groves.

Low altitude images (up to 1 m per pixel) of asteroid Eros by the NEAR-Shoemaker
spacecraft show that craters and groves are filled with fines (Veverka et al. 2001). High-
resolution images (up to 6 mm per pixel) of the surface of asteroid Itokawa by the Hayabusa
spacecraft show that it is covered with mm-size and larger particles (Fig. 6). Moreover, it
shows that none of the smallest particles stay on top of boulders without being supported
by other particles (Miyamoto et al. 2007). The high-resolution images also show craters
with flat floors filled with fines. These findings suggest that the smallest particles migrate

Fig. 6 Image of the surface of asteroid Eros showing evidence of dust particles moving downhill, filling
craters and accumulating upslope of rocks
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to gravitationally stable areas. Miyamoto et al. (2007) suggests that vibrations forced by
impacts, tides and thermal fluctuations are responsible for these global migrations. However,
electrostatic lifting of surface particles, similar to what is observed on the moon, could also
explain the migration of dust to low terrains (Fig. 6).

4 Summary and Conclusions

We review theoretical and observational studies of electric fields in dusty phenomena, and
their role in saltation and dust lifting on Earth, Mars, the Moon, and asteroids. Near-surface
electric fields larger than 100 kV/m can occur in terrestrial dusty phenomena, and might
play an important role in saltation and dust lifting. Electric forces reduce the threshold wind
speed required to lift surface particles (Kok and Renno 2006), significantly affect salta-
tion trajectories (Schmidt et al. 1998; Zheng et al. 2003) and their inclusion in numerical
models improves agreement with measurements (Zheng et al. 2006; Kok and Renno 2008).
On Mars, there is evidence that electric fields in dusty phenomena dissociate water vapor,
catalyze the production of hydrogen peroxide, and dissociate methane (Delory et al. 2006;
Atreya et al. 2006; Farrell et al. 2007). Moreover, electric fields in saltation and dusty phe-
nomena on Mars might produce electric discharges (Melnik and Parrot 1998).

Finally, there is evidence dust particles of diameters < 10 μm are lifted from the surface
of the Moon by electrostatic forces, and perhaps also from the surface of asteroids. However,
large-scale surface potentials predicted by plasma models (Manka 1973; Farrell et al. 2007)
and confirmed by measurements (Freeman and Ibrahim 1975) are not large enough to lift
dust particles from the lunar surface, but locally enhanced surface potentials might become
large enough to lift dust particles (Criswell 1973; Borisov and Mall 2006). This hypothesis
can be tested with measurements of small-scale electric fields at the lunar surface or from
low orbit with “picosatellite sensors.”
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Abstract This chapter will review what is known about the charging of planetary rings, in
particular the sum of the individual currents from the time-varying charge dQ/dt , of the
planetary ring particle. For the smallest ring particles, in addition to checking the plasma
conditions for the charging currents, one must consider if collective effects in the ring envi-
ronment are relevant. Two planetary ring environments that have held a strong interest for
ring scientists in the last two decades are Saturn’s spokes in the B Ring and the environment
of Saturn’s E ring. Two sections of this chapter will describe these planetary ring charging
environments in detail. Finally, we describe two charging effects that demonstrate areas of
future studies while providing fresh examples of the intriguing effects from planetary ring
charging processes.
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1 Introduction

Planetary rings have an undeniable aesthetic appeal, resulting in media icons of ringed plan-
ets as descriptive of the planetary sciences field as a whole. Such far-reaching symbolism
might not be misplaced, however, because planetary rings represent a fundamental class of
planetary structure (Greenberg and Brahic 1984), that invites interdisciplinary investigations
from specialists in dust, gravitational, plasma, collisional, and radiative transfer physics, due
to: its sub-micron to meters-sized particles, its emersion in the planet’s magnetic field, its
embedded moonlets and its close proximity to the ringed planet’s ionosphere and innermost
moons. As such, planetary rings are a metaphoric bridge through a wide range of plane-
tary physical processes. Therefore, it is fitting that the topic of the charging of planetary
rings, which, at first, appears to be narrowly-defined, is similarly interdisciplinary for the
same reasons as given above. Processes that charge ring particles have different relative dy-
namical effects, dependent upon the rings’ particle sizes, and the ring’s plasma, magnetic
and gravitational environments. Therefore, the focus for this chapter will be on the ring
charging processes, dotted with highlights of several of the diverse dynamical ring charging
effects.

The charging of planetary rings is the sum of the individual currents from the time-
varying charge dQ/dt , of the planetary ring particle. The individual currents could be any
of the following, depending on the environmental plasma conditions: number density, flow
speed, temperature, mass: electron and ion capture from the plasma, ion currents to a mov-
ing grain, photoelectron emission, secondary electron emission, thermionic effects, with
stochastic charging influences all of the above. Since rings are an ensemble of particles,
(“cloud” ≈ Ring), we will define an ensemble, and consider the above currents, including
those for the smallest ring particles, the dust particles, to arrive at a table giving charge
potential and other relevant parameters.

For the smallest ring particles, in addition to checking the plasma conditions for the
charging currents, one must consider if collective effects in the ring environment are
relevant. The Debye screening length provides our first indication of whether collective
processes might be important, giving clues to whether we have a “dust-in-plasma” (isolated
particle) or a “dusty plasma” (nonisolated particle). For a dusty plasma, however, the Debye
screening length is a minimum condition, and a more sensitive check on the dust plasma
conditions measures the ratio for the charges on the dust particle compared to the electrons
in the plasma.

Two planetary ring environments that have held a strong interest for ring scientists
in the last two decades are Saturn’s spokes in the B ring and the environment of Sat-
urn’s E ring. Two sections of this chapter will describe these planetary ring charging en-
vironments in detail. The Spokes section will present the spoke characteristics, previously-
proposed formation processes, recent Cassini observations and one possible spoke forma-
tion process with tests that one can apply to determine their origin. The section on Sat-
urn’s E ring will present another class of details. Because it is the largest ring in the so-
lar system and its particles can be studied as isolated particles, Saturn’s E ring is prob-
ably the most studied ring. This section will describe the results of the ring’s charg-
ing and dynamics which demonstrate that the ring’s primary origins can be traced to
the Saturn’s moon: Enceladus. The ring’s most relevant forces should include plasma
drag, it has a noticeable seasonal variation and the secondary electron emission current
is known best for this ring due to direct charge measurements by Cassini’s CDA instru-
ment.
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Finally, we close this chapter with several special charging effects: Electrostatic braking
and Mach cones.

2 Charging Equation

The charge of a ring particle is the sum of the individual currents from the time-varying
charge dQ/dt , which varies with time according to (Horányi 1996),

dQ

dt
=

∑
k

Ik = Ie,i,moving + Isec + Iν

where k ranges over the different charging processes, and the current of the kth charg-
ing process is denoted as Ik . The other variables on the right side: Ie,i,moving = electron
and ion currents to a moving or stationary grain, Isec = secondary electron currents, and
Iν = photoelectron currents. The individual currents depend on the environmental plasma
conditions’ number density, flow speed, temperature, and mass, with stochastic charging
influencing all of the above.

2.1 Electron and Ion Capture

Given an isotropic, thermal (Maxwellian) plasma, the electron and ion capture currents are
(Goertz 1989):

Ie,i = qe,i4πr2
gne,i

√(
kTe,i

2πme,i

){
exp(−ψi,e) ψi,e > 0

1 − ψi,e ψi,e < 0

where,

ψi,e = ∓qi,eϕi,e

kTe,i

,

qi,e is the charge of the plasma species, ne,i is the plasma number density, k is the Boltzmann
constant, me,i is the plasma particle mass, Te,i is the plasma temperature, ϕi,e is the charge
potential, the ∓ the signs correspond to electrons and ions, and the e, i indices indicate
electrons and ions, respectively.

If the plasma particle velocity distribution posesses a non-Maxwellian high-energy tail,
then a generalized Lorentzian (kappa) distribution is more appropriate. The generalized
Lorentzian distribution is characterized by a spectral index κ which varies as the energy
goes to (κ + 1) at high velocities, and approaches a Maxwellian distribution as κ goes to
infinity. The ion and electron capture currents will change accordingly; see equations 21ab
and 22ab in (Chow et al. 1993).

Ion currents generated due to a moving particle of grain size is a more general scenario
for the ion capture, which reduces to the above expression under special circumstances.
More generally, if the dusty ring particles are not at rest in the plasma, and the dust-to-
plasma relative velocities are comparable to, or exceed, the ion thermal velocities (a situation
which often arises when the particle resides in the solar wind), then the ion currents to the
moving particle (“modified proton currents”) must be added to the other currents. The Imoving

current has two different expressions, each depending whether the grain potential is positive
or negative.
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For a negative grain potential, the modified proton current is:

Imoving =
4πr2

gqini

√(
kTi

2πmi

)
2

[(
M2 + 1

2
− ψi

)√
π

M
erf(M) + exp(−M2)

]

where M = the ratio of the dust-to-plasma relative velocity w over the ion thermal speed
(M = “Mach” number (Horányi et al. 1988), and erf(x) is the error function):

M = w√
2kTi

mi

erf(x) = 2

π

∫ x

0
exp(−y2)dy.

For a positive grain potential, the modified proton current is:

Imoving =
4πr2

gqini

√(
kTi

2πmi

)
4

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(
M2 + 1

2 − ψi

)√
π
M

[erf(M + √
ψi) + erf(M − √

ψi)]
+(√

ψi

M
+ 1

)
exp

[−(
M − √

ψi

)2]

−(√
ψi

M
− 1

)
exp

[−(
M + √

ψi

)2]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

.

In the limit of M → 0, the above expressions are identical to the ion capture expression.

2.2 Photoelectron emission

The absorption of solar UV radiation releases photoelectrons, and hence, constitutes a posi-
tive charging current (Horányi et al. 1988). Its magnitude depends on the material properties
of the grain, i.e., its photoemission efficiency, and on the grain’s surface potential, which
may, if positive, recapture a fraction of the photoelectrons. The spectrum of the photoelec-
trons released is often assumed to be of Maxwellian distribution with a temperature Tphoto,
which corresponds to an energy kT ∼ 2 eV. The photoelectric current is (Eqn. 10, Horányi
et al. 1988):

Iν =
{

πr2
gqef1 ϕ < 0

πr2
gqef1 exp

(− qeϕ

kT

)
ϕ > 0

.

Here, rg is the particle radius, qe is the charge on the electron, kT is the average energy of
the photoelectrons and, f1 ≈ 2.5 × 1010χ s−1, is the flux of photoelectron emission at 1 AU

with the “photoelectron efficiency factor” χ spanning the range: χ ≈ 1.0 for conducting
magnetite (metals) grains, and χ ≈ 0.1 for dielectric olivine particles.

The photoelectric current described here follows from Horányi et al. (1988)’s work,
which, in turn, refers to Feuerbacher et al. (1973). They carried out calculations for grains
of high (material: Al2O3) and low (material: C) photoelectric yields, taking into account the
material’s full frequency dependence and the energy distribution of the emitted photoelec-
trons. The photoelectric threshold theoretically and observationally increases with decreas-
ing particle radii (Kimura and Mann 1998). The smallest dust grains can be characterized
by the physical properties of solid spherical particles, which is a typical particle geometry
used for modeling work, as a first approximation.
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2.3 Secondary Electron Emission

The effect of electrons or ions with high energies bombarding the dust grain can lead to
an ionization of the grain material and ejection of electrons from the grain. This process is
called secondary electron emission. This current has the largest effect on the charging of
the dust particles, and is, in turn, highly sensitive to the dust particle’s material properties.
The three processes that can occur during secondary electron emission: 1) reflection, 2)
backscattering and 3) true secondary emission, are usually treated as distinct secondary
electron yield processes by both electron impacts from solid particles as well as by ion
impacts (Whipple 1981).

The flux of secondary electrons depends on the energy of the plasma electrons/ions E

and on the grain’s surface potential. The number of secondary electrons—the yield—also
depends on the material properties of the charged grains, which is characterized by the
secondary electron emission yield parameter δ. If the secondary electron yield is greater
than 1, then positive dust charging occurs. For some materials, the yield is greater than 1 for
kTe = 50 eV, and for other materials, the yield is greater than 1 at kTe = 1000 eV and higher.
The yield also increases with decreasing grain size. For example, the maximum secondary
electron emission yield from ions/electrons impacting onto 0.01 μm-sized particles, for both
conductors and insulators, is about 3.5 times higher than onto 1 μm-sized particles (Chow
et al. 1993).

2.3.1 Secondary Electron Emission—Electron impact

Sternglass published an expression for the secondary current by electron impact using the
yield function (Sternglass 1954):

δ(E) = 7.4δm

(
E

Em

)
exp

[
−2

√(
E

Em

)]

where Em is a characteristic energy, at which the release of a secondary electron reaches a
maximum (Goertz 1989), which corresponds to a maximum yield δm.

This extensively-used formula for the secondary emission yield, which uses semi-infinite
slabs of material, approximates the theoretical derivations of Bruining and Jonker from the
1950s (“Jonker yield”, Bruining 1954 and Jonker 1952), however experimental data might
be better fit using expressions in (Kimura and Mann 1999). For small spherical grains (not
a planar slab), secondary electrons are not limited to the point of incidence of the primary
electron. Instead, it is possible for secondary electrons to exit from all points of the dust grain
surface, thus increasing the yield over that determined by the Sternglass formula (Chow et al.
1993). Sometimes this effect is referred to as the small-particle approximation. For this rea-
son, we double the secondary electron emission yield when the dust particle is ≤0.1 μm. At
low primary energies, the smaller grains have higher yields for both insulators and conduc-
tors because, within these smaller grains, excited secondary electrons have shorter distances
to travel to reach the surface. However, as the primary energy increases, the yield curves for
different size grains may cross and larger grains may have higher yields than the smaller
grains.

Meyer-Vernet (1982) demonstrated that the charge on a grain is not always unique: the
equilibrium potential may have multiple roots, which is important to note, especially for
a plasma environment with high plasma temperatures or densities. Secondary-electron yield
of electron impact onto other grain materials, such as onto ice grains, can influence that



440 A.L. Graps et al.

type of grain’s charging, also. Useful secondary electron emission values can be found in
Table 5 (Draine and Salpeter 1979) for graphite, SiOx , Mica, Fe, Al, MgO, lunar dust),
Table 1 (Suszcynsky et al. 1993) for H2O, CO2, NH3, CH3OH, Table 2 (Whipple 1981) for
Al2O3, SiO2, Teflon, Kapton, Mg, and from M. Horányi and A. Heck’s work (Horányi et al.
1997, 1988; Heck 1999) for SOx and Apollo 17 lunar dust. The latter data is particularly
valuable for being among the few data available of secondary electron emission of low-
energy electron impacts.

2.3.2 Secondary Electron Emission—Ion impact

Following from Sternglass, Horányi et al. (1988) gave expressions for the secondary current
by ion impact, using the yield function:

δ(E) = 2δm

(
E

Em

)√(
E

Em

)
(

1+E
Em

) .

In addition to the charging processes in this section, there exists stochastic influences on
the charging processes, as well as: gradients in the plasma parameters, velocity modulation
of the ion current, and/or modulation of the photoelectron current by the planet’s shadow.

3 Equilibrium Potential

Ring particle equilibrium potential is reached when the sum of all of the charging currents
is zero. The dominant electron capture from the plasma leads to negative charges, and the
other charging processes: ion capture, secondary electron emission and photoelectron emis-
sion, facilitate positive currents. Secondary electron and photoelectron emission charging
processes are highly material dependent. If the charged dust particle is located in a high-
energy or high density region of a planetary magnetosphere, then dust particles may be
charged positively or negatively (Graps and Grün 2000; Graps et al. 2007). The time to
acquire the equilibrium charge may be longer than the flight trajectory time of the particle.

4 Dust-in-Plasma versus Dusty Plasma

For the smallest ring particles, in addition to checking the plasma conditions for the charg-
ing currents, one must consider if collective effects in the ring environment are relevant.
The Debye screening length λD , the distance over which the Coulomb field of an arbitrary
charge in the plasma is shielded, provides our first indication of whether collective processes
might be important, giving clues to whether we have a “dust-in-plasma” (isolated particle)
or a “dusty plasma” (nonisolated particle). These two regimes are defined depending on the
concentration of the dust grains (Verheest 2000):

– ‘Dust-in-Plasma’: If rg � λD < d , then, we have a plasma containing isolated screened
dust grains and can treat the dust from a particle dynamics point of view.

– ‘Dusty Plasma’: If rg � d < λD , then collective effects of the charged dust can be rele-
vant.
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where d is the average intergrain distance, rg is the dust grain size, and λD is the plasma

Debye length (here for electrons): λD =
√

ε◦kTe

q2
e ne

where ε◦ = the permittivity of free space

(8.854 × 10−12 C2 N−1 m−2), k = the Boltzmann constant (1.381 × 10−23 J K−1), Te is the
electron plasma temperature (K), qe is the charge on the electron (1.602 × 10−19 C), and ne

is the electron plasma density (m−3).
For a dusty plasma, the Debye screening length, however, is a minimum condition, and

a more sensitive check on the dust plasma conditions measures the ratio for the charges on
the dust particle compared to the electrons in the plasma. This sensitive check, the Havnes
parameter “P ” is defined as:

P ≡ 4πε◦rg

q2
e ne

ndkT

where rg = the dust grain radius (m) and nd = dust number density (m−3). The potential
solutions as a function of P (Figure 1, Havnes et al. 1990) illustrate that collective effects
of the dust ensemble occur when the parameter P ∼ 1, which is when the derivative with
respect to P for the relative plasma potential caused by the dust, is at a maximum. When the
parameter P is very small, then the grain potential ϕ approaches the negative equilibrium
potential of a stationary grain in a plasma with the only currents to the grain being ion and
electron collection currents. This so-called Spitzer single-grain value of −2.51kTe/qe can
be understood by noting that the electrons are 43 times more mobile than the protons when
the surface potential of the grain is initially 0, therefore, the electron current exceeds the
ion current. As the surface potential becomes negative, electrons are repelled, the electron
current is reduced the ion current is increased. The process proceeds until the grain acquires
the Spitzer value that makes these two currents equal in magnitude (Goertz 1989). Then the
grain can be treated as a test particle and the grain’s charge has a negligible effect on the
plasma environment, and on the electric and magnetic fields (Horányi et al. 2004).

Since rings are an ensemble of particles, (“cloud” ≈ Ring), we can compare the charge
potential for a singly-charged grain to that of an ensemble or cloud of grains, each carrying
a charge Qi . In the first instance, that is, for each particle carrying charge Q, the surface
electric field is (Goertz et al. 1988):

Es = Q

4πε◦r2
g

.

For rg/λD � 1, the charge potential decreases as (Goertz 1989; Whipple et al. 1985):

ϕ(r) = ϕs

(
rg

r

)
e−(r−rg)/λD ,

where the exponential factor represents the Debye screening by the plasma.
In the second instance, the solution must be solved numerically, but one can see the range

of solutions for equally-spaced infinite sheets in (Figure 4, Goertz 1989), that illustrates
the effects of placing grains close to each other. If the interparticle distance between the
ring particles is larger than the Debye length, the maximum potential between the grains is
almost zero, and the surface charge density of the planetary ring is:

σ = Es

ε◦
≈ ϕs

λDε◦
.
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Table 1 Nominal values for various planetary ring environments

Rings ne (m−3) kT /e (eV) τ H (m) rg (m) P

A B 105 2 2 102 5 2 × 101

1 1 × 102

F 107 102 0.1 103 10−2 2 × 101

10−6 2 × 105

Spokes 105 2 0.1 3 × 104 10−6 1 × 104

108 1 × 101

Uranus α 5 × 107 30 0.35 102 5 × 10−2 101

2 × 108 100

Uranus ε 5×107 30 1.8 102 0.2 1 × 101

2 × 108 3 × 100

Jupiter 108 102 10−5 3×104 2 × 10−6 2 × 10−1

G 107 102 3 × 10−4 3 × 105 3 × 10−4 10−2

10−6 106 10−6 2 × 10−3

E 107 102 10−6 106 10−6 2 × 10−3

10−7 3 × 107 10−5

When the distance between the ring particles is smaller, then the potential between the grains
is smaller, and the average charge density on each sheet is reduced. The same effect occurs
in the three-dimensional case. That is, when the intergrain distance d is smaller than the
Debye length, then the average charge density on the ring as a whole is reduced (charge is
spread over the ring). The charge on each ring particle is therefore, for rg � λD :

Q = (ϕs − Vp)4πε◦rg

where Vp is the maximum plasma potential between the ring particles. The average charge
on the grains is thus smaller than that of an isolated grain at the same surface potential.

Considering these charging processes, Goertz et al. (1988) derived the values in Table 1,
which gives plasma density ne , optical depth τ , ring thickness H , ring particle size rg ,
Havnes parameter P and charge potential ϕ. The P value in the last column has been scaled
by 4πε◦/qe to correspond with the current definition of P given in this text. The numbers in
Goertz et al.’s table need updating, but such is beyond the scope of this review chapter.

5 Saturn’s Ring Spokes

5.1 Overview

On approach to Saturn in 1980, Voyager 1 returned the first clear images of dark spokes in
Saturn’s rings: a phenomenon whose existence had been only hinted at in previous ground-
based observations.

Detailed descriptions of the spokes’ phenomenology and other characteristics were pro-
vided by Doyle and Grün (1990), Eplee and Smith (1984), Grün et al. (1983), and Grün et
al. (1992). These studies’ main results can be summarized as follows: Spokes are usually
near-linear markings that almost exclusively occur in the outer region of Saturn’s B-ring,
typically, but not exclusively, between 1.5 and 1.9 Saturn radii from the planet’s centre, near
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to or spanning the corotation distance where ring particles’ circular orbital periods match the
rotation period of Saturn itself. Keplerian velocity shear acts on the spokes following for-
mation: due to the increased orbital velocity of the inner spoke sections compared to those
further from Saturn, the spokes are elongated and are oriented at an ever-increasing angle
with respect to the local anti-Saturnward vector. Spokes’ reflectance properties and phase
angle dependence—dark in backscattered light but bright at high phase angles—indicate
that their constituent particles have a fairly narrow size distribution, with mean effective
radii of around 0.6 microns.

The initial appearance of spokes must occur in a matter of minutes or less, as some
appeared between the acquisition of Voyager images taken only 5 minutes apart. No radial
spreading of the spokes was observed to take place: spokes initially appeared covering their
entire radial range. The times at which the features initially appeared were calculated in
these studies under the assumption that spokes were all formed when radially-aligned, an
assumption that is not universally-accepted. Under this assumption, however, the Voyager 1
and 2 images reveal that most formation occurs in the midnight-dawn local time sector.
Spoke complexes typically build up over a period of 1–2 hours, and once formation ceases,
they gradually fade, but can sometimes persist over a full Saturn rotation.

It was found that some spokes reformed when their ring location returned to the vicinity
of the local time in which they originated, which suggested a link with Saturn itself, and
that Saturn’s magnetic field plays a significant role in their formation. This periodicity in the
formation of spokes (Porco and Danielson 1982), was later found to encompass two discrete
periods around 641 and 611 minutes (Porco 1988), in agreement, respectively, with the
then-current Saturn Kilometric Radiation (SKR) and Saturn Electrostatic Discharge (SED)
periods observed at radio wavelengths. For the 5-day period of Voyager 2 observations from
which this result was derived, it was noted that the sector of the planet facing local dawn at
the inferred time of spoke formation was at local noon at the time of maximum emission of
SKR.

5.2 Spoke formation Theories

In the period immediately following the Voyager flybys, several spoke formation theories
were proposed, including the alignment of charged grains by electric fields (Bastin 1981;
Carbary et al. 1982). Assuming that the grains are predominantly composed of water ice,
Weinheimer and Few (1982) suggested that such alignments could not be caused by the
effects of electric fields.

Hill and Mendis (1981) postulated electrostatic effects to explain the spokes’ occurrence,
and suggested that beams of electrons strike the rings to cause localised enhancements in
ring particle charging. The source of these electron beams was suggested to be magnetic
field-aligned drops in potential caused by an interaction between the solar wind’s convective
electric field and Saturn’s magnetospheric plasma. However, as the spoke formation region
is magnetically-connected to lower latitude regions than those connected to the magnetotail,
the viability of this process is questioned. We note that Connerney (1986) also addressed the
matter of the magnetic connection of Saturn’s atmosphere and the rings, albeit in a different
context.

The formation theory that was by far the most widely-accepted for many years involved
the effects on localized sections of the rings by meteoroid impacts (Goertz and Morfill 1983).
It was postulated that the plasma cloud resulting from an impact would spread radially, due
to an azimuthal polarization electric field caused by the relative motion of the orbiting, neg-
atively charged dust grains and the corotating magnetospheric plasma. In this environment,



444 A.L. Graps et al.

the local electric fields would be strong enough to overcome the gravitational force on small
dust particles, and that these smallest particles would thus form spokes elevated above the
ring plane. The case for the Goertz and Morfill model was strengthened by the study of
Cuzzi and Durisen (1990): they investigated the velocities of interplanetary particles at the
Saturnian system, and concluded that the most energetic impacts with the rings would coin-
cide with the ring sector where spoke formation appeared to be most prevalent.

The meteoroid-impact model was questioned by Farmer and Goldreich (2005), who
stated that the radial spreading of spokes, as postulated by Goertz and Morfill, could not
occur quickly enough to appear as instantaneous in a 5-minute cadence image sequence.
However, Morfill and Thomas (2005) expressed their continued belief in the validity of the
Goertz and Morfill model.

Alternative formation theories include that of Tagger et al. (1991), who postulated that
spokes are a manifestation of magnetosonic waves generating radial structures in the vicinity
of corotation in a thin Keplerian ionized disk. They suggested that meteor strikes or electron
beams could be the drivers of such waves. More recently, Hamilton (2006) proposed an
alternative meteor impact-induced formation process: he suggested that such impacts release
clouds of ejecta, not all of whose constituents are large enough to be visible. The smallest
grains are accelerated out of the ring plane by electromagnetic forces, and then return to
the plane at slightly different locations, and at high speeds, producing more ejecta. This
collisional cascade continues over several cycles, and particles released by these impacts are
observed as spokes when of large enough size.

Although spokes were observed several times in the 1990s by the Hubble Space Tele-
scope, they were not observed after 1998 (McGhee et al. 2005). McGhee and colleagues
suggested that this was due to viewing angle with respect to the ring plane, and that ob-
servers needing to be located close to the plane for successful detection. Contrary to predic-
tions, despite being afforded an apparently favourable viewing geometry, instruments aboard
Cassini failed to observe spokes between the spacecraft’s arrival at Saturn in July 2004 and
September 2005 (Mitchell et al. 2006a). At the time of this writing, several more spoke
observations have been reported by the Cassini ISS imaging team (e.g. Mitchell and Porco
2006b). Although fewer in number that the Voyager events, they appear to share many char-
acteristics. A slight deviation from Keplerian motion was reported, suggesting the influence
of electromagnetic effects.

Other factors were also suggested to affect the observability of spokes: Farrell et al.
(2006), partially citing Cassini RPWS observations of electron density above Saturn’s main
rings, proposed that the ring surface potential changes with Saturnian season. They sug-
gested that during the Voyager epoch, the rings were uniformly negatively charged, whereas
in the first years following Cassini’s arrival at Saturn, due to increased photoemission on the
sunward-facing ring surface, the ring polarity was bipolar. They also suggested that spokes
only form on negatively-charged ring surfaces, so Cassini’s first few years at Saturn coin-
cided with a time when spokes were concentrated on the unlit ring face. Suggestions were
made that spokes could return in abundance on the sunlit rings in 2008, but that solar activity
may prove to have a significant effect on spokes’ formation, due to increased flare activity.
Mitchell et al. (2006a) also suggested a dependence on background plasma environment,
expanding on an earlier work by Nitter and Havnes (1992).

Recently, an alternative formation process has been proposed which suggests that, al-
though the electrostatic charging mechanism is responsible for spoke formation as first pos-
tulated by Hill and Mendis (1981), the exact cause of the charging is linked to electrical
storms in the atmosphere of Saturn itself (Jones et al. 2006). As presented by Fischer et al.
(2008) in this issue, following a lightning discharge, it is believed that a strong electric
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field exists above terrestrial thunderstorms. The ionization of atmospheric particles by an
incoming cosmic ray during the existence of this electric field can lead to the formation
of an electron avalanche, as has been suggested to cause gamma ray emission from above
thunderstorms. When the atmospheric density is low enough, such electron avalanches can
escape into the magnetosphere (e.g. Lehtinen et al. 2000). The escaping electrons are guided
by the planetary magnetic field to the thunderstorm’s magnetic conjugate point in the op-
posite hemisphere. At Saturn, if this occurs within a certain range of latitudes, the escaping
electrons will strike the rings. Jones et al. suggest that this process is the cause of elec-
trostatic charging in the rings, and that thus, ultimately, thunderstorms cause spokes. The
ionospheric density varies with local time, and reaches a minimum near local dawn (Moore
et al. 2004), where spoke formation is most relevant.

The curious, changing morphology of spokes as observed by the two Voyagers appears to
agree with this suggested process. Seasonality in the spokes’ appearance could be tied to the
occurrence latitudes of thunderstorms on Saturn, and the changing ionospheric conditions
at the planet (e.g. Moore et al. 2004), which can affect the likelihood of electron avalanches
escaping the atmosphere. The confirmation of this process’s operation ideally requires the
positive identification of a thunderstorm on Saturn together with spokes at the location on
Saturn’s rings to which the thunderstorm is magnetically mapped. This is, however, chal-
lenging: storms cannot easily be identified by imaging on Saturn: the planet’s nightside is
largely illuminated by light scattered by the ring system, precluding the acquisition of long-
exposure images. Although radio emissions termed Saturn Electrostatic Discharges, SEDs,
are known to be linked to Saturnian thunderstorms (Fischer et al. 2006), the detection of
whistler in the absence of an SED (Akalin et al. 2006) suggests that SEDs may not be as
reliable thunderstorm markers as at first thought. Jones and colleagues also reported that
Cassini’s MIMI instrument has detected a pair of magnetic field-aligned electron beams
which in many respects are similar to those expected from thunderstorms (Lehtinen et al.
2000).

There was no SED emission or whistler events during this time, so a link with thun-
derstorms is unproven. A curious phenomenon, possibly related to spokes, is the observed
emission at X-ray wavelengths from the rings, and the enhancement of that emission in the
dawn local time sector (Ness et al. 2004). The emission is dominated by photons in the
energy range centered on atomic oxygen K-alpha fluorescence (Bhardwaj et al. 2005).

Due to the difficulty in recognizing the locations of thunderstorms, a final answer regard-
ing the origin of spokes may not be forthcoming for some time. Even if any of the above
spoke initiation processes involving the charging of the rings is proven to be correct, the
details of the charging process still need to be resolved. Do electron beams charge the ring
particles directly, leading to dust levitation purely through mutual repulsion of like-charged
grains, or is it an enhancement in the electron number density of the ring plasma sheath that
initiates the levitation of submicron particles?

If, as anticipated, spoke activity becomes vigorous around Saturnian equinox in 2009,
data from the Cassini orbiter will allow us to at least narrow down the range of possible
spoke formation processes in the near future.

6 E Ring

6.1 Introduction

Saturn’s E ring is the largest planetary ring in the solar system. This faint ring spans a radial
distance of 3–8 Saturnian radii (1 RS = 60330 km) including the orbit of five major satellites,
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Mimas (RM = 3.08 RS ), Enceladus (RE = 3.95 RS ), Tethys (RT = 4.89 RS ), Dione (RD =
6.26 RS ) and Rhea (RR = 8.75 RS ). Due to its low optical depth τ � 1.5 × 10−5 (Showalter
et al. 1991) the E ring provides an excellent opportunity to study single particle dynamics in
a planetary ring as collisions or collective effects are negligible in this region.

Several observations, including ground-based detections during the Earth’s ring plane
crossings, Hubble Space Telescope (HST), and Voyager imaging show that the brightness
of the E ring peaks sharply close to the orbit of Enceladus and that it is composed mainly
of small, 0.3 < rg < 3 micron radius dust particles (Nicholson et al. 1996, 2004). The peak
of the optical depth distribution, in fact, lies outside the orbit of Enceladus, with a displace-
ment of approximately 104 km (de Pater et al. 2004). The ring’s thickness increases with
increasing distance to Saturn from 4000 km (at r = 3 RS ) to 15000 km (at about r = 8 RS ).
Recent in situ observations by Cassini Cosmic Dust Analyzer (CDA) show that the E ring
material continuously extends much further from Saturn, engulfing even the orbit of Titan
(RT i = 20.3 RS ) (Srama et al. 2006; Kempf et al. 2006, 2008).

As the ring’s optical depth distribution sharply peaks close to Enceladus’ orbit, this satel-
lite has been long suspected to be the main source of dust particles comprising the E ring.
A dense cloud of icy dust grains was observed by the high-rate detector (HRD) subsystem of
CDA that appeared asymmetric relative to the closest approach position, indicating a locally
enhanced dust production in the south polar region of Enceladus. A comprehensive study of
the CDA data suggested that at least 85% of the grains (above the HRD detection thresh-
old) are generated near Enceladus’ south pole (Spahn et al. 2006a, 2006b). These grains are
either entrained in the outflow of the plumes, or grow in situ in the expanding and cooling
gas. They can attain velocities larger than the escape velocity from the surface of Enceladus
(vesc = 210 m/s), or gain energy from the gas flow, so that they have a nonzero residual ve-
locity on the order of vz = 50–100 m/s after leaving the gravity field of the satellite (Porco et
al. 2006a, 2006b). Interestingly, most of the ejecta particles generated via bombardment by
interplanetary micrometeoroids are also expected to have a characteristic residual velocity
of about 110 m/s (Krivov 1994).

6.2 Dust Dynamics and Charging

Here we briefly describe an E ring model developed by Juhász and Horányi (2002, 2004),
Juhász et al. (2007) and Horányi et al. (2008) that can reproduce many of the observed
features of the E ring.

The considered forces in the equation of motion of a dust grain are: the gravitational
force due to Saturn (including its oblateness, J2 = 1.667 × 10−2), the solar radiation pres-
sure force, the Lorentz force and the drag forces due to direct collisions of a dust grain
with plasma and neutral particles. It can be shown that the drag force acting on a dust par-
ticle is dominated by direct collisions as opposed to distant Coulomb interactions. These
forces depend on the particle size, charge, and velocity, and the ambient plasma parame-
ters. The expressions for the first three forces are readily available (Horányi et al. 1992).
Expressions for plasma and neutral drags due to direct collisions were taken from Morfill
et al. (1980). The magnetic field is calculated using the Z3 model (Connerney 1993). For
the calculation of the electric field, fractional corotation was assumed (Richardson 1995).
Calculation of dust charge and drag forces requires the knowledge of plasma parameters in
the magnetosphere. Juhász and Horányi (2002) used the two-dimensional (2-D) model of
Richardson et al. (1998) and Richardson (1995) that gives the density and temperature of
cold (ce) and hot (he) electrons and ions (O+, H+, and OH+) and the density of neutrals
(mainly OH). In the E ring region (3 RS < r < 8 RS |), typical plasma density values are
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5 < n < 110 cm−3, decreasing with increasing radial distance from Saturn, and the temper-
atures are: 1 < Tce < 11 eV, 80 < The < 200 eV, 13 < TO+ < 180 eV, and 8 < TH+ < 20 eV,
increasing with r . Sittler et al. (2006) presented an estimates of the ion fluid parameters
from the CAPS instrument on Cassini for the Saturn’s inner plasmasphere. Their results
have shown that they are qualitatively consistent to those estimated from Voyager plasma
measurements, however the temperatures of electrons and protons are somewhat lower than
what Voyager determined.

The charge on a dust particle is calculated by solving the current balance equation. As
was described in the earlier section, the charging currents are functions of the ambient
plasma parameters (density, temperature, and composition), the grain potential, the relative
velocity between the grain and plasma, and the material properties of the dust particle (pho-
toelectron and secondary electron yields and size) (Horányi 1996). In calculating the charge
the thermal fluxes of hot and cold electrons and ions, the photoelectron emission, and the
secondary electron emission currents were considered and dielectric dust grains with a sec-
ondary electron yield of δM = 1.5 with an optimum impact energy of EM = 400 eV, a char-
acteristic secondary electron energy of kTs = 2.5 eV, and a photoelectric yield of κ = 0.1
(Whipple 1981) were assumed.

Figure 1 shows the equilibrium dust potential in the (r, z) plane. In the E ring region,
the equilibrium dust potential is −7 < �V < +5. The negative potentials are expected in
the cold, dense plasma regions. Above and below the ring plane, the plasma density rapidly
drops with distance, and the photoelectron production turns the charge of the dust particles
positive. We note that for larger values of secondary yield parameter δM , the resulting dust
potential is larger. Electrostatic dust charge measurements by the CDA indicated somewhat
different dust potential; about −2 V inside Rhea’s orbit and +3 V outside of it (Kempf et al.
2006). The authors state that these potential values cannot be matched by any model calcula-
tions based on the Richardson’s plasma model. However, an updated comprehensive model

Fig. 1 Equilibrium dust potential distribution in the E ring (δM = 1.5, EM = 400 eV)
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for the inner plasma environment of Saturn that is based on Cassini’s plasma measurements
is still not available.

Due to sputtering, the radius of a dust particle decreases in time at a rate that is a function
of the energy distribution of the bombarding ions, but roughly independent of the particle
size, so that a grain with initial size of 1 μm would disappear in about 50 years (Jurac et al.
2001). The instantaneous size of a dust grain due to sputtering was integrated simultaneously
with the equation of motion and the current balance equation.

6.3 Effects of Different Perturbing Forces

Here we briefly summarize the dynamical characteristics of the motion. The grain’s eccen-
tricity variation exhibits a periodicity driven by the radiation pressure and orbital precession.
The planetary oblateness is responsible for the precession, while the Lorentz force causes the
orbit of a negatively charged particle to regress with a rate depending on the particle charge
and location (Horányi et al. 1992). The near cancellation of these for r∗

g � 1.2 μm radius
dust grain allows solar radiation pressure to induce large eccentricities. As a consequence,
these particles will be dispersed swiftly owing to their eccentric orbit. This cancellation
occurs only for negatively charged dust grains and the corresponding grain radius can be

approximated as r∗
g �

√
0.1 ∗ �V a0.5

S where aS is the semimajor axes of the particle’s orbit
(in RS ). The parameter r∗

g � 1.2 micron for � = −7 V [Richardson’s plasma model] and
r∗
g � 0.6 micron for � = −2 V [corresponding to the CDA measurements, Kempf et al.

(2006)]. These charged grains will quickly (in a few years) collide with the A ring of Saturn
due to their large eccentricities.

The out-of-plane component of radiation pressure will also force particles on inclined
orbits (which determines the thickness of the ring). While this effect is modest for negatively
charged grains, it can have a large effect for positively charged grains, that are unstable
against vertical oscillations (Howard et al. 1999). In Saturn’s magnetosphere dust particles
around aS � 7 will turn positively charged. This is because of the combined effects of the
enhanced secondary electron production due to increasing electron temperature, and the
relative increase of UV induced photoelectron production as the plasma density is decreasing
with distance. In situ charge measurements by the Cassini CDA instrument also observed
the switch of the sign of the dust potential at this distance (Kempf et al. 2006).

Plasma drag leads to a secular growth of the semimajor axis of the dust particle orbit.
The growth rate of the semimajor axis is inversely proportional to the size of the dust grain,
the outward transport of smaller grains due to plasma drag is faster than for larger grains.

For very small grains (<0.1 μm), the Lorentz force is large and eventually the negatively
charged dust particles will be picked up by the corotating magnetic field of Saturn. Particles
that have positive charge will be ejected from the magnetosphere due to the corotational
electric field, forming the high speed stream of grains leaving the planet (Kempf et al. 2005).

Figure 2 shows the dust density distributions in the E ring for various particle size ranges.
The entire region between the outskirts of the A ring and Titan is populated by particles with
rμ < 0.5, with a quite large vertical extent of about 0.5 RS at Enceladus, reaching over 2.5 RS

outside the orbit of Rhea (top panel). Due to the transition from negative to positive charges
the spatial distribution of particles with radii rμ < 1 exhibit a structural change at �7 RS .
Particles with rμ > 1 remain confined to the ‘classical’ E ring region (bottom panel), that do
not reach beyond ∼9 RS . The competition between the outward dust transport due to plasma
drag and mass loss due to sputtering sets the spatial range that particles with a given initial
size can reach (Horányi et al. 2008).
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Fig. 2 The azimuthally averaged dust density distribution with radii: 0.1 < rμ < 0.5 (top); 0.5 < rμ < 1
(middle); and 1 < rμ < 3 (bottom). The largest grains remain confined to the classical E ring, while the
smallest particles can reach the orbit of Titan. All particles were released from Enceladus with an initial
southward velocity of vz = 100 m/s. The color scale is logarithmic, and normalized to 100 (percentage). The
corresponding maximum number densities are: 7, 1.2, and 0.3 m−3

The double-banded structure of the these grains at z � ±1000 km near Enceladus (Fig. 2,
bottom panel) is caused by their initial southward velocity of about 100 m/s with respect to
their source, was also observed by Cassini (Porco et al. 2006a; Juhász et al. 2007). Outside
� 9 RS only particles with rμ < 0.5 can be found, consistent with the in situ observation
(Srama et al. 2006).

The initial decoupling velocity of the dust grains from Enceladus (nonzero vz) is ul-
timately responsible for the formation of the outward shift of the peak optical depth in the
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E ring. This is due to the greatly prolonged lifetimes of grains with radii rg > 0.5 μm against
re-collision with Enceladus, combined with their outward transport due to plasma drag. Fi-
nally, we note that the combined effects of all the forces (gravity, plasma drag, solar radiation
pressure and Lorentz force) is responsible for shaping the E ring. Also, it is interesting to
mention that, due to their longer lifetimes, grains from Enceladus alone could be responsible
for the entire E ring.

7 Special Charging Effects

Finally, we describe two charging effects that demonstrate areas of future studies at the
same time of providing fresh examples of the intriguing effects from planetary ring charging
processes.

7.1 Electrostatic Braking

One charging effect on a dusty planetary ring, called electrostatic braking (Havnes et al.
1992), is a mechanism where dust particles arriving from outside of the ring and impacting it,
will have a maximum electric charge and its speed dramatically reduced by the electrostatic
field of the ring. This effect causes particles to be preferentially absorbed at the ring edges
to contribute to the characteristic “M” shape frequently seen in the radial density structure
of rings.

The mechanism begins with the ring’s screening electrostatic field, with the greatest field
at the ring edge. Any (charged) small particle travelling from the outside of the ring and upon
approach to the ring, will be nearly stopped by the ring’s electrostatic field. If the particle
can penetrate the ring, then it will be discharged inside and given less acceleration by the
ring electrostatic field upon leaving. If the particle oscillates through the ring, then it will
gradually become absorbed by it. Particles are preferentially absorbed at the ring edges.

The conditions for electrostatic braking are that the maximum potential difference from
the outside to the inside of a ring structure should be comparable to the energy in the charg-
ing plasma (one might regard the dusty ring as a very large dust particle which also is
charged up), in order for the speed of a particle to be dramatically reduced. For exam-
ple, in a 10 eV hot plasma (and disregarding secondary electron production), the maximum
potential difference V from the outside to the inside will be of the order of about twice
∗V,V = −10 volt (20 volt). In addition, the conditions requite a dense ring, a dusty plasma,
i.e., the P -parameter value is close to 1 or more. In tenuous rings, the potential difference
will be much lower, and the overall ring potential is much reduced compared to the maxi-
mum attainable value.

The electrostatic braking effect, while on the particle’s inbound trajectory, leads to an
energy loss of Z(dust) ∗ V (eV). The dust charge number can be fairly high, which will
increase the energy loss. One should also consider that if it passes through the ring structure,
it will be accelerated as it travels out again, but there will be a net energy loss because the
charge of the impacting dust particle is reduced inside of the cloud. For this reason, the
energy gain (at a reduced charge compared to the charge as it encounters the ring structure)
as the particle travels out will be lower than the energy loss while traveling in. Note that
in a tenuous ring, the reduction in (negative) dust charge as the particle traverses the ring
structure, will also be much smaller than in a dense ring. The braking effect therefore falls
off roughly proportional to the square of the P -value of the ring structure.
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7.2 Mach Cones

Mach cones are the V-shaped cone patterns visible in the laboratory around a charged body
moving through, or close to, a layer of dusty plasma (Havnes et al. 2001). They are the
result of an application of low-frequency, long-wavelength electrostatic waves; dust acoustic
waves in an unmagnetized dusty plasma. This phenomena can yield information about the
conditions in the dusty plasma, such as the velocity of the dust acoustic waves, the damping
length, and the dust charge frequencies. Predicted to be seen also in planetary rings, this
∼100 m-sized phenomena has so far has not been detected due to Cassini’s lower ∼1 km
resolution.
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most fifty years. When such a cavity is excited by naturally occurring broadband electro-
magnetic radiation, resonances can develop if the equatorial circumference is approximately
equal to an integral number of wavelengths of the propagating electromagnetic waves; these
are termed Schumann resonances. They provide information not only about thunderstorm
and lightning activity on the Earth, and their relation to climate, but also on the properties of
the low ionosphere. Similar investigations can be performed for any other planet or satellite,
provided that it has an ionosphere.
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There are important differences between the Earth and other celestial bodies regarding,
for example, the surface conductivity, the atmospheric conductivity profile, the geometry of
the ionospheric cavity, and the sources of excitation. To a first approximation, the size of the
cavity defines the fundamental resonant frequency, the atmospheric electron density profile
controls the wave attenuation, the nature of the sources influences the electromagnetic field
distribution in the cavity, and the body surface conductivity indicates to what extent the sub-
surface can be explored. The frequencies and attenuation rates of the principal eigenmodes
depend upon the electrical properties of the cavity. Instruments that monitor the electromag-
netic environment in the ELF range on the surface, on balloons, or on descent probes provide
unique information on the cavity.

In this paper, we present Schumann resonance models for selected inner planets, some
gaseous giant planets and a few of their satellites. We review the crucial parameters of ELF
electromagnetic waves in their atmospheric cavities, namely the electric and magnetic field
spectra, their eigenfrequencies, and the associated Q-factors (damping factors). Then we
present important information on theoretical developments, on a general model that uses the
finite element method and on the parameterization of the cavity. Next we show the distinc-
tiveness of each planetary environment, and discuss how ELF radio wave propagation can
contribute to an assessment of the major characteristics of those planetary environments.

Keywords Atmospheric electricity · Planets · Moons · Atmosphere · Ionosphere ·
Wave propagation · Schumann resonance · Lightning

1 Introduction

The Earth can be regarded as a nearly conducting sphere, wrapped in a thin dielectric at-
mosphere that extends up to the ionosphere, for which the conductivity is also substantial.
The surface and ionosphere of the Earth form a cavity that, when excited with a broadband
electromagnetic spectrum, can develop resonant states for which the average equatorial cir-
cumference is approximately equal to an integral number of wavelengths of the electro-
magnetic waves trapped in the resonator. This phenomenon was studied first theoretically
by Schumann (1952, for an historical perspective, see Besser 2007) and later observed by
Balser and Wagner (1960). For Schumann resonances to exist a broad initial electromagnetic
source spectrum is required. This can be provided by lightning activity and, together with
other lower frequency phenomena (Bösinger and Shalimov 2008), is a property of the AC
global electric circuit (Aplin et al. 2008).

The DC global electric circuit is characterized by a quasistatic vertical “fair weather”
electric field that decreases with altitude; close to the surface it has a value ∼120 V m−1.
The potential difference between the surface and the ionosphere amounts to ∼250 kV, which
is sustained by a dynamic equilibrium between thunderstorm generators and losses in the
fair weather atmosphere (Rycroft et al. 2000). The amplitude of the Schumann resonance
electric field is a fraction of mV/m in a 1 Hz bandwidth. Schumann resonances exhibit
amplitude and frequency variability related to the location of the lightning (e.g., Nickolaenko
and Hayakawa 2002) and sprites (Boccippio et al. 1995).

Schumann resonances may also occur on other planets or moons, namely the rocky plan-
ets, icy moons, and gaseous giants of the solar system. The significance of atmospheric
electricity for our understanding of celestial bodies was reviewed by Aplin (2006), with
lightning playing a major role even though its existence in several planetary environments
remains controversial (Yair et al. 2008). However, the standard cloud-to-ground and cloud-
to-cloud discharges that act as radiating dipoles are not the only possible way of exciting
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the cavity. Discharging phenomena due to triboelectric dust (e.g., Farrell and Desch 2001)
might play a primordial role in atmospheric electrification of the Martian environment.

With the possible exception of phenomena recorded by the Huygens Probe in Titan’s at-
mosphere (Simões et al. 2007; Béghin et al. 2007), Schumann resonances have never been
identified on any celestial body other than the Earth. Modelling of Schumann resonances
in planetary cavities contributes nevertheless to assessing wave propagation conditions and
to defining instrument requirements aiming at planetary atmospheric electricity in situ mea-
surements. The work of Nickolaenko and Hayakawa (2002, and references therein) testi-
fies to the importance of Schumann resonance studies on Earth (for additional reviews, see
Galejs 1972; Bliokh et al. 1980, and Sentman 1995) providing a reference for comparison
with investigations in other planetary environments. Although cavity boundary conditions
play a role on the assessment of wave propagation and Schumann resonances, the study of
specific phenomena that take place on the surface and in the ionosphere of planetary envi-
ronments is not the main objective of this work. The following reviews provide detailed de-
scriptions of surface and ionospheric phenomena related to atmospheric electricity and wave
propagation: Earth (Hargreaves 1979, 1992; Allen 1997); Venus (Brace and Kliore 1991;
Donahue and Russell 1998; Pettengill et al. 1998); Mars (Christensen and Moore 1993;
Nagy et al. 2004); outer planets (Atreya 1986; Majeed et al. 2004).

Here we revisit work related to Schumann resonances in planetary environments. We
start by summarizing those observations and models of Schumann resonances at the Earth
that contribute to establishing similarities and differences with other planets. Subsequently,
we present the general theory about Schumann resonances and numerical models of them,
followed by a review of theoretical work for Venus, Mars, Jupiter, Io, Europa, Saturn, Titan,
Uranus, and Neptune. Finally, we briefly highlight several recommendations concerning
Schumann resonance future modelling and measurement strategies.

2 Schumann Resonances on Earth

Schumann resonance spectrum fluctuations reflect the dynamic state of the surface-
ionosphere cavity. Unlike the cavity inner boundary that is sharp, stable, approximately
uniform, and can be considered to be a Perfect Electric Conductor (PEC), the outer boundary
is neither sharp nor constant. Several processes contribute to such a complication, namely
the day-night ionospheric asymmetry and polar heterogeneity, combined with the eccentric
geomagnetic field (e.g., Nickolaenko and Hayakawa 2002). Ionospheric asymmetry and the
inhomogeneous distribution of lightning increase cavity intricacies; consequently, both data
interpretation and cavity characterization are rather difficult, but they provide additional
information about atmospheric electricity.

The outer boundary variability has significant implications on Schumann resonance spec-
tra. For example, the eigenfrequencies of the cavity were found to be shifted downwards by
about 0.5 Hz due to high altitude nuclear explosions (Madden and Thompson 1965). The
interaction between the solar wind and the ionosphere distorts and modulates (by the solar
cycle) the upper boundary and influences cavity eigenfrequencies, which also respond to
solar flares (Reid 1986).

Observations have shown that the signal amplitude, frequency, and cavity Q-factor
(damping factors) all increase during solar proton events (Schlegel and Füllekrug 1999).
Under normal conditions, the five lowest Schumann eigenfrequency peaks are close to 8,
14, 20, 26, and 32 Hz, and the respective Q-factors are about 5 (e.g., Nickolaenko and
Hayakawa 2002). The maximum number of peaks of 13 detected so far was obtained for
controlled experimental conditions during strong lightning activity (Füllekrug 2005).
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One major interest of Schumann resonance studies on Earth is concerned with the
processes linking lightning and thunderstorm activity to the global electric circuit and to cli-
mate change. This began when Williams (1992) established the connection between world-
wide thunderstorm activity and climate variability.

The amplitude, frequency, and Q-factors of the resonance peaks show daily variations
that are related to the development of thunderstorms around the globe, whose maximum
activity is reached in the late afternoon Local Time (near the dusk terminator). This produces
an amplitude variation by a factor of 2 or 3 and a few percent deviation on frequency. These
observations provide evidence that lightning is the major natural electromagnetic source of
energy for the Earth-ionosphere cavity.

Perturbations in the ionospheric boundary produce frequency splitting. According to nu-
merical calculations made by Galejs (1972), frequency splitting due to day–night asymmetry
is small because the altitude of the lower boundary of the ionosphere varies from approxi-
mately 60 km at the subsolar point to 90 km in the night side. The polar non-uniformity is
largest at high latitudes and is related, for example, to transient polar cap absorption events
initiated by coronal mass ejections, arriving in the Earth’s vicinity. The penetration of so-
lar wind particles deep in the magnetosphere changes the ionization rate and, consequently,
the conductivity profile. The geomagnetic field distorts the upper boundary further, and this
may be the dominant effect. Using ELF transient data, Sentman (1989) measured the trans-
verse and parallel components of the horizontal magnetic field and observed that the peak
frequency difference of the spectral components is in the order of 1 Hz; this difference was
attributed to line splitting. Recent observations have shown additional evidence for line split-
ting and amplitude variations due to cavity heterogeneity, namely the day-night asymmetry
(Sátori et al. 2007; Nickolaenko and Sentman 2007).

Currently, Schumann resonance studies of the Earth-ionosphere cavity are driven by three
major research fields, specifically climate change, the global electric circuit and transient
luminous events such a sprites, and space weather. The connection between Schumann res-
onances, lightning, and thunderstorm activity at the global scale presents a reliable method
of monitoring climate variability and its response to space weather events (Williams 1992;
Williams and Sátori 2007). Schumann resonance measurements also contribute to sprite in-
vestigations (Williams et al. 2007).

3 Wave Propagation and Resonances in Planet-Ionosphere Cavities

3.1 Analytical Approximation

The simplest approximation that can be made to estimate the Schumann resonance frequen-
cies is to consider a thin cavity formed by two highly conductive, concentric, spherical
shells. Schumann (1952), considering a lossless thin cavity, estimated the Earth-ionosphere
cavity eigenfrequencies (angular frequencies), which are given by

ωn = √
n(n + 1)

c

R
, (1)

where c is the velocity of light in the medium, R the cavity radius, and n an integer. These
frequencies correspond to the resonant modes of the cavity, which are known as Schu-
mann resonances, and fall within the ELF range for most celestial objects, particularly the
Earth.
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The characterization of electromagnetic wave propagation in the cavity, specifically to
study the resonant states, requires Maxwell’s equations to be solved. The analytical method
developed by Greifinger and Greifinger (1978) for the Earth-ionosphere cavity has also been
applied to other planets (e.g., Pechony and Price 2004). The Greifingers’ model, later gener-
alized by Sentman (1990a), considers the decoupling between transverse electric and mag-
netic modes that is acceptable when the cavity thickness, h, is much smaller than the radius
(h � R). In general, the conductivity profile is described by an exponential law within the
cavity with two scale heights (“knee model”), known often as the height of cut-off of the
electric field and the height of diffusion of the magnetic field. The analytical models valid
for the Earth’s cavity have some limitations that weaken their applicability to other planets;
in fact, subsurface losses, medium permittivity, and intricate atmospheric conductivity pro-
files neglected for Earth models must be taken into account when studying more complex
planetary cavities (Simões et al. 2008a).

The Earth’s surface is a good electrical conductor (e.g., Lide et al. 2006; Rycroft et al.
2008) and the PEC condition is applicable in the ELF range. The skin depth, δd , of the
Earth’s surface at ELF is ∼1 km, two orders of magnitude lower than cavity thickness.
Consequently, models put the cavity’s inner boundary at the Earth’s surface. For the lower
ionosphere the skin depth is similar at about 80 or 90 km altitude, which therefore defines the
upper boundary. Similar considerations can be employed to define the boundary conditions
of planetary cavities. For example, Titan’s surface is a poor reflector because its conduc-
tivity is very low (∼10−9 S m−1, Grard et al. 2006); this corresponds to δd > 103 km, and
ELF waves can propagate in the subsurface (Simões et al. 2007). The lower bound of the
ionosphere represents the outer boundary of a cavity.

3.2 Numerical Modelling

Although some analytical approximations are accurate enough for the Earth-ionosphere cav-
ity, they are not applicable to other planetary environments. Several simplifications are,
nevertheless, useful because they can provide an overview of the physical parameters that
control ELF radio wave propagation. Numerical modelling gives higher accuracy and is
applicable to more complex cavities.

Numerical tools have been developed for applications with elaborate conductivity pro-
files, subsurface losses, or arbitrary distributions of electromagnetic sources within the cav-
ity. Three types of numerical methods have been used to model planetary cavities: (i) Trans-
mission Line Modelling (TLM), (ii) Finite Difference Time Domain (FDTD), and (iii) Fi-
nite Element Method (FEM). The TLM method described by Morente et al. (2003) em-
ploys a circuit-like approach with resistor and capacitor networks for modelling the evolv-
ing electromagnetic field. The FDTD technique is extremely popular for the computational
modelling of various electrodynamics situations, and utilizes the finite difference approach
(Yang et al. 2006; Navarro et al. 2007; Soriano et al. 2007). The FEM technique is often
used for solving partial differential equations for complex domains by employing unstruc-
tured meshes (Simões et al. 2008a). The FDTD and FEM algorithms are suitable for solving
eigenfrequency, time harmonic, and transient problems, by employing 2D axisymmetric or
3D descriptions.

3.3 Cavity Parameterization

Solar system planetary environments can be grouped into one of two major classes—those
with (i) partly rocky/icy surface conditions, or (ii) entirely gaseous cavities. General cavity
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parameterizations are described in the remainder of the paper, and applied to Venus, Mars,
Jupiter, Io, Europa, Saturn, Titan, Uranus, and Neptune.

The Earth-ionosphere cavity is relatively simple compared with those of other planetary
environments. Several simplifications can be made, namely:

(i) the surface can be considered to be a PEC because the skin depth of ELF waves is lower
than ∼1 km and therefore represents the inner boundary;

(ii) the atmospheric relative permittivity does not deviate much from vacuum conditions
and only the conductivity profile must be taken into account;

(iii) the altitude of the upper boundary is small compared to the cavity radius (h/R ∼ 0.01),
which allows several simplifications to be made in analytical approaches—for example,
the electric field horizontal component is only a few percent of the vertical one and can
be neglected to a first approximation.

At least one of these simplifications cannot be made for each of the other planets or moons
of the solar system.

The electron conductivity profile is derived from electron density and thermodynamic
parameters such as temperature and pressure; the permittivity profile is derived from the gas
density and refractivity equations. Although the conductivity profile is the dominant deter-
minant of the cavity parameters (see Rycroft et al. 2008), permittivity corrections should
also be considered when the gas density is significant, namely for the atmosphere of Venus
and for the interior of giant planets. The refractivity of a neutral gas is a linear function of
density at low pressure and negligible for most atmospheres. However, on the giant plan-
ets, following gas density increasing with depth, a permittivity profile is required. Medium
conductivity usually includes heterogeneities though any sort of anisotropy is neglected; for
example, corrections due to static magnetic fields are not taken into account though they
may be significant for studying some environments.

After discussing the relevant phenomena that play a role in determining the properties
of the cavity, we briefly address cavity parameterization following the general approach
presented by Simões et al. (2008a) and visualized in Fig. 1:

(a) Surface radius (RP ). Most planetary or moon radii are estimated assuming spherical
shapes. By definition, the surface of the gaseous giants corresponds to the 1-bar refer-
ence level.

Fig. 1 Sketch of the model used
for calculating the properties of
Schumann resonances.
RP : planet radius;
Rint : lower boundary radius;
Rext : ionosphere radius;
h: altitude of the ionosphere;
d : depth of the lower boundary;
εint , εatm, σint , σatm:
permittivities and conductivities
of the interior and atmosphere,
respectively
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(b) Height of the ionosphere (h) and cavity upper boundary (Rext). The upper boundary of
the cavity is located where the skin depth of propagating ELF waves is much smaller
than the ionospheric height. Cavities are spherically symmetric unless specified other-
wise.

(c) Depth of the subsurface interface (d) and cavity lower boundary (Rint). The surface and
inner boundary do not, in general, coincide; the giant planets represent a fair example
of such a scenario; the Earth is an exception because of high surface conductivity.

(d) Conductivity profile of the atmosphere and lower ionosphere (σatm). The ionospheric
conductivity profile of most planets has only been measured down to the electron density
peak of what is generally known as the Chapman layer (Chapman 1931); the outer
boundary of the cavity always lies beneath that. The atmospheric conductivity profile
is known with good accuracy only for the Earth; other conductivity profiles for solar
system bodies rely, at least partially, on modelling.

(e) Permittivity profile of the atmosphere (εatm). The relative permittivity of a vacuum,
ε = 1, is generally assumed for the atmosphere of most planets, but this is a crude
approximation for Venus because the atmospheric pressure is so high.

(f) Conductivity profile of the interior (σint). In general, the surface of rocky/icy celestial
bodies is not a perfect conductor and, consequently, cannot be considered to be the inner
boundary. To a first approximation, the conductivity does not vary with depth unless
better estimates are available. This assumption is not applicable to the giant planets
because the density increases with depth and the model must include a conductivity
profile.

(g) Permittivity profile of the interior (εint). The approach that is applied to the subsurface
conductivity profile is also valid for the permittivity. For Mars and Titan, the permit-
tivity is usually considered to be independent of frequency, temperature, and depth; the
dielectric properties of typical materials, namely silicates and ices, have to be consid-
ered. The subsurface permittivity profile of the gaseous giant planets follows similar
assumptions used for the atmosphere of Venus, and information about the composition
and density is required.

Detailed descriptions of the cavity parameters can be found in Sentman (1990b) for the
cavity of Jupiter. Simões et al. (2007, 2008b) generalize that study to other planetary bodies.

4 Planetary Cavities

Whereas lightning is the major electromagnetic source on Earth, some other phenomena
contribute to pump the cavity, including triboelectric phenomena, corona effect, and mag-
netospheric broadband radio noise (e.g. Rakov and Uman 2003). Schumann resonances
are most likely present on the Jovian planets, where lightning detection is confirmed by
whistlers and other radio frequency signals and also optical measurements (Gurnett et al.
1979; Kurth et al. 1985; Fischer et al. 2006). The phenomenon is less certain to occur on
the Uranian planets and Venus because radio signals have not been widely confirmed by
optical instruments (Zarka and Pedersen 1986; Gurnett et al. 1990, Farrell 1996; Rakov and
Uman 2003). Mars and several moons require alternative sources of energy. If Schumann
resonances are excited on Mars and Titan, the most probable electromagnetic sources are
dust storms and magnetospheric plasma of Saturn, respectively (Farrell and Desch 2001;
Béghin et al. 2007). In the flowing we review Schumann resonance modelling of each plan-
etary cavity.
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4.1 Venus

Knowledge about the environment of Venus has been gathered from ground-based observa-
tions, and orbiters, flybys, balloons, and landers space missions. In particular, the Venera 11
and 12 probes collected electric field data at very low frequencies (10–80 kHz) during their
descent through the atmosphere.

The first estimates of Schumann resonances for the Venus cavity were made by Nicko-
laenko and Rabinovich (1982). The major contribution of this work was to show that Schu-
mann resonances are suitable for studying planetary electricity and can be used to infer
lightning activity. The existence of lightning on Venus was a controversial issue for a long
time (e.g., Strangeway 2004; Yair et al. 2008). Recent whistler-mode waves collected on-
board Venus Express have been attributed to lightning signatures and apparently solved the
dispute (Russell et al. 2007). There, Schumann resonance measurements would provide an
alternative approach to inferring lightning activity.

Pechony and Price (2004) utilized a variation of the knee model and the theoretical
conductivity profile developed by Borucki et al. (1982) to compute the eigenmodes of the
Venusian cavity. Whereas the eigenfrequencies are only slightly larger than on Earth, the Q-
factors are larger, ∼10, suggesting that wave attenuation is lower on Venus than on Earth.
Yang et al. (2006) employing the FDTD method have obtained similar results. Interestingly,
all approaches predict similar eigenfrequencies, though the Nickolaenko and Rabinovich
(1982) model halves the Q-factor. Simões et al. (2008a), using a FEM algorithm and similar
conductivity profiles, assessed the contribution of subsurface losses to the Q-factor; they
found similar eigenfrequencies and Q-factors to those reported by Yang et al. (2006) unless
the surface conductivity is lower than 10−5–10−4 S m−1.

The Venusian atmosphere is very dense with a surface pressure of ∼90 bar and, conse-
quently, atmospheric refractivity phenomena play a role in radio wave propagation. Using
a numerical approach, and also analytical approximations employing a variant of Sentman
(1990b) model, Simões et al. (2008b) assessed the contribution due to corrections of at-
mospheric permittivity and found a peak on the electric field profile at ∼32 km, which is
close to the altitude of critical refraction. Although ELF measurements are not available and
interpretation is difficult due to gaps in the electric field profiles, modelling and Venera 11
and 12 very low frequency data show some similarities.

The slow spin of Venus, the absence of a significant magnetic dipole, and specific at-
mospheric chemistry and plasma dynamics produce an asymmetric cavity (e.g., Strangeway
2004). Simões et al. (2008b) predict that this cavity asymmetry produces a line splitting
larger than 1 Hz for the lowest frequency. Eigenmode degeneracy is partially removed; this
effect should be easier to observe on Venus than on Earth because the cavity asymmetry
produces considerable line splitting and also sharper peaks.

Table 1 shows a synopsis of Schumann eigenfrequencies, including those for the Venus
cavity. Improved studies require information on the conductivity profile and surface prop-
erties. Venus Express and future space missions can contribute to an assessment of some
of these hypotheses, mainly on the upper boundary, though in situ measurements are re-
quired to confirm some of the previous results. Improved models should take into account
ionospheric anisotropy due to a static magnetic field, mainly on the night-side.

4.2 Mars

The Martian environment has been explored using Earth-based, remote sensing, and in situ
observations, but the electrical properties of the lower atmosphere and of the surface are
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still poorly known. Using propagation techniques, radio science instruments measured the
electron density down to ∼70 km, where a sporadic layer is observed (e.g., Pätzold et al.
2005, and references therein), but the conductivity profile is unknown at lower altitudes.
Several profiles are found in the literature and, in some instances, ELF wave propagation is
questionable due to significant losses in the cavity (e.g., Soriano et al. 2007). The atmosphere
consisting mostly of CO2 has a density which is about 60–70 times lower than on Earth,
and surface conductivity estimates in the literature vary between 10−12 and 10−7 S m−1

(Aplin 2006). The dielectric properties of the regolith should vary with latitude, depth, and
composition, especially if water/ice/brines are embedded in the medium.

There is no evidence of lightning activity on Mars but it is generally accepted that, due
to triboelectricity effects, massive dust storms might produce large electric fields like on
Earth (Farrell and Desch 2001; Kok and Renno 2008). Potential gradients up to 5 kV m−1

have been measured during dust devils on Earth and, in some cases, discharging was ob-
served (Crozier 1964; Rakov and Uman 2003). Spectral features of these emissions should,
however, considerably differ from those observed on the Earth; whereas atmospheric low
density favours discharges on Mars, development of large potential gradients is more diffi-
cult due to dust electrification mechanisms efficiency (Buhler et al. 2003). Classification of
atmospheric breakdown conditions deserves further investigations, namely measurements of
Paschen curves, because atmospheric electricity is also relevant concerning risk assessment
of robotic and human missions.

Sukhorukov (1991) computed the Schumann resonances of the Martian cavity and found
the lowest mode peaking at 13–14 Hz, with a Q-factor of the order of 3.5. Pechony and Price
(2004) found significantly lower values, of the order of 8.6 Hz and Q ∼ 2.3 using a different
conductivity profile (Cummer and Farrell 1999). Yang et al. (2006) used the FDTD method
employing a few conductivity profiles with different surface conductivities and obtained
7–14 Hz for the lowest eigenmode and Q ∼ 2–4. Molina-Cuberos et al. (2006) considered
an alternative conductivity profile; they obtained 11 Hz for the first Schumann resonance
frequency. Soriano et al. (2007) employed several conductivity profiles including Viking
and Mariner data and specific contributions due to meteoroids; they found Q-factors of the
order of 2.5 and 11 Hz for the lowest eigenfrequency. Table 1 presents typical values of the
predicted Schumann resonances on Mars. It shows that the eigenfrequencies are extremely
sensitive to the selected conductivity profile. The significance of subsurface losses is related
to the inner boundary and to what depth the PEC condition is valid.

Ongoing and future missions that are able to investigate the subsurface, namely the radars
onboard Mars Express and Mars Reconnaissance Orbiter, might provide information to con-
strain surface losses. Considering the conductivity profile of Cummer and Farrell (1999), all
models predict considerable attenuation. In fact, higher conductivity values impair propaga-
tion leading to evanescent modes.

4.3 Jupiter

Lightning has been identified on Jupiter by several spacecraft (see review by Yair et al. 2008)
and the Schumann resonance frequencies were first estimated by Sentman (1990b). The at-
mospheric density increases significantly with depth and the vacuum approximation is no
longer valid for the permittivity. Deep in the molecular hydrogen envelope, theoretical mod-
els predict a phase transition from gas to liquid hydrogen. The permittivity, which is related
to the gas density, increases with depth until reaching ∼1.25 when hydrogen condenses. The
normalized radius of the liquid interface is ∼0.76.

Sentman (1990b) calculated the Schumann resonance parameters for Jupiter taking into
account the conductivity profile not only of the ionosphere and atmosphere but also deeper in
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the gaseous envelope. Simões et al. (2008a) used an updated conductivity profile (Liu 2006)
and also considered the contribution due to gas permittivity. Table 1 shows the estimated
Schumann frequencies that are significantly smaller than on Earth because the cavity is
much larger.

4.4 Io and Europa

This work reviews not only planetary cavities but also the electric environments of a few
moons. The environments of Titan, Europa, and Io are different and unique. Schumann
resonance characteristics on Io have been estimated by Nickolaenko and Rabinovich (1982),
though it is unlikely that they occur because the conductivity close to the surface is high
leading to evanescent modes (Simões et al. 2008a). Volcanoes might be an ELF source
of electromagnetic energy on Io but wave attenuation prevents the development of resonant
states. Although Europa possesses an ionosphere (Kliore et al. 1974, 1997), the conductivity
seems to be too high down to the surface and, consequently, no resonant state is reached.
Unlike Titan, it does not seem conceivable that Schumann resonances can be used to study
the ionosphere or the interior of the Galilean moons.

4.5 Saturn

The approach used to study the Jupiter cavity is also valid for Saturn, where the liquid inter-
face is expected at a normalized radius of ∼0.48. Lightning has been detected with the mul-
tiple instruments onboard Cassini, confirming previous observations (Fischer et al. 2006;
Yair et al. 2008). Simões et al. (2008a) derived the conductivity profile of the ionosphere
taking into account information from the electron density, pressure, temperature, and com-
position data collected by the Voyager and Cassini spacecraft. The conductivity of the at-
mosphere is interpolated between values for the lower ionosphere and for the upper interior
(Liu 2006). The expected eigenfrequencies (Table 1) are slightly higher than for Jupiter and
the corresponding Q-factors are about 7.

4.6 Titan

Titan, the largest satellite of Saturn, is a remarkable celestial body; it is the only moon
in the solar system with a thick atmosphere, which might resemble that of the primor-
dial Earth, several billion years ago. Voyager flybys, in the early 1980s, revealed an at-
mosphere composed of nitrogen with a small amount of methane, and permeated with
a haze that impaired surface observations. The observation of possible prebiotic con-
ditions on Titan was one of the major objectives of Cassini-Huygens, a mission ded-
icated to the Kronian system—Saturn, its rings and its moons (Matson et al. 2002;
Lebreton and Matson 2002). The spacecraft included an entry probe, Huygens, designed
to perform in situ experiments of the composition and electrification of Titan’s atmosphere,
namely measurement of ELF electric fields. The Permittivity, Waves, and Altimetry (PWA)
analyzer, a sub-unit of the Huygens Atmospheric Structure Instrument, recorded an electric
field with frequency of 36 Hz with average amplitude of ∼2 mV m−1 (Simões et al. 2007).
However, the true nature of this signal is not yet fully understood; possible signals induced
by vibrations of the antenna are not completely ruled out. Béghin et al. (2007) considered
several hypotheses that could provide an interpretation of the origin of such an intriguing
signal; they proposed a model involving the production of ELF ion-acoustic turbulence in
the ionospheric regions that load the wake currents, which are driven by the interaction of
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the co-rotating Saturn’s magnetosphere with Titan ionosphere, and a subsequent coupling
mechanism between the electrostatic turbulence and whistler-mode wavelets able to emerge
downwards in the atmospheric cavity. The signal resembles that of a Schumann resonance,
but further investigations are necessary to identify the energy source more rigorously.

Most Schumann resonance models of Titan’s cavity consider the conductivity profiles
of Borucki et al. (1987) and Molina-Cuberos et al. (2004) developed before the Cassini-
Huygens measurements. Although PWA data were only recorded below 140 km altitude, it
is clear that the theoretical conductivity profile was overestimated by almost two orders of
magnitude at 100 km. The identification of a local conductivity peak at about 60–70 km
makes the conductivity profile more complex than previously expected (Hamelin et al.
2007). Additionally, the effect of aerosols on the conductivity profile is not fully understood
(Borucki et al. 2006; Borucki and Whitten 2008).

The Cassini-Huygens data are expanding our knowledge of Titan’s atmospheric environ-
ment. The most relevant results to Schumann resonance studies include:

(i) the detection of clouds, mainly in the polar regions (Griffith et al. 2006),
(ii) the lack of lightning detection after several Cassini flybys (Fischer et al. 2007),

(iii) the Huygens data that might contain lightning signatures are still under investigation
but, if present at all, lightning was not as ubiquitous as on Earth during the probe
descent (Simões 2007),

(iv) high aerosol concentrations in the atmosphere (Tomasko et al. 2005), and
(v) a very low surface conductivity at the Huygens landing site (Grard et al. 2006).

Several models of Titan’s Schumann resonances have been published. The first models were
developed by Morente et al. (2003) and Nickolaenko et al. (2003). They estimated the low-
est eigenfrequency to be in the range 11–20 Hz. Pechony and Price (2004) and Yang et al.
(2006) calculated improved values using analytical and numerical models (Table 1). The
discrepancies with the earlier models are related not only to the conductivity profile but also
to the location of the upper boundary. Navarro et al. (2007) used a FDTD model and the
conductivity profile of Molina-Cuberos et al. (2004) to estimate the Schumann frequencies;
they obtained 9 Hz and 11 Hz for a perfect reflector on the surface and at a depth of 250 km,
respectively (Table 1). Simões et al. (2007) included Huygens data to correct the conductiv-
ity profile at low altitude and to calculate the cavity eigenfrequencies as a function of several
parameters, namely soil permittivity and conductivity, and depth of the inner boundary; they
concluded that Titan interior can be investigated because the surface is a weak reflector of
ELF waves, which can propagate in the subsurface. Therefore, Schumann resonances are
a useful tool to assess the subsurface ocean predicted by theoretical models (e.g., Lunine
and Stevenson 1987). Interpretation of recent Cassini radar data suggests that such a buried
ocean may exist (Lorenz et al. 2008).

The electric environment of Titan is different from that found on Earth and from what
was expected before the Cassini-Huygens mission. Lightning, if it exists, does not seem to be
very frequent and so our understanding of the chemical processes acting in the atmosphere
must be revised. The nature of the 36 Hz signal detected by the Huygens probe has yet
to be resolved though it seems unrelated to lightning activity; a substitute electromagnetic
source of energy is therefore required. The Schumann resonance can be used to estimate the
buried ocean depth but the nature of the 36 Hz signal must be clarified. The intricate con-
ductivity profile is certainly driven by electron attachment on aerosols and, consequently,
the atmospheric chemistry models require further developments, particularly above 100 km.
The hypothetical global electric circuit on Titan requires further investigations but is cer-
tainly different from that of Earth.
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4.7 Uranus

The cavity of Uranus is quite different from those of Jupiter and Saturn. Voyager 2 measured
the electron density (Lindal et al. 1987) with some discrepancy between ingoing and out-
going passes. Lightning is probably the major source of electromagnetic energy in the ELF
range (Zarka and Pedersen 1986; Yair et al. 2008). The interior of Uranus is significantly
different from that of the Jovian planets. A solid mantle of ices is substituted for the liquid
hydrogen metallic mantle of Jupiter and Saturn. The water content of the Uranus environ-
ment is unknown and a concentration of only a few percent could increase the conductivity
by several orders of magnitude.

Simões et al. (2008a) presented estimates of the Uranian Schumann resonances consid-
ering different ionospheric conductivity profiles. Table 1 shows the frequencies calculated
with a few ionospheric conductivity profiles and varying water content. It is clear that Schu-
mann resonances are sensitive to the water content in the gaseous envelope. The Schumann
resonance frequencies of a water-rich envelope might be halved compared with those for a
water-depleted scenario; the Q-factors would decrease by as much as a factor of ten.

4.8 Neptune

Like the other gaseous giants, Neptune is wrapped in an envelope composed of hydrogen and
helium. A single ionospheric conductivity profile is available (Capone et al. 1977; Chandler
and Waite 1986) and the evidence for lightning on Neptune is less convincing than for the
other outer planets (Gurnett et al. 1990; Yair et al. 2008). The structure of the interior of
Neptune is similar to that of Uranus, where an icy solid mantle is expected (e.g., Lewis
1995). The water content in the gaseous envelope is uncertain, but should induce significant
variability of the conductivity profile, as in the case of Uranus (Liu 2006). High and low
interior conductivity profiles produce significant changes in the cavity (Table 1).

5 Comparative Planetology Results

Modelling ELF electromagnetic wave propagation in various planetary cavities of the so-
lar system provides a suitable method for studying the AC global electric circuits and at-
mospheric phenomena in different environments. Although cavity parameterization is, to
date, somewhat limited, the study of Schumann resonances in different planetary cavities
becomes a useful tool for assessing the properties of both the atmosphere and subsurface
conditions.

Three major characteristics distinguish the cavity of Venus from that of the Earth: the
surface is not a perfect reflector, the cavity is significantly asymmetric, and the atmospheric
density is much greater. According to modelling, surface losses might change the Schumann
resonant frequency estimates by as much as ∼1 Hz with respect to those of a PEC surface;
cavity asymmetry partially removes eigenmode degeneracy and produces significant line
splitting (∼1 Hz). Given the observed atmospheric permittivity, it is predicted that the Schu-
mann resonance electric field profile should show a maximum at ∼32 km altitude induced
by refraction phenomena. The expected high Q-factor of the cavity (Q ∼ 10) testifies that
attenuation is lower than on Earth and, consequently, ELF wave propagation conditions
should be better.

Although the Martian cavity radius suggests higher eigenfrequencies than on Earth, the
significant atmospheric conductivity decreases the Schumann resonance frequencies and
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implies low Q-factors as well. The subsurface contribution to the Q-factor is not significant,
unless dry conditions extend deep into the crust, because the planetary surface and the inner
boundary of the cavity are expected to nearly coincide. The lowest eigenfrequency falls in
the range 8–13 Hz, though the most significant result expected is the low Q-factor (∼2 or
below), which implies significant wave attenuation. Thus, strong electromagnetic sources
are required; it is not clear whether triboelectric phenomena, even in massive dust storms,
are able to sustain ELF resonances of the cavity.

The eigenfrequencies of the Jupiter cavity are one order of magnitude lower than on
Earth, and this is strictly related to the cavity radius; the Q-factor is higher that of the
Earth’s cavity and has similar values for the first three eigenmodes; similar considerations
are valid for the cavity of Saturn. The large variability of the estimated conductivity profile
for Uranus and Neptune shows that Schumann resonances can be used to determine the
most suitable profile and, indirectly, to assess the water content in the gaseous envelope. On
Uranus, high and low interior conductivity profiles produce significant changes in the cavity;
the Q-factor is in the order of 20 and 2, for low and high conductivity profiles, respectively.
The Q-factors of Neptune cavity are smaller than for Uranus and propagation conditions
are less favourable when the water content is high. Since high and low electron conductivity
profiles are related to water content in the gaseous envelope, it is possible, in principle, to
estimate the water content in the cavity from Schumann resonance measurements.

Possible Schumann resonances in the surface-ionosphere cavities of a few moons have
also been investigated. The cavities of Io and Europa do not seem to be able to sustain stand-
ing waves because the expected conductivity is high and resonance states are not reached.

Although it is not obvious that a global circuit exists, ELF wave propagation in Titan’s
cavity is possible. However, this cavity is quite different from that of the Earth because a low
altitude conductive layer related to cosmic rays was identified there and the surface is a weak
reflector of ELF waves. Therefore, calculation of the cavity eigenfrequencies must include
a subsurface contribution and the cosmic ray layer should have significant implications for
a possible global circuit. Additionally, the ELF signal detected by Huygens, if real, should
provide useful information regarding cavity characterization.

6 Summary

This paper reviews the major advances made concerning Schumann resonances on Earth
that can be used in comparative planetary sciences, including the assessment of model pre-
dictions published for Venus, Mars, Jupiter, Saturn, Uranus, and Neptune, and the moons
Io, Europa, and Titan. To date, Schumann resonances have been identified only on Earth.
Titan in situ measurements performed by the Huygens Probe are still under investigation
and should confirm whether ELF surface-ionosphere resonances have been observed or not.
Schumann resonance measurements are useful to characterize the environment of the lower
ionosphere and atmosphere, and possibly to investigate the subsurface of planets. Schumann
resonances are likely, at least, on the Jovian planets, where unquestionable electromagnetic
sources have been identified.

Schumann resonance measurements would contribute to studies of the following charac-
teristics of planetary cavities:

– Venus—lightning detection, identification of the electric field maximum expected at an
altitude of about 32 km, assessment of frequency line splitting, and global electric circuit;

– Mars—triboelectricity phenomena induced by dust, climate variability, global electric cir-
cuit, and monitoring of the sporadic low ionospheric layer;
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– Jupiter, Saturn, Uranus, and Neptune—monitoring of lightning activity and quantification
of global water content of the gaseous envelopes;

– Titan—validation of the Huygens Probe measurements, monitoring of the global electric
environment, studies of the interaction with the magnetosphere of Saturn, and investiga-
tions of substrate dielectric properties and of the buried ocean.

Future models of planetary cavities must include better estimates of the conductivity pro-
files. Observations of the night-side of the ionospheres of Venus and Mars revealed intricate
heterogeneous ionospheres; for example, the influence of multiple magnetic “cusps” that
connect the crustal magnetic sources to the Martian tail and shocked solar wind plasma is
not taken into account in electron density profiles. The contribution of static magnetic fields
has been neglected in the models; the conductivity profiles have included scalar components
only though anisotropic corrections may be significant in some planetary environments.

Balloons or airships that include electric and magnetic sensors are especially suitable
platforms on which to perform measurements in the atmospheres of Venus, Titan, and the
giant planets. Surface static modules are suitable for studying ELF wave phenomena on the
surface of Mars and Titan.

The study of extraterrestrial Schumann resonances is an efficient way to investigate the
electrical properties of surface-ionosphere cavities elsewhere in the solar system. ELF radio
wave propagation models can contribute to improvements of our knowledge of planetary
atmospheric electricity wherever, and whenever, they can be validated against in situ mea-
surements.
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Abstract Blue jets are beams of blue light propagating from the tops of active thunder-
clouds up to altitudes of ∼50 km. They resemble tall trees with quasi-vertical trunk and
filamentary branches. Their apparent speeds are in the range of 10 s to 100 s km/s. Other
events, having essentially lower terminal altitudes (<26 km), are named blue starters. These
phenomena represent the first documented class of upward electrical discharges in the
stratosphere. Some of upward discharges, termed gigantic jets, propagate into the lower
ionosphere at much higher speeds in the final phase. We describe salient features of the up-
ward discharges in the atmosphere, give an assessment of the theories of their development,
and discuss the consequences for the electrodynamics and chemistry of the stratosphere.
We argue that this upward lightning phenomenon can be understood in terms of the bi-
directional leader, emerging from the anvil.

Keywords Blue jets · Upward lightning · Transient discharges · Bi-leader

1 Introduction

Luminous flashes above thunderstorms have been reported by eyewitnesses for over a cen-
tury (e.g., see review Vaughan and Vonnegut 1989) and eventually documented from low-
light optical observations on the ground (Franz et al. 1990; Lyons 1994), airborne platforms
(Sentman and Wescott 1993), and the space shuttle (Vaughan et al. 1992). However, only
during the Sprites94 aircraft campaign Wescott et al. (1995) identified the class of upward-
propagating stratospheric flashes, named blue jets (BJ) due to primarily blue color, as op-
posed to the red-color sprites at mesospheric altitudes (Sentman et al. 1995). Brief upward
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jets, which propagate only a few km and terminate below 26 km, were dubbed blue starters
(BS) (Wescott et al. 1996). A number of BJ/BS and similar events were captured during the
ground and aircraft observations (Wescott et al. 1998, 2001); Lyons et al. 2000, 2003) and
apparently from the space shuttle (Boeck et al. 1995, 1998). Pasko et al. (2002) and Su et
al. (2003) discovered the so-called gigantic jets (GJ), propagating into the mesosphere/lower
ionosphere (6 events). Recently, eight GJ events have been identified from the imager ISUAL
onboard Formosat-2 (Kuo et al., Workshop on streamers, sprites, leaders, lightning: From
micro- to macro-scales, Leiden, 2007).

The BJ/BS phenomena were quickly recognized as manifesting upward transient dis-
charges in the stratosphere. Earlier BJ theories included the runaway breakdown (Roussel-
Dupré and Gurevich 1996) and streamers of the positive (Pasko et al. 1996) and nega-
tive (Sukhorukov et al. 1996) polarity as the underlying physical mechanisms (see reviews
Sukhorukov and Stubbe 1998; Rowland 1998). As the streamer models require seemingly
extreme conditions, Sukhorukov and Stubbe (1998) and Petrov and Petrova (1999) sug-
gested that BJ is rather formed by the streamer corona of a leader. This idea was further
explored by Pasko and George (2002), who numerically simulated the streamer corona
of a positive leader as a stochastic (fractal) process. However, likewise customary cloud
to ground (CG) lightning, single-headed leaders require unrealistic rates of the thunder-
cloud charge transport. To clear this hurdle, Raizer et al. (2006, 2007) suggested that the
bi-directional uncharged leader (Kasemir 1960) forms in the anvil. As the leader channel
transfers the thundercloud potential upward, the overall growth can be maintained by fairly
moderate cloud charges and currents.

We next present the salient features of BJ/GJ (or Jets) and related upward discharges, then
discuss theory of their evolution and consequences for the electrodynamics and chemistry
of the upper atmosphere. We do not dwell on theoretical details, describing the underly-
ing physical processes and basic limitations on a semi-qualitative level, just sufficient for
comparison with the observations.

2 Observations of Upward Discharges in the Atmosphere

2.1 Blue Jets and Blue Starters

Four consecutive video frames, 67 ms apart, in Fig. 1 adapted from Wescott et al. (1996)
(hereafter referred to as W96) shows the typical BJ development over continental thunder-
storms. Note that hereafter the images (most in false color) are adjusted to show the faint

Fig. 1 (Left) Four video frames, 67 ms apart, during the 4 July 1994 BJ event from the Westwind 2 aircraft.
(Middle) A 2-min exposure color photograph (in false color) of a blue jet north of Réunion Island and (right)
a 350-ms sequence of narrow field TV images (16.67 ms apart) of the 22 July 1998 BJ event captured during
the EXL98 aircraft campaign (adapted from W01). Dashed lines mark the BJ tip. Reprinted by permission
from the American Geophysical Union
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features and then annotated. One can see a slightly-conical (∼10◦ angle) jet propagating
upward out of the top of the anvil at a �100-km/s speed to a terminal altitude of ∼40 km.
Hereafter, ‘speeds’ designate ‘apparent vertical speeds’. Note that the jet in frame 1 nearly
resembles a dim starter (cf. Fig. 1 W96 and Fig. 5 Lyons et al. 2003 (L03)). Near the termi-
nus, the jet decelerated and its brightness seems to decay along the column simultaneously.

The next two frames show BJ over the Indian Ocean and over Iowa, respectively (Wescott
et al. 2001 (W01)). The ‘oceanic’ BJ resembles a tree with filamentary branches (streamers)
in the lower part and a forked tip crowned with two faint prongs (evident in Fig. 1 W01). An
apparent diameter at the base is ∼400 m and broadens to ∼2 km at an altitude h � 30 km,
whereas the lower branches are ∼50–100 m wide (W01). The brightest, pencil-like lower
part appears white due to saturation of the film, whilst the upper conical part is blue (cf.
Fig. 3–4 L03). W01 found that the brightness of a saturated pixel exceeds 6.7 MR and that
they account for �25% of the total (blue) optical energy of ≥0.5 MJ. Assuming the jet
duration 0.25 s yields the total optical power ≥2 MW.

The jet development can change abruptly. Indeed, the stage I in the right frame of Fig. 1
resembles a ‘persistent’ starter propagating upward at �23 km/s. Then it suddenly bright-
ened (II) and finally separated into two parts (III). The lower part shrinks to the origina-
tion point, while the upper streak continues upward at ∼90 km/s, disappearing from sight
at h ∼ 35 km. Note that a number of starters were also detected during the EXL98 cam-
paign (W01). Multispectral video observations revealed that the second positive band 2PN2
contributed ∼90% to a ∼1-MR starter, whilst the flux of 427.8-nm photons amounted to
∼10 kR. This indicates the huge ionization rate.

Finally, L03 reported on observations by the ultrablue LLTV system of 83 very small
(∼100-m in size), <16-ms duration, bright ‘pixies’ and of 17 compact (<1-km) bright
starters (‘gnomes’) during a 20-min period of rapid vertical development of a convec-
tive dome near Yucca Ridge, Kansas. The overall observations show that (1b) BJ/BS and
gnomes/pixies are not coincident with CG flashes of either polarity, (2b) the BJ/BS speeds
are in the range of ∼25–220 km/s, (3b) the typical jet duration is ∼0.2–0.3 s at the base.
Wescott et al. (1998) stressed an association of BS with very large hail; however, it does not
seem to be a persistent feature, and (4b) some jets seem to originate from the same location
as preceding BS/BJ tens of ms apart.

2.2 Gigantic Jets

The bottom panel in Fig. 2 shows a ∼215-ms sequence of video fields at the beginning of the
GJ event captured from the ground by Pasko et al. (2002 (P02)) on 15 September 2001 over
the Atlantic Ocean. Evidently, the jet structure and apparent speed vary significantly from
field to field. Initially (until field #11), the jet resembles two trunks (with faint branches)
growing in step with the average speed ∼60 km/s. Further, the left trunk brightened and sped
up to ∼200 km/s (#11–12), then decelerated (#12–13) and again brightened and accelerated
to ∼500 km/s (#13–14). We designate this period of a ‘smooth’ average growth as stage
A (cf. Fig. 1). At the beginning of stage B (#15), the upper part of the left trunk (beyond
∼30 km) strongly brightened. Its forked tip seems to have propagated to ∼48 km at ∼500
km/s and ‘ejected’ two prongs, which move at ∼1200 km/s and connect with bright diffuse
spots at h ∼ 70 km (cf. the GJ4 #2→#3 transition in the top panel). Except for the uppermost
part, the structure resembles a tall version of the ‘oceanic’ BJ in Fig. 1 (cf. Fig. 10 Pasko
and George 2002).

Meanwhile, the right trunk’s tip (marked by dots), growing barely between #11–15, then
‘exploded’ in #16. Its wide and bright tip near 50 km is crowned with several prongs that
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Fig. 2 (Bottom) Video fields 7-20 (∼17 ms each) during the 15 Sep 2001 GJ event ∼200 km northwest of
Arecibo Observatory, Puerto Rico (adapted from P02 Suppl. Info.). (Top) Two sequences of video images
(∼17 ms each) of the GJ events 1 (left) and 4 (right) on 22 July 2002 over the South China Sea (adapted from
Su03). The red arrows mark apparent merging of two branches. Reprinted by permission from Nature

extend farther, mapping into a bright diffuse spot a few km above. Next (stage C), the
uppermost spots faded away, whilst the forked structure at h ≤ 32 km persisted for the rest
of the event. The thick prongs appear Y-like (due to overlapping at the base) and connected
via conical ‘flare’ with brighter diffuse tops between ∼35 and <50 km that occasionally
brighten and expand. After #22 (see P02), the faint prongs and their brighter tops seem to
decay in step. At low resolution, the overall decaying structure would appear consisting of a
pencil-like trunk (emanating faint flare) and a diffuse top well apart (cf. stage III in Fig. 1).
Rebrightening at seemingly the same location (cf. 4b) occurs at #36 and forms a luminous
structure alike stage C with the top at ∼50 km.

The top panel in Fig. 2 shows two GJ (Su et al. 2003 (Su03)) apparently emerging
from the convective core. Su03 distinguished three stages of the GJ evolution: (1)leading
jet (#1–2), (2)fully developed jet, and (3)trailing jet. We estimate the speed of the tip (marked
by the dashed line) in GJ(1)

1 /GJ(1)

4 roughly to be ≥120/230 km/s. GJ(1)

4 in #2 appears to com-
prise of a trunk below ∼32 km, and a structured upper part, propagating at ∼1000 km/s to
∼50 km (cf. the left jet below 50 km in the bottom #15–16). It seems to be the initial step
in the GJ(1)

4 → GJ(2)

4 transition (cf. #15 in the bottom panel). GJ(2)

1 in #3 and GJ(2)

4 in #3–4
resemble a tall version of the right and left jet in #16 (bottom), respectively.

Notwithstanding their durations, the overall features of GJ(1) and GJ(2) are similar to
stages A and B in the bottom panel, respectively. When stage B ends, there grows the
trailing jet (cf. 4b). Its structure, i.e. a trunk at the base connected via conical faint flare with
diffuse top near 50–60 km (cf. rebrightening above), is alike the decaying GJ(2)

4 , except for a
chute-shape region between 70 and 90 km. Note again that at low resolution GJ(3) would be
reminiscent of stage III above. Overall, the leading and trailing jets seem nearly resembling
the (enlarged) BJ. On the other hand, GJ(2) (stage B) seems to be distinguished by the upper
luminous structures beyond the standard BJ terminus and their vivid dynamics. P02 stressed
that these structures do not match the established sprite features.

In Fig. 2 red arrows mark the merging of two branches in GJ(2)

1,4, which resembles those
observed in laboratory streamers (Fig. 5b). Briels et al. (2006) explained the (electrostatic)
attraction of two non-conductive streamers as consequent to a ‘return stroke’ piercing the
early streamer. Cummer et al. (2006) suggested that a similar merging in sprites is due to
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‘mirror’ charges induced in the conductive channel of the earlier streamer by the charged
tip of the later streamer. We argue that the charge distribution in the long streamer (Fig. 7d)
provides a natural explanation for the observed merging.

Finally, P02 reported on observations of VLF spherics of the positive polarity, coinci-
dent with the rebrightening event (trailing jet), and suggested negative cloud-to-ionosphere
(−CI) breakdown to be their cause. Su03 detected ELF transients of the positive polarity
during the GJ events and also interpreted as −CI discharges with the charge moment change
1–2 kC·km. However, there may be a slight chance that these transients were associated
with +CG lightning in the nearby thunderstorm. If GJ were −CI discharges, each would
remove about 30 C from the thundercloud and ionosphere, thereby decreasing the potential
difference in the whole gap (Su03).

2.3 Jets and Lightning Activity

Likewise the BJ/BS family, the GJ events were not observed to be associated with preced-
ing CG flashes of either polarity. Furthermore, they were detected mainly over oceans and
shores where the rate of lightning flashes is low. This is evident in Fig. 3, where the locations
of all known GJ events (red stars) are superimposed with the lightning distribution over the
globe. Besides, black squares indicate some of eighty intense UV (300–400 nm) flashes, de-
tected at ∼950 km onboard the student microsatellite ‘Tatiana’ (Garipov et al. 2005). They
were almost equally distributed between two groups with durations 1–4 ms and 10–64 ms,
corresponding to the lifetimes of individual streamers and of leaders, respectively (see be-
low). Their radiated energy (∼0.1 MJ) is close to that from GJ (Su03). Thus, we suggest
that these flashes are indicative of GJ. As it follows from Fig. 3, alike GJ, the UV flashes are
detected mainly over regions with low CG/IC lightning activity.

The generation of locally-enhanced charges initiating Jets has not yet been understood.
The charge distribution in the thundercloud depends on various processes, including CG
and IC activity (e.g., Stoltzenburg and Marshal 2008). Sukhorukov et al. (1996) noted that
Jets should be linked to exceptional thunderstorm conditions and suggested that long IC
‘spiders’, which are usually missed by the NLDN, can collect enough (negative) charge in
the anvil. However, as Fig. 3 shows, this is unlikely during the GJ and UV events. Nor does
there appear to be any clear relationship of IC lightning to brief discharges arising out of the
anvil mostly during quiet intervals (W96; L03).

W96 have found that following a starter the average rate of nearby −CG flashes drops
shortly by a factor of 5 and resumes in ≈3 s (a 2-s gap is found for BJ). In our opinion, this in-

Fig. 3 Global lightning map (http://thunder.nsstc.nasa.gov/data/query/2004) with superimposed locations of
the GJ events (stars) and ≤64-ms, ≤0.1-MJ, 300–400-nm UV flashes (squares) from the student microsatel-
lite ‘Tatiana’ (Garipov et al. 2005)

http://thunder.nsstc.nasa.gov/data/query/2004
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dicates that −CG flashes and BJ/BS ‘compete’ for the same source (cf. Pasko et al.’s (1996)
pre-discharge concept). By the same token, we suggest that GJ ‘prefer’ oceanic storms as
highly-conductive sea water cannot maintain pointed ‘towers’, which initiate CG lightning
in continental storms. Note that initiation of the conventional breakdown inside a cloud poses
a serious problem as the observations (e.g., Bazelyan and Raizer 2000 (BR00); Stoltzenburg
and Marshal 2008) show that electric fields very seldom exceed a few kV/cm. It is well
below the threshold value Eth = η · Eth0, where Eth0 ≈32 kV/cm and η(h) = N(h)/N0 is
the scaling factor (N0 is the air density at sea level). However, the runaway breakdown can
develop at E ≥ Erb � 0.1Eth, provided that ‘seed’ MeV-electrons are supplied by cosmic
rays and the size of the region exceeds lrb � 50/η m (Gurevich and Zybin 2001).

Abrupt (within 17 ms) changes in the Jets’ dynamics indicate rapid variations in the
source (charge) that apparently are unrelated to CG flashes. L03 questioned whether the
pixies might be related to compact (l ≤1 km in size) IC discharges, accompanied by broad-
band radio emissions of a few ms duration, or to 	1-ms radio bursts observed in upper por-
tions of a cupercell (e.g., Rakov and Uman 2003). Trakhtengerts and Iudin (2005) show that
strong convection flows in the developed dome can become unstable, creating ‘microscale’
(lms ∼ 1 to 10s m) charged convection cells within a few minutes. The microscale electric
field can reach the breakdown value Eth (note that lms < lrb) and initiate a microdischarge,
manifested by a 	1-ms radio burst. The discharge from one micro cell triggers neighbor-
ing cells. Ultimately, a cluster of micro cells with the near-breakdown electric field can be
formed, while the average field in the cloud remains well below Eth. The formation of such
cluster near the top might initiate an upward discharge. Given all necessary conditions, the
latter should occur rather rarely.

3 Modeling Jets

3.1 Basics of Transient Discharges

We outline some basic features of the streamer/leader discharges in air, relevant to our topic
(e.g., Raizer 1991 (R91); Bazelyan and Raizer 1998 (BR98), 2000 (BR00)). Positive or neg-
ative (single-headed) streamers/leaders are initiated near an anode or cathode, transporting
‘+’ or ‘−’ charge toward the opposite electrode. In negative streamers, electrons drift up-
stream, so seed electrons are not needed. In positive streamers, electrons drift downstream
and seed electrons are mainly due to photoionization by UV radiation from the front. Be-
tween electrodes, double-headed (positive and negative) or bi-leaders can be formed. Each
head of the bi-leader develops as in the corresponding single-headed leader, while zero net
charge is transported.

Developed streamers represent low-conductive cold plasma filaments growing in the ap-
plied electric field Ea , which exceeds the critical value E(−)

s � 3E(+)
s � 0.45Eth. If Ea de-

creases with distance, streamers can cross the gap of length d under applied voltage Ua only
if the mean field 〈Ea〉 = Ua/d ≥ Es . The space charge in front of the streamer tip ampli-
fies Ea . As a result, the total field E exceeds Eth and drives electron avalanche. The drift
(current) of newly-born electrons makes the ‘old’ tip the leading segment of the plasma
channel, while the avalanche region becomes the ‘new’ charged tip. This process has the na-
ture of a self-sustained ionization wave moving along the axis z‖Ea at a speed us = dls/dt ,
where ls is the streamer length. Usually, the wavefront frame of reference ξ = z − ∫ t

0 usdt ′
is used.

Figure 4 shows a schematic of the positive streamer tip of radius rs and spatial distribu-
tions of E, the electron density ne , and the space charge ρ = e(ni − ne), where e/ni is the



Blue Jets: Upward Lightning 479

Fig. 4 Schematic of (a) the spherical tip of a positive streamer with the cylindrical channel of the radius rs
and (b) the spatial distribution of E, space charge ρ, and the electron density ne . The dashed line indicates
the breakdown threshold Eth. (c) The magnitude of the electric field in the positive/negative (solid/dotted
line) streamers vs. z′ = z/r0 at ls � 9r0. (d) The peak value Em of the electric field in the positive (1+–3+)
and negative (4−–6−) streamers vs. L′

s = ls/r0 (see text). The plots are adapted from Raizer et al. (1998)
(a, b) and BN97 (c, d). Printed by permission from IOP Publishing Ltd. and IEEE

ion charge/density. Also shown are the results of 2D numerical simulations of cylindrical
streamers growing along the applied field Ea‖z from a charged sphere of radius r0 = 1 mm
and potential U0 at p = p0 (Babaeva and Naidis 1997 (BN97)). The total field comprises
of two parts E(r) = −∇(Uρ + UL). Here Uρ is defined by ρ via Poisson’s equation and UL

is the Laplacian potential of the charged sphere, yielding EL0 = U0/r0 + 3Ea at the sphere
surface and EL → Ea at z > 3r0. In the BN97 simulations EL0 = 115 kV/cm and Ea = 15
(frames c and d (3+, 6−)), 25 (2+, 5−), and 35 (1+, 4−) kV/cm. Note that Ea = 15 kV/cm
barely exceeds E(−)

s and equals �3E(+)
s .

The distribution of ρ is defined by the continuity equation ∂ρ/∂t + ∇js = 0. Here
js� −eneue � σeE is the electric current density, ue � −(eν−1

en /m)E, νen, and σe =
(e2/m)ne/νen are the electron drift speed, collision frequency, and conductivity, respec-
tively. Note that the ion motion is neglected. The narrow front width δξf 	 rs (see Figs. 4a
and 4c) makes possible simple 1D estimates of the streamer parameters (e.g., BN97; BR98).
As the field is enhanced at ξ ∼ rs , from the electron continuity equation in the front frame it
follows (e.g., BN97)

us ± uem � νim · rs/ ln(nm/na). (1)

Here the +/− sign corresponds to positive/negative streamers, na is the electron density
upstream, Em, nm, νim = νi(Em) � 2.9 · 1011η exp(− 10Eth

Em
) s−1, and uem = ue(Em) are the

peak values of the electric field, electron density, ionization frequency, and electron drift
speed, respectively. Note that νi and the dielectric relaxation time τσ = ε0/σe (ε0 is the
permittivity of vacuum) are very sensitive to the value of E. This is a key factor in the
formation of the narrow front.

For given us and rs , positive streamers have greater values of Em than negative stream-
ers (cf. Figs. 4c, 4d). From the charge continuity equation it follows that ρ � eneue/us �
σeE/us 	 ene at us � uem and that the space charge lifetime is close to the relaxation
time τσm downstream. This implies (Raizer et al. 1998 (R98)) that at least the last electron
generation in the avalanche is born during this time, i.e. νimτσm � 1 or

nm � (ε0/e) αm · Em (2)

where αm = α(Em) and α = νi/ue is the Townsend ionization coefficient.
The values of rs and Em are related via the potential at the charged streamer tip �Ut =

Ut(ls) − Ua(ls) � 2rs · Em, where the account for the conductive segment of the channel is
taken (R98; BR98). Figure 4d shows that far from the launching electrode, Em = cm(Ea) ·
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Fig. 5 (a, b) Positive streamer patterns growing from an anode in 8/4-cm gaps at atmospheric pressure
and applied voltages Ua = 60/54-kV (adapted from Briels et al. 2006). (c, d) Examples of positive leaders
(adapted from R07/ Domens et al. 1991). Reprinted by permission from the IOP Publishing Ltd. and Ameri-
can Geophysical Union

Eth � const. R98 argued that for the strong streamers (‘ss’), i.e. us � uem or Ea � Es , the
coefficient cm = css ≈ 5. For the weak streamers (‘ws’), i.e. us � uem, we take cm = cws ≈
3.2 (cf. Fig. 4d). It is worth to note that the streamer speed us ∝ rs ∝ �Ut at Ea > Es .

Let us pool the streamer tip parameters (nm/rs/Ut/us in cm−3/cm/kV/m·s−1) at Ea >

Es (cf. R98)

Em = cmEth · η; nm � 1014 · η2; rs � 0.015c−1
m · �Ut/η; us � 5 104 · �Ut . (3)

We next discuss some relevant results of laboratory experiments. Figure 5(a–b) shows
snapshots of positive streamers growing in a ∼15-µm-point anode-plane cathode configu-
ration in air at normal pressure (Briels et al. 2006). Applied voltages provided 〈Ea〉 > Es ,
thereby streamers could cross the gap. This has not yet happened in frame a, where boxes la-
belled 1, 2, and 3 indicate streamers with radii r1/2/3 � 2.5/0.5/0.1 mm. Type 1/2/3 stream-
ers carry currents J1/2/3 � 20/1/0.01 A with the current densities j1/2/3 � 1/3/0.5 MA/m2.
The total current in the gap remains virtually constant, indicating that the total charge is
conserved, being redistributed over the ensemble of streamers.

The observations show that the streamer radius remains virtually constant until branch-
ing, which has not yet been fully understood (e.g., Niemeyer et al. 1984; Arrayás et al. 2002).
Anyway, subsequent (thinner) streamers travel shorter distances at smaller speeds. The over-
all range of speeds is u1/2/3 � 10/5/1 · 105 m/s. Note that u2/u3 � r2/r3, i.e. us ∝ rs . It is
likely that a �0.1-mm radius of type 3 streamers is close to the lower limit at normal pres-
sure, i.e. the minimal radius rmin, at which the front width δξf → rmin. From (3) at cm = cws

we obtain �Umin � 2.2 kV and umin ≈ 105 m/s, in excellent agreement with u3. Taking
rs = r3 in (2) gives u(+)

s � umin at cm � 1.8, corresponding to nmin � 8 · 1011 cm−3 (the
‘minimal’ streamer).

In frame b, thick streamers have crossed the gap. After that, type 3 streamers start near
the anode. Some of these late streamers merge with existing thick streamers, as shown in
the circle. This (electrostatic) attraction is consequent to a ‘return stroke’, piercing the thick
streamer and changing its polarity (Briels et al. 2006).

Developed leaders (like in Fig. 5c) represent highly conductive plasma channels, contin-
uously emitting a fan of streamers of the same polarity, termed the streamer zone or corona.
The tip moves at a speed much slower than that of individual streamers. Gas in the leader
channel is heated by the current to T ≥ 1000 K. A huge number of short-lived stream-
ers in the corona generate the space-charge field 〈Ec〉 � Es (BR00). As streamers move
along some distance until termination, their charge covers the leader channel and prevents
its expansion and cooling. The overall process has not yet been fully understood, and no
rigorous solution is found. Note that the average number of the coronal streamers is roughly
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d2
l /〈4r2

s 〉 ∼106–109, where dl is the leader diameter and
√〈r2

s 〉 is the average streamer ra-
dius.

For positive leaders in a ∼17-m gap under voltages 2.3–2.4 MV, three types of propaga-
tion were documented: continuous (c), oscillatory (o), and restrike (r) (Domens et al. 1991).
That the average field in the gap 〈Ea〉 ≈ 1.4 kV/cm is well below E(+)

s indicates that the
high potential is transferred along the gap by the conductive leader. The length and diam-
eter of the c-type leader increase smoothly with time, whereas the corona fluctuates. The
speed of the leader tip is related to the dicharge current Jl as Vl = 9.5 + 10 · Jl km/s. Type
o is manifested by strong sub-millisecond oscillations in the current and in the brightness
of the corona and channel. However, the current never vanishes, and its mean value is close
to Jl ∼ 1 A.

Intermittent r-type discharges (like in Fig. 5d) develop a large bright corona. It generates
the space-charge field so large that it chokes the discharge, and the current briefly vanishes.
The controlling factor is the charge per unit of the leader length ql . If ql is too large or too
small, the propagation stops due to an excess of ions (choking effect) or a lack of electrons.
Ultimately, the charge per unit length of propagating leaders is nearly the same ∼50 µC/m.
The discharge resumes (restrike) following the field recovery near the anode. Each restrike
uses the imprint of the old leader, giving a luminous transient and a new corona (cf. rebright-
enings/trailing jets in Sect. 2).

Finally, leaders of the negative polarity develop stepwise (step leader) with the time be-
tween steps ∼30–100 µs and the step length in the range of 5–200 m. There are slow α-
leaders, traveling at an average speed (1–8) · 105 m/s, and β-leaders that are faster and have
more branches and longer steps. The electric fields required for propagation of the positive
and negative leaders are nearly identical (R91).

3.2 Earlier Streamer Models of Jets

Sukhorukov et al. (1996 (S96)) and Pasko et al. (1996 (P96)) considered BJ/BS as upward
streamers launched from thunderstorm tops at ∼18–20 km. Figure 6 shows a schematic
of the distributions of charges and electric fields suggested for (a) negative (S96) and (b)
positive (P96) conical streamers. This is a clear illustration of the alternatives, whatever
the charge source (see Sect. 2.3). Shown next is the magnitude of the vertical electric field
Ea(h) from a Gaussian-shape of radius r0 = 3 km thundercloud charge Qc = 120 C placed
at altitude hc = 15 km (Pasko and George 2002 (PG02)). These conditions correspond to the
cloud potential Uc ∼ Qc/(4πε0r0) ∼ 300 MV. Dashed lines indicate the critical field values,
scaled according to Eth(h) = η · Eth0 and Es(h) = η · Es0 with η = N/N0 = exp(−h/H)

and H ≈ 7.2 km.
Near the source Ea > E(+)

s , thereby the positive streamer could be initiated. If the (neg-
ative) charge were located at hc ≥ 18 km, the negative streamer would be possible. In ad-
dition, Fig. 6d shows the nighttime atmospheric conductivity σ0(h) at low latitudes with
values of τσ0(h) = ε0/σ0(h) superimposed (PG02). Clearly, if the applied field fell below Es

before the streamer arrival, it would stop shortly.
S96 suggested that the maximum field at the front (Em) barely exceeds Eth, thereby the

negative streamer propagates at the constant speed umin � 105 m/s. As the relaxation time
τσ0 at h � 40 km is close to the streamer propagation time (∼0.2 s), it ultimately terminates
near this altitude (cf. Fig. 1). S96 also noticed that Ea(h)/η(h) has a minimum between
20 and 30 km (see Fig. 6c). Thus, streamers of either polarity, initiated by the ‘marginal’
cloud charge, cannot pass through this region, thereby becoming starters (cf. Fig. 4(a,b)
PG02). However, notwithstanding umin is the lower limit for the streamer speed, the value
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Fig. 6 Schematic of charges and electric fields for (a) negative and (b) positive streamers, respectively.
(c) The vertical electric field (solid line) produced by a 120 C thundercloud charge located at hc = 15 km.

Dashed lines show Erb , Eth, and E
(±)
s . (d) Profiles of the nighttime low-latitude atmospheric conductivity,

with τσ superimposed. The plots are adapted from S96 (a), P96 (b), and PG02 (c, d). Printed by permission
of the American Geophysical Union

Em � Eth is too low (see Sect. 3.1). In turn, the P96 positive streamer model does not
account for electron attachment and arbitrarily bounds nm, which is hardly applicable in the
stratosphere (Sukhorukov and Stubbe 1998).

The apparent shortcoming of the streamer models is that they require the large thun-
dercloud charge (potential) to sustain the streamer propagation. Therefore, Sukhorukov and
Stubbe (1998), Petrov and Petrova (1999), and PG02 suggested that BJ is rather formed by
the streamer corona of an upward-growing positive leader. The leader transfers the cloud
potential from its origination point Uc(h0) = Uc upward. As a result, at any altitude hl the
leader tip potential Ul = U(hl) is close to Uc and can provide the necessary voltage to sup-
port long streamers.

However, unrealistic charge transport (electric current) in the thundercloud is required
to sustain a single-headed leader. Indeed, currents ≥1 A maintain a single steady-growing
streamer. Given ∼1 nC/m3 density of the (attached to hydrometeorites) charge in a thunder-
cloud (e.g., Saunders 2008), microparticles must be collected from the volume ≥1 km3 and
transferred into a narrow leader channel within 0.1–0.2 s. The conventional lightning theory
circumvents this obstacle by applying the uncharged bi-directional leader (Kasemir 1960;
Mazur and Ruhnke 1998). As the opposite-polarity leaders, propagating in opposite direc-
tions, are connected via the highly-conductive channel, their charges compensate each other.
Thus, virtually no charge is taken from the cloud.

Next, we discuss the Raizer et al. (2006 (R06), 2007(R07)) model of the bi-directional
leader, which describes the formation of long coronal streamers escaping into the ionosphere,
alike GJ(2) (stage B) in Fig. 2.

3.3 Bi-leader Model of Jets

Apparently, if the bi-leader is initiated in the anvil, one of them can extend beyond the cloud
top, as depicted in Fig. 7a. The bi-leader is likely triggered near the bending point B, where
the vertical electric field Ea = −dUc/dh is maximum. R06 and R07 presumed an upward-
propagating positive leader. However, the negative net charge in the anvil (cf. Fig. 6a) might
result in the bi-leader with the negative leader upward.

Coronal streamers develop upward in the space-charge field of the corona 〈Ec〉. Its gener-
ation mechanism has not yet been quantitatively described. However, numerous experiments
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Fig. 7 (a) A schematic of the bi-leader initiation. (b) The escape altitude of a streamer from the leader tip

into ionosphere vs. the cloud potential. (c) The critical value of E
(+)
s /N vs. η = N/N0 in the exponential at-

mosphere. (d) The charge per unit length vs. the length of the positive streamer in the exponential atmosphere.
Numbers 1, 5, etc. indicate the streamer length in km. The plots are adapted from R06 (a) and R07 (b–d).
Printed by permission of the Elsevier Ltd and American Geophysical Union

established that the mean coronal field under normal conditions is close to Es0 (RB00). Like-
wise the principle of least action, in the exponential atmosphere 〈Ec(h)〉 is suggested to be
close to Es(h) ∝ η(h), i.e. just enough to maintain the streamer propagation. As a result,
streamers would grow preferentially upward at small angles with the trunk, thereby forming
a narrow cone (cf. Figs. 1 and 2).

R07 describe the evolution of long conical (drs/dz 	 1) streamers growing from the tip
of the positive upward leader by a system of equations of a long distributed line (e.g., BR00)

∂q/∂t = −∂J/∂z; ∂U/∂z = −J · R (4)

and (3). Here z = h − hl , J is the current in the channel, R, q = C · (U − Ua), and
C ≈ 2πε0/ ln(ls/rs) � 8–10 pF/m are the resistance, charge, and capacity per unit length of
the streamer channel, respectively. The boundary condition at the base, z = 0, is U(0) � Uc ,
whereas that at the front, z = ls , relates the current and charge of the newly formed tip

J (ls) = q(ls) · us = C · (Ut − Ua) · us. (5)

The resistance R(z) = (πr2
s σe)

−1 is defined by the local conductivity σe(z) ∝ ne(z)/

νen(z), which depends mainly on the electron attachment rate νa � 1.3 · 107η2 s−1 down-
stream (BR98). Basically, the streamer channel is a poor conductor, except for its leading
section ls −us/νa < zsc ≤ ls , where ne � nm (3). The R07 simulations performed in the uni-
form atmosphere at various densities N and applied fields Ea show that long streamers grow

continuously if Ea exceeds the critical value E
(+)

s . Figure 7c shows that at η < 0.1 or above

�17 km the ratio E
(+)

s /N approximately follows a scaling law E
(+)

s /N �1.3·10−16 V cm2,

which yields E
(+)

s0 ≈ 0.65 · E
(+)

s0 (R07). At lower altitudes, electron attachment rapidly re-
duces the channel conductivity, thereby the similarity law is violated.

Following R06 and R07, we estimate the conditions for a streamer from the leader
corona to reach the ionosphere. Let us recall that at N = const and decreasing Ea , the
ultimate length l∞ of a streamer is defined by the condition l∞ · Es = − ∫ l∞

0 Eadz = Ua

(the applied voltage). For the leader-streamer corona system, Ua is replaced by the po-
tential drop between the leader tip and the edge of the corona at h∞ = hl + l∞, i.e.
�Uls(h∞) � Uc − U(h∞). As streamers stop at �Ut < �Umin 	 Uc (see Sect. 3.1), we
get �Uls(h∞) � Uc − Ua(h∞), where Ua(h∞) is the potential drop between h∞ and the
ionosphere’s lower edge.
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In the exponential atmosphere, integrating Es(h) over the streamer zone yields explicitly
(R06)

〈Es〉 · H = Uc − Ua; 〈Es〉 = Es(hl) [1 − exp(−l∞/H)]. (6)

Let us assume that the front of the streamer zone is located at such distances from the
ionosphere that Ua(h∞) 	 Uc . Neglecting Ua in (6) defines the altitude extent of the corona
(R06)

l∞ = −H · ln
(
1 − (Es(hl)H/Uc)

−1
)
. (7)

Apparently, the streamer zone extends indefinitely (l∞ → ∞), i.e. the streamers escape
into the ionosphere, at Es(hl∞) = Uc/H . This condition determines the escape altitude
hl∞ = H · ln(H Es0/Uc). Figure 7b shows h

(+)
l∞ as a function of Uc (R07). One can see

that the positive leader tip at h > 26 km emits streamers that reach the ionosphere at rather
moderate values of the cloud potential Uc < 60 MV. For comparison, the potential at the
surface of a charged sphere of radius r0 [km] and charge Qc [C] is Uc � 10Qc/r0 MV.
Assuming the same scaling law for the negative upward leader yields the escape altitudes

h
(−)
l∞ = h

(+)
l∞ + H · ln(E

(−)

s0 /E
(+)

s0 ) ≈ h
(+)
l∞ + 8 km.

We suggest that the escape altitude is also the terminal altitude of the leader, since the
escaping streamer would likely cause the return stroke from the ionosphere and temporarily
discharge the gap, likewise CG flashes. This conjecture is in good agreement with Fig. 2
(stage B), where the trunk top is near 30–35 km.

Figure 7d shows the charge distribution per unit channel of the positive streamer grow-

ing in the exponential atmosphere under the applied electric field Ea(h) ∝ E
(+)

s (h) (R07).
The streamer starts from the leader tip at hl = 25.2 km, where the applied field Ea(hl) =
11.0 kV/m is slightly above E

(+)

s (hl) = 10.6 kV/m. Apparently, substantial negative charges
are generated in the trailing part of the channel, though the net charge is positive. This is
the consequence of the long streamer length (BR98). Indeed, as the applied field moves
electrons further downstream, the positive charge is accumulated in the streamer tip. As
long as the streamer channel is short and the electron attachment is negligible, the current
flows through the whole channel ‘freely’. As soon as the conductivity reduces near the base
(νa ∝ N2), the channel plasma polarizes in order to maintain the current.

Note that this type of the charge distribution can cause the electrostatic attraction of the
tip of the later streamer to the trailing part of the earlier streamer, irrespective of the streamer
(net) polarity (cf. Fig. 2).

4 Jets Observables

4.1 Optical Emissions

The upward-growing leader channel represents the bright white trunk of Jets, whereas
the coronal streamers form branches and a faint ‘flame’ near the terminus. First, let us
estimate the radiation of the trunk. The energy flux from unit volume of heated air of
the temperature T [K] is given by �ε = κσT T 4, where σT is the Stefan constant and
κ = 2 · 10−13T 3 · η3/2 m−1 is the inverse characteristic length (Gurevich et al. 1997). Then,
the column emission rate, the surface brightness in Rayleighs (megaphoton · cm−2 s−1), is
found by integrating �ε along the line of sight

Il � (4πελ106)−1κ σT T 4dl [R] (8)
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(ελ is the mean energy of the radiated photons of the wavelength λ). At T = 1000 K,
ελ ∼ 10 eV, and the leader diameter dl ∼ 100 m, Eq. (8) yields Il ∼ 15 MR at altitudes
∼30 km (cf. W01).

Let us estimate the intensity of optical emissions from the coronal streamers. The main
contributors to the red- and blue-line emissions are known to be the first (1PN2) and sec-
ond (2PN2) positive bands of molecular nitrogen, respectively. Besides, �2.3% of the N2

ionization radiates in the band 1NN2+ at λ = 427.8 nm (Vallance-Jones 1974). Likewise
ionization, the excitation rates, νλ, are very sensitive to the value of E/N (R91), thereby the
front region with E → Em = cmEth is most luminous. As Em/N = const(h), the value of
νλ varies as ∝ N , until the streamer slows down and Em falls. To estimate the brightness of
the fast-moving tip of a streamer, the limited excitation time must be accounted for

Iλ � (4π106)
−1

�r‖nemνλ[1 − exp(−τf /τλ)]/(1 + A−1
λ kλN) [R]. (9)

Here �r‖∼ rs is the glow dimension along the line of sight, τλ = (Aλ + kλN)−1 is the
lifetime of excited quanta, A2 ≈ 120A1 ≈ 1.4A+ ≈ 2 · 107 s−1 and k1 ≈ 1.4k2 ≈ 0.25k+ ≈
10−10 cm3 s−1 are the radiation probabilities and quenching rates, respectively (Vallance-
Jones 1974), and τf ∼ α−1

m /us is the front transit time. Hereafter, subscripts ‘+’, ‘1’, and
‘2’ indicate 1NN2+, 1PN2, and 2PN2, respectively.

As ν1 ∼ ν2 at E > Eth and A1 	 A2, the blue-line emissions dominate, thereby set-
ting the blue color of Jets. Evidently, the luminosity range is set up by the parameters for
the strong and minimal streamers with the excitation rates ν

(ss)

2 ≈ 5 · ν
(ss)
+ ≈ 5 · 1010η s−1

and ν
(min)

2 ≈ 100 · ν
(min)
+ , respectively (Fig. 3a PG02). An ideal event to compare with is

the EXL98 starter, where the reported intensity I+ and the ratio I+/I2 in the brightest
part are about 10 kR and 0.01, respectively (W01). Let us presume that the starter termi-
nated at 20 ≤ ht ≤ 25 km, where 0.05 ≤ ηt ≤ 0.03 and τ

(min)
f � τλ � τ

(ss)
f . For the strong

streamers (9) reduces to I
(ss)
λ � 10−7nemrsτf · Aλν

(ss)
λ , giving the ratio I

(ss)
+ /I

(ss)

2 � 1/7,
which greatly exceeds the observed ratio. The opposite is true for the minimal streamer, as
τ+(ht ) 	 τ2(ht ).

Therefore, as anticipated, the weak streamers are characteristic of the starter corona. The
sought-for ratio matches the observed value at c∗

m ≈ 2.45, when τ
(∗)

2 � τ
(∗)
f > τ

(∗)
+ . At ν∗+ ≈

109η s−1 (Fig. 3a PG02), r∗
s ∼ 5 · 10−2/η cm, and n∗

em ≈ 1012η2 cm−3, from (9) we get the
‘instant’ brightness of the streamer tip I+(ht ) � 120 MR (cf. Stenbaek-Nielsen et al. 2007).
The coronal glow dimension in the exponential atmosphere is of the order of dl (implying the
cone angle ≤15◦). The ‘instant’ radiating layer, i.e. the path ξλ = us/Aλ ∼ 1 cm, covered by
the front within the radiation time, is much smaller than the size of one pixel, say, l0 ∼ 102 m.
Reducing the radiated flux I+(ht ) by a factor ξ+dl/ l2

0 ∼ 10−4 yields 12 kR, in fair agreement
with the observed value. Note that the total blue-line radiation power from a single streamer
amounts to ∼0.1 MW/m3, whereas that from the whole corona ∼3 TW/m3.

4.2 Long-Lived Effects of Jets in the Stratosphere

4.2.1 Ozone Layer Perturbations

Sentman and Wescott (1996) suggested that upward discharges might create long-lived by-
products and thus have long term consequences in the atmosphere. In particular, Jets cross-
ing the ozone layer can affect its chemical composition. In the stratosphere, nitric oxide
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(NO) and dioxide (NO2) molecules are known to limit the content of ozone due to the reac-
tions (Crutzen 1970)

NO2 + O → NO + O2; N + O2 → NO + O; NO + O3 → NO2 + O2. (10)

As the rate coefficients of the last two reactions sharply increase with T , the NO production
and O3 destruction by an ordinary lightning is based on the heating of gas up to T ≥ 1000 K
(Lawrens et al. 1995). This scheme is hardly applicable for streamers, as the gas temperature
in the front is virtually unchanged (Mishin 1997). However, ionization and dissociation by
energetic electrons in discharges trigger the chain of chemical reactions resulting in NO and
O3 perturbations (e.g., Kossyi et al. 1992).

Mishin (1997) and Smirnova et al. (2003) explored a plasmochemical model to study
NO and O3 perturbations in the front (tip) of a negative streamer. Besides the basic reactions
(10), the model includes electron impact ionization, excitation, and dissociation processes,
along with dissociative recombination and charge exchange (Kossyi et al. 1992). Using the
(underestimated) streamer parameters from the S96 model, they found that local perturba-
tions of NO (O3) by a single Jet amount to tens (tenths) per cent and last for a few minutes.

A fairly accurate estimate of the NO perturbation can be derived from the power dis-
sipated in the front, Wf ∼ σeE

2
m. As the energy needed to create one NO molecule is

�ε ∼ 50 eV (Kochetov et al. 1986), one gets [NO]max ∼ Wf /�ε · rs/us (Mishin 1997).
Using the streamer tip parameters from (3) yields Wf ∼ 10 · η3 MW/cm3 and [NO]max ∼
1014η2 ∼ 1011 cm−3 at 25 km, which well exceeds the background NO content. In the
leader-corona system, the composition of the heated gas in the leader channel is affected
due to the basic reactions (10). Additionally, NO, NO2, and O components can be produced
by the streamer coronal. At T ∼ 1000 K, Eq. (10) predicts that the O3 content inside the
leader at 20–30 km depletes by an order of magnitude within ∼20–50 ms. However, only
numerical modeling can account for every possible reaction to give accurate predictions.
Finally, vibrationally-excited NO molecules radiate in the infrared band at 5.3 µm (the time
const ≈ 12 s). Simple estimates show that the emitting layer of 10 km and [NO] ∼ 1011 cm−3

yields the energy flux ∼10 W/m2, well above the strongest infrared fluxes from the auroral
zone.

4.2.2 Conductivity Perturbations and Effects

Holtzworth and Hu (1995) suggested that Jet-associated conductivity perturbations might be
significant for the global electric circuit. Indeed, Sukhorukov and Stubbe (1998) estimated
that during the final phase Jets represent conducting channels, short-circuiting the gap be-
tween the thundercloud top and ionosphere. They stressed that the plasma in the channel de-
cays slowly, supporting the conductivity perturbation for much longer time after the optical
emission ceases. This conjecture agrees well with the Lehtinen and Inan (2007) modeling,
showing that gigantic jets leave the ionization trail above 50–60 km, which lasts for a few
minutes.

The persistence of highly-conductive ‘wires’ will discharge (charge) the ionosphere in
the case of upward transfer of the negative (positive) charge. Anyway, the thundercloud
charge will be reduced. For example, ∼300-A currents remove ∼30 C within ∼0.1 s. This
effect might be responsible for the reported temporary decrease of the local lightning ac-
tivity after occurrence of a blue jet/starter (Sect. 2.3). Furthermore, as the electron density
decays much faster at lower altitudes (Sect. 3.3 and Fig. 2 (Lehtinen and Inan 2007)), the
conductivity below ∼50 km virtually recovers, whilst that at higher altitudes remains greater
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than the background. This implies that the effective ‘ionospheric’ boundary is moved down
to 50–60 km, thereby explaining the altitude extent of the trailing jets and their bright tops
(Fig. 2).

5 Conclusion

We describe the salient features of upward discharges (Jets) in the atmosphere. The state-
of-the-art in theoretical and laboratory modeling of transient discharges in air pertinent the
physics of Jets is outlined. An assessment of the models of the blue jet development is given.
The bi-directional leader concept seems to explain the basic features of Jets. The possible
role of Jets in the electrodynamics and chemistry of the middle atmosphere is discussed.
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Abstract The paper reviews the past few years’ European efforts for characterising the
effects of TLEs, in particular sprites and elves, on the lower ionosphere. A mostly experi-
mental approach was applied for the analysis of data collected during the EuroSprite cam-
paigns by optical cameras, very low frequency (VLF, 3–30 kHz) receivers and lightning
detection systems. The new findings of these multi-instrumental studies can be summarised
as follows: 1) A close relationship between sprites and early VLF perturbations was estab-
lished which constitutes evidence of upper D-region electron density changes in association
with sprites. 2) VLF backscatter from the sprite-affected regions exists but it occurs rarely.
3) Long-delayed sprites were present in a large percentage, contrary to previous reports;
they occurred in relation to long-lasting continuing currents that contribute to the build-
up of sprite-causative quasi-electrostatic fields. 4) Intracloud lightning was found to be the
key-factor which determines the sprite morphological features. 5) A new subcategory of
VLF events was discovered, termed early/slow, characterised by long onset durations from
100 ms up to ∼2 s. The slow onsets, which were attributed to a gradual ionisation build-up,
are driven by a dense sequence of intracloud electromagnetic pulses that accompany the
sprite-causative discharge. 6) A D-region chemical model was applied to simulate the mea-
sured recovery phases of the early VLF perturbations. This led to estimates about the mean
altitude and electron density enhancements of the sprite-related ionospheric perturbations.
7) Early VLF events were identified for the first time to occur in association with elves,
providing evidence that corroborates theoretical predictions on lower-ionospheric ionisation
production by lightning-emitted electromagnetic pulses.
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1 Introduction

Lightning discharges radiate electromagnetic energy in a wide spectral range with the bulk
of their power released in the very low frequency (VLF, 3–30 kHz) band. At these fre-
quencies, electromagnetic waves can propagate large distances (many Mm-s) via reflections
from the conducting Earth surface and the lower ionosphere at about 85 km altitude. These
waves cause the electrons of the lower-ionospheric plasma to accelerate and thus can lead
to heating, the optical emissions called ‘elves’ and the production of extra ionisation near
the VLF reflection height. Elves belong to the family of the so-called transient luminous
events (TLEs). They consist of a rapidly expanding ring of luminosity and can be observed
for less than about 1 ms. In addition, the sudden charge rearrangement in the thundercloud
which follows a cloud-to-ground (CG) discharge can set up strong quasi-electrostatic (QE)
fields above the cloud tops. These can cause breakdown around 70 km altitude and lead to
the spectacular optical emissions called sprites which last for about 10 to 100 ms.

The changes in ionospheric conductivity associated with the lightning-induced electric
fields can affect the propagation of the powerful VLF transmissions of navigation bea-
cons situated all around the globe causing perturbations in their amplitude and/or phase.
These perturbations appear in the form of early/fast events which are sudden jumps in the
recorded VLF time series (Johnson et al. 1999). They occur within 20 ms of a causative
CG lighting discharge (‘early’) and have rapid onsets (<20 ms, ‘fast’, i.e. within one sam-
pling interval of the receiver) followed by relatively long signal recoveries (10 to more
than 100 s). Although the early VLF perturbations have been studied extensively over the
last 15 years, mostly by the VLF group at Stanford University (e.g., see Inan et al. 1993;
Johnson and Inan 2000; Moore et al. 2003), and also by University of Otago researchers
(e.g., Dowden et al. 1996b; Dowden et al. 1996a), their complex properties are still not
well understood. Early VLF events were reported to occur in association with both neg-
ative and positive CG discharges and were observed to accompany a subset of sprites
(Inan et al. 1995). Using data from an array of closely-spaced receivers, the ionospheric
disturbances were seen to cause forward scattering of the incident VLF waves and were
estimated to be diffuse regions having typical transverse extents of ∼100–150 km (John-
son et al. 1999). On the other hand, researchers from the University of Otago reported
that sprites within about 500 km of the receivers were always accompanied by VLF
perturbations, irrespective of their distance from the transmitter–receiver (TX–RX) great
circle path (GCP). These events showed evidence of wide-angle scattering, often even
backscatter towards the VLF transmitter (Dowden et al. 1996a). This requires structured
ionised regions with scales smaller than the VLF wavelength, which were hypothesised
to coincide with the ionised sprite columns (Hardman et al. 1998; Rodger et al. 1998b;
Rodger et al. 1999). Recent Stanford analyses (Marshall et al. 2006) found only rare ex-
amples of backscatter, always in relation to the most spatially extended, usually multiple,
sprites, thus apparently contradicting the findings of the Otago group. These controversial
results strongly suggest that the relation between TLEs and VLF perturbations is highly
complex. Therefore further experimental studies are needed to understand better the link
between the TLE and VLF phenomena, that is, to learn more about the effects of lightning
discharges on the overlying lower ionospheric plasma.

The present paper aims at summarising the European contributions to this intriguing
field of research. VLF studies are presented which tackle a number of open questions.
These include the effects of lightning-induced TLE-producing electric fields on the lower
ionosphere and in turn on VLF wave propagation, the structure of the TLE-related ionisa-
tion changes (i.e. forward vs. backscatter), the role of intracloud discharges in the sprite
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generation process, and the magnitude of excess ionisation produced during sprite occur-
rences.

2 Instrumentation

In a response to the need for more experimental TLE studies, the Danish National Space
Center has been organising the so-called EuroSprite campaigns each summer since 2000.
The aim of these campaigns is to stimulate collaboration between a number of institutes
and to deploy a variety of instruments to study the different aspects of the TLE phenomena
(Neubert et al. 2005). The data used in the studies summarised in this review were collected
during the EuroSprite2003 and EuroSprite2005 campaigns. The essential components of the
observing system were two remote-controlled, low-light optical cameras, mounted on moun-
tain tops, in the Observatoire du Pic du Midi in the French Pyrénees and on Puy de Dôme
in the Central Massif in France. These provided the information on TLE occurrences. Data
on the cloud-to-ground and intracloud (IC) lightning activity was provided by the French
Météorage and SAFIR lightning detection systems. The core data used for the analyses pre-
sented herein were provided by VLF receivers. VLF observations were conducted at two
sites, on the island of Crete in Greece (35.31◦N, 25.08◦E) and at Nançay, France (47.38◦N,
2.19◦E). The Crete receiver was recording the amplitude and phase time series of VLF nav-
igation beacons operating at well-defined frequencies with a sampling frequency of 50 Hz.
The Nançay receiver was recording the VLF background noise in the 350 Hz–50 kHz range
with 100 kHz sampling frequency. It was possible to post-process this broadband signal and
extract from it narrowband VLF transmitter signal time series (Bainbridge and Inan 2003).

3 Summary of New Results

3.1 Sprites and Early VLF Perturbations

As emphasised in Sect. 1, the relationship between sprites and VLF perturbations still
constitutes an area of debate and ongoing research. The unique dataset of optical sprite
observations, lighting detection data and simultaneous VLF recordings collected dur-
ing the EuroSprite2003 campaign was exploited in an attempt to find out more about
the nature of the association between these two phenomena (Haldoupis et al. 2004;
Mika et al. 2005).

Figure 1 shows the locations of the +CG discharges produced by three thunderstorms
occurring over central France on 21 (circles), 22 (triangles), and 23–24 July 2003 (crosses).
The Pic du Midi cameras captured 27 sprites during a 70-minute period of the first storm
when the Météorage system reported a total of 1273 −CG and 207 +CG discharges. There
were only 2 sprites recorded during a short storm period on 22 July during which there
were 108 −CG and 18 +CG discharges observed by the lightning detection system. During
the last storm, the cameras observed 13 sprites during a period when 5148 −CG and 247
+CG discharges were detected. All the storms were situated at distances between ∼100
and 600 km to the southeast of the two French transmitters (HWV—18.3 kHz and HWU—
20.9 kHz), more or less along their GCPs to Crete. Due to the proximity of the storms to the
GCPs, these transmitter signals were likely to be perturbed by lightning-induced conductiv-
ity changes in the lower ionosphere above the storms.

Inspection of the sprite occurrence sequence and the VLF amplitude time series revealed
a striking coincidence between the detected sprites and the onsets of abrupt amplitude



492 Á. Mika, C. Haldoupis

Fig. 1 Locations of the +CG
discharges occurring during the
21–24 July 2003 sprite
observation periods. The marker
sizes are linearly scaled to the
peak current intensities. The
GCPs from the HWU and HWV
transmitters to the Crete and
Nançay (BB-VLF) receivers are
shown by dashed lines. OMP
marks the location of the optical
cameras in the Observatoire du
Pic du Midi in the French
Pyrenées. From Mika et al.
(2005)

Fig. 2 VLF amplitude time series recorded on Crete and the optical images of 11 sprites captured from OMP
during a 22-minute storm interval. All the sprites were accompanied by VLF perturbations. From Haldoupis
et al. (2004). Copyright 2004 American Geophysical Union. Reproduced by permission of the American
Geophysical Union

perturbations which were identified as early VLF events. This association is illustrated in
Fig. 2, which corresponds to a storm interval on 21 July when 11 out of the 27 sprites were
observed. The VLF time series display the signal amplitude in dB for the HWU–CR (HWU–
Crete) and HWV–CR links traversing the storm region, and the 22.1 kHz GQD (Anthorn,
Great Britain)–CR link north of the storm.
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In total, 24 out of the 27 sprites observed during the 21 July 2003 storm coincided with
an abrupt jump in VLF amplitude. High time-resolution plots showed that the perturbation
onsets occurred within about 20 ms (time resolution of the data) relative to the sprite times.
This signifies a sudden change in ionospheric conductivity produced directly by a process
relating to the sprite-causative +CG discharge perturbations. There were no VLF events
observed in relation to the numerous lighting discharges that did not produce sprites, which
included 180 +CG and 1273 −CG flashes.

Inspection of the entire dataset for the two storms during 22–24 July 2003 revealed early
VLF perturbations on the HWV signal amplitude in association with 12 out of the 15 ob-
served sprites. On the other hand, there were also 10 cases of early-like VLF perturbations
which were not accompanied by sprites. A re-examination of the optical images, which was
unfortunately possible only for three out of these ten events, led to the discovery of one
more sprite which, obviously, was missed originally, whereas for the other two cases the
discharges were too low on the horizon for the cameras to capture a possible sprite.

Taking into account the entire dataset considered here, 37 out of the 43 sprites observed
during 21–24 July 2003 were accompanied by VLF perturbations, that is, about 85%. On
the other hand, there were 9 VLF events which did not relate to observed sprites. These
results imply a close relationship between sprites and early VLF perturbations. The electron
density changes occurring during sprite events located close to the TX–RX GCP seem to
perturb VLF propagation in most cases, though they might not be the sole reason behind
early VLF events.

The statistical properties of the sprite-related VLF signatures were also assessed using
a sample of 26 selected events which had amplitudes higher than about 0.2 dB (since this
is the minimum perturbation that is clearly discernible without significant data process-
ing) and relatively low-level sferic contamination. Most of the perturbation magnitudes
were between 0.2 and 1.0 dB in line with existing statistics for early/fast events (Johnson
et al. 1999); there were also two events with magnitudes reaching values near 3.0 dB, de-
parting considerably from the rest. The recovery times were mostly between 20 and 150 s,
which compare well with those of early/fast events reported elsewhere (Strangeways 1996;
Rodger 1999). An interesting new observational fact is that in 12 cases the perturbation on-
set durations (the time between the abrupt onset and the time of the maximum mean level of
the amplitude perturbation) were larger than 100 ms and out of this subset 6 VLF events had
onset durations greater than 500 ms reaching values up to about 2 s. These perturbations,
termed ‘early/slow’, constituted a new category which had never been dealt with before.
Results from studies examining their properties in more detail (Haldoupis et al. 2006) are
presented in Sect. 3.5.

3.2 VLF Backscatter in Association with Sprites

The proximity of the 21–24 July sprite-producing storms at distances less than 500 km to
the southeast of the broadband VLF receiver (e.g., see Fig. 1) and the controversy in the
published observational results mentioned in Sect. 1 motivated a search for VLF backscatter
perturbations in association with the observed sprites. In order to identify VLF backscatter
signatures in the Nançay recordings, the HWV signal was extracted from the broadband
time series by applying the same narrowband digital filter which is employed in real time at
the Crete receiver and searched for sprite-related early VLF perturbations.

Inspection of the HWV–Nançay narrowband time series revealed only five cases out of
the 38 sprites for which broadband data were available to be accompanied by weak early-
like VLF perturbations having onsets coincident with the sprites. All five events occurred
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Fig. 3 Concurrent intervals of HWV signal amplitude time series showing sprite-related VLF perturba-
tions (marked by arrows) received on Crete through forward scattering (top) and at Nançay possibly through
backscatter (bottom) from conductivity changes in the lower ionosphere during sprite occurrences. From
Mika et al. (2005)

during the storm of 21 July which was the nearest one to Nançay, at about 100 to 200 km
to the southeast. No similar perturbations were identified to accompany the sprites captured
during the 22–24 July storms, possibly because these were located further away from the
receiver, at distances between about 230 and 500 km.

Figure 3 shows 23 minutes of recordings when 4 out of the 5 early VLF events were seen
in the HWV–Nançay signal (bottom panel). Also shown for comparison in the top panel
are simultaneous records from the HWV–Crete link. The sprite-related early VLF events
are marked by arrows. As seen, there were 10 early VLF perturbations in the HWV–Crete
time series, all in relation to sprites, but only four of these had counterparts in the HWV–
Nançay signal. As evidenced by Fig. 3, the Nançay perturbations were considerably weaker
than those observed at Crete, having magnitudes less than 0.2 dB. In addition, these few
backscatter events did not appear to have any preference to either the early/fast or early/slow
VLF perturbations. The HWV recordings were investigated for backscatter-like signatures
also for the storms of 27 July, 22, 24, 25, and 28–29 August 2003, when broadband data
was available for a total number of 47 sprites. During these storms, the +CG discharges
detected by Météorage were located at distances larger than about 300 km from the HWV–
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Nançay GCP. The results of the search were negative, there were no early VLF perturbations
identified during the entire duration of the storms, probably due to their larger distances from
the GCP.

In summary, considering the entire number of sprites recorded, only about 5% associ-
ated with identifiable backscatter-like VLF perturbations. Taking into account only those
events which were located at distances less than about 500 km from the Nançay receiver
this ratio becomes 7%, a figure which departs considerably form the one-to-one relationship
reported by Dowden et al. (1996b). Note that the weak backscatter-like perturbations were
observed during a single storm situated closer than 200 km to the Nançay receiver. In con-
trary to the findings of Marshall et al. (2006) there was no relationship between the sprite
morphology (meaning here single sprites vs. large clusters) and the existence of backscatter.
Alternatively, there might be another explanation for the presumed backscatter perturba-
tions (substantiated by the findings of Mika et al. 2006 and also mentioned in Marshall et
al. 2006). The distances of 100–200 km from the +CG location to the Nançay receiver can
place these events in a disturbed ionospheric region associated with undetected sprite halos
or elves (the possibility for the latter is examined in Sect. 3.7) that may overlap the receiver.
Then, in this case, the early VLF signatures observed at Nançay may be the result of a direct
change in the local propagation conditions (e.g. change in the reflection height) and thus not
associate necessarily with VLF backscatter.

3.3 Long-Delayed Sprites

It is widely accepted that sprites initiate a few milliseconds after a +CG discharge accom-
panied by charge moment changes sufficiently large to set up a strong enough QE field in
the upper atmosphere that is capable of causing locally an electrical breakdown. Despite
this conviction, however, the nature of the relation between sprites and their causative +CG
discharges is not yet clear and well understood. This is particularly true for the so-called
long-delayed sprites, believed to represent a small percentage in which the sprite onsets
are delayed relative to the +CG discharge by more than 30 ms (e.g., see Bell et al. 1998;
Cummer and Füllekrug 2001). In the following, results from studies investigating the delays
between sprites observed during the EuroSprite2003 campaign and the +CG discharges
preceding their occurrence using lightning and VLF observations are presented (Mika et al.
2005).

First, the distribution of the time difference between the sprite occurrence and the time
of the nearest +CG discharge preceding it up to ∼300 ms was investigated. A total of 103
sprites were used, observed during the storms of 21–27 July (44 sprites) and of late August
2003 (59 sprites). Since the sprite images were taken over 20 ms and their times were correct
to within ±12 ms, +CG discharges preceding or following the sprite time by about 30 ms
were taken to be nearly coincident, and considered as causative to the sprites. 64 out of the
103 sprites observed, that is ∼62%, were accompanied by +CG discharges occurring near
their onset time. These were termed ‘short-delayed’ sprites. From the rest, 30 sprites (∼29%)
were lagging the +CG discharge by times ranging from about 30 to 220 ms (termed herein
‘long-delayed’), whereas 9 sprites (∼9%) were not preceded by any +CG discharges up to at
least 2.5 s prior to their occurrence. This means that nearly 40% of the observed sprites were
either long-delayed or had no relation to a causative +CG discharge. Given that Météorage
is a state-of-the-art lighting detection system having adequate coverage and a high detection
efficiency of more than 90%, it is unlikely that it had missed such a high number of causative
discharges. On the other hand, the software algorithms of systems such as Météorage are
known to occasionally reject large lightning discharges with complex waveforms (typically
+CGs), meaning that Météorage is more likely to miss sprite-associated CGs.
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Fig. 4 Typical examples of
broadband VLF data recorded at
Nançay (top) 250 ms before and
after a short-delayed (left) and a
long-delayed (right) sprite. The
sprite observation time is marked
by two vertical dashed lines
accounting for both the image
exposure time of 20 ms and the
time uncertainty of 12 ms. CG
discharges recorded by
Météorage are shown in the
bottom panels. From Mika et al.
(2005)

To further investigate the relation between sprites and preceding +CG flashes, the
Nançay broadband VLF time series were inspected in order to assess the radio-sferic ac-
tivity accompanying these events. VLF observations can more accurately link lightning ac-
tivity to sprite occurrence, since all lightning discharges produce sferics and the receiver
sferic-detection efficiency for CG discharges is precisely 1 at such short distances to the
thunderstorm (from about 100 to 1000 km). Therefore, sferic detection could also identify
the ∼9% of CG discharges which were apparently missed by the lightning detection net-
work. Since broadband measurements were carried out from 21:00 to 03:00 UTC only, VLF
recordings were available only for 51 short-delayed, 28 long-delayed, and 6 no +CG-related
sprites. Close inspection of the Nançay VLF time series revealed the presence of a burst of
sferic activity coincident with the +CG discharge always in relation to the short-delayed
sprites. On the other hand, there was no significant level of sferic activity present in the
broadband VLF signal during the observation times of the long-delayed sprites. Also, there
were no additional sferics corresponding to potential causative CG discharges missed by
Météorage which endorses that these events were indeed long-delayed sprites. As for the
6 sprites which, according to Météorage, were not preceded by a +CG discharge up to at
least 2.5 s prior to their occurrence, the broadband VLF records revealed sferic clusters oc-
curring simultaneously with all of them. This suggests that Météorage had indeed missed
the causative discharges of these sprites. These data showed, for the first time, that the short-
and long-delayed sprites occur with a ratio of about 2:1, which is much smaller than thought
previously.

The radio-sferic and CG lightning activity for the short-delayed (left) and long-delayed
(right) sprites is shown in Fig. 4. The left panel of Fig. 4 shows a strong burst of sferics in
connection with the short-delayed sprite and its causative +CG discharge. The example in
the right panel is representative of the long-delayed sprites showing only weak sferic activity
during the sprite observation time.

An explanation put forward for the long-delayed sprites assumes the presence of long-
lasting cloud-to-ground continuing currents flowing after the return stroke of the +CG dis-
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charge (Bell et al. 1998; Reising et al. 1999; Cummer and Füllekrug 2001) which neutralise
charge on a relatively long timescale. This leads to a gradual build-up of the QE fields in the
upper atmosphere which, when the field strength exceeds the air breakdown threshold, gen-
erate sprites. The VLF data used here cannot provide direct evidence either for or against
this mechanism. On the other hand, in order to achieve such long-lasting continuing cur-
rents, a significant in-cloud component is required to feed the +CG discharge. In the next
section, results from studies on the role of IC discharges in the sprite generation process are
presented (van der Velde et al. 2006).

3.4 Intracloud Lightning Activity and Sprite Morphology

There exist a number of modelling studies (e.g., Valdivia et al. 1997; Rycroft and Cho 1998)
and observations of spider lightning (Stanley 2000) accompanying sprites which suggest that
IC discharges might play an important role in the sprite generating process. The existence
of long-delayed sprites also substantiates this idea since it suggests a gradual build-up of
the mesospheric electric fields due to long-lasting charge neutralisation by the continuing
current and probably IC currents feeding it (Uman 2001, p. 171). Further observational
evidence was provided by broadband VLF and ELF observations which revealed IC sferic
clusters accompanying sprites (Ohkubo et al. 2005). It must be noted, that in the following,
the term intracloud lightning is meant to describe all phases of lightning in the cloud or air
involved in one flash event including leader activity accompanying a CG flash.

Sprite-producing thunderstorms traversed the area covered by the SAFIR lightning detec-
tion system, capable of detecting IC discharges (for a description of the shortcomings of in-
terferometric systems see e.g., Mazur et al. 1998), on three nights during the EuroSprite2003
campaign. The best quality data were obtained during the night of 23–24 July 2003, when
15 sprites were observed from Pic du Midi. Broadband VLF observations were made by
the Nançay receiver which was expected to detect sferics related to IC discharges occurring
in the nearby (<500 km) thunderstorm. The sprite events were classified according to their
morphology into two groups, column (narrow, straight, short, mostly uniform elements) and
carrot (taller, irregular shapes, usually with well-visible streamers extending upwards and
downwards from a bright body) sprites and their characteristics compared. Apart from their
distinct shapes, these two groups seem to also be related to somewhat different physical
processes. E.g., McHarg et al. (2007) observed that column sprites are initiated by down-
wards propagating (negative) streamers while in the case of carrot sprites upward moving
(positive) streamer heads are also present.

Column sprites were found to associate with relatively few (3 to 8) very high frequency
(VHF, 30–300 MHz) IC sources in a ±250 ms time interval (relative to the start of the video
frame), as detected by the SAFIR system. They followed the +CG closely, with delays up
to 40 ms, having an average value of 12 ms relative to the start of the video frame integra-
tion time of 20 ms. Thus these events classified as short-delayed sprites, in accord with the
analysis presented in Sect. 3.3.

The average duration of VLF sferic clusters was about 25–30 ms for column sprites.
Figure 5 shows the VLF and lightning data for a typical column sprite event. Both the broad-
band VLF time series (top) and the corresponding spectrogram (middle) show a short burst
of VLF sferic energy (lasting for about 30 ms) in the time frame when the sprite occurred
(marked by the two vertical dashed lines) corresponding to a +CG discharge detected by
Météorage (bottom).

All carrot sprites associated with a relatively large number (between 17 and 88) of VHF
IC sources. The delay between the +CG discharges and the sprites ranged from 18 to
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Fig. 5 East-west component of the broadband VLF signal intensity (top, in arbitrary units) and the corre-
sponding VLF spectrum (middle, dB) 250 ms before and after a column sprite event. The two vertical dashed
lines indicate the sprite observation time, accounting for the video frame integration time of 20 ms plus the
timing uncertainty of 12 ms. The bottom panel shows the peak currents of CG discharges recorded by Météor-
age (red) and the VHF sources detected by SAFIR (black), the latter scaled arbitrarily. From van der Velde
et al. (2006). Copyright 2006 American Geophysical Union. Reproduced by permission of the American
Geophysical Union

Fig. 6 Same as in Fig. 5 but for a carrot sprite event. From van der Velde et al. (2006). Copyright 2006
American Geophysical Union. Reproduced by permission of the American Geophysical Union

205 ms, with an average value of 63 ms thus carrot sprites classified, on average, as long-
delayed sprites. This suggests that continuing currents are likely playing a role in the gen-
eration of carrot sprites. The duration of the VLF clusters was also longer, with averages of
100–110 ms. Figure 6 shows the VLF time series (top), the corresponding spectrogram (mid-
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dle), the Météorage cloud-to-ground strokes, and the VHF sources detected by the SAFIR
system (bottom) for a typical carrot sprite event.

The results presented in this section show that the IC phase of a lightning discharge
plays an important role in the generation of carrot sprites but appears relatively unimportant
for column sprites. The physics behind this role is far from being clear and needs to be
further studied. These results seem to indicate that carrot sprites associate with longer-lasting
continuing currents which help to build-up and sustain strong electric fields in the upper
atmosphere for a longer time than in the case of column sprites.

3.5 An Explanation for Early/Slow VLF Perturbations

As described in Sect. 1, early/fast events are abrupt perturbations in the amplitude and/or
phase of subionospheric VLF transmissions occurring within 20 ms of a causative CG light-
ing discharge (i.e., early) having rapid onsets (<20 ms, i.e., fast) followed by relatively long
signal recoveries ranging from about 10 to more than 100 seconds. In this section, recent
studies are summarised which provide evidence showing that a sizable group of sprite-
related early VLF perturbations do not display a ‘fast’ onset, instead they have long on-
set durations of 100 ms to 2 seconds and thus were labelled ‘early/slow’ events (Haldoupis
et al. 2006). The existence of slow onsets implies an underlying mechanism which causes
a gradual build-up of ionisation following a causative CG discharge. Next, the observed
characteristics of early/slow events are presented and the physical mechanism proposed in
(Haldoupis et al. 2006) is described.

The analyses presented herein were based on data collected during the EuroSprite2003
and 2005 campaigns (see Sect. 2). VLF data of the 18.3 kHz transmitter, collected on Crete
during 85 sprite events, 75 from four different storms on the nights of 21–24 July and 28–29
August 2003, and 10 from 29 July 2005 were analysed and lead to the identification of 73
early VLF events. From this dataset, only the VLF perturbations with clearly discernible
onsets were kept for further inspection which reduced the number of usable events to 27.
Out of these 27 VLF events, at least 15, that is, about 55% of the cases, classified clearly
as early/slow, 8 events were early/fast, whereas the rest exhibited rather complicated onsets
(a few associated with closely spaced sequential sprites), which made their categorisation
ambiguous. Figure 7 displays typical examples of early/slow and early/fast perturbations
along with the images of the sprites associated with them. The sprite onset is marked by the
dashed line. The early/fast event (bottom panel) has an instant (fast) onset followed by the
usual signal recovery of several tens of seconds. On the other hand, the early/slow signature,
shown in the top panel, has a slow onset, characterised by a gradual growth which lasts for
∼1.0 to 1.5 s. The recovery back to pre-onset signal levels is similar in duration to that of
the early/fast events.

The early/slow events were analysed in conjunction with high-resolution broadband VLF
recordings made at Nançay and Météorage lightning data. The storms under considera-
tion were located in central France at distances ranging between 100 and 400 km from the
Nançay receiver which made the detection of sferics radiated by IC discharges possible.
The analysis revealed a recurring lightning pattern for early/slow events which displayed the
following characteristics: 1) Météorage recordings showed a post-onset sequence of a few
individual CG discharges originating from the same area. 2) The Nançay VLF time series
showed a large number of relatively weak and densely-clustered sferics which were not seen
by Météorage and thus probably originated from IC discharges. 3) The sferic clusters some-
times initiated before the sprite but mostly occurred after it and coincided with the VLF per-
turbation onset growth. 4) The IC sferic clusters originated from about the same storm area.
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Fig. 7 Typical sprite-related early/slow (top) and early/fast (bottom) VLF perturbations. The optical images
of the corresponding sprites are shown on the right. From Haldoupis et al. (2006). Copyright 2006 American
Geophysical Union. Reproduced by permission of the American Geophysical Union

During EuroSprite2005 the Crete VLF station operated also as a single-channel broad-
band receiver. This provided the possibility of testing if the cluster of sferics, observed at
Nançay simultaneously with the growth phase of early/slow events, was indeed caused by
IC discharges. This relies on the fact that IC lightning sferics are not expected to propagate
at large distances (e.g., see Johnson and Inan 2000), thus they should not be observable on
Crete, more than 2000 km away from the storms in France. This was confirmed by analysing
two early/slow events observed in relation to sprites during a brief storm on 29 July 2005.
The findings are summarised in Fig. 8. As seen in the bottom panel, Météorage detected at
least 6 +CG flashes following the sprite-causative +CG discharge, all originating from the
same region. The related early/slow event shown in the third panel, started with the sprite
and had a growth phase of about 2 s, accompanied by a strong burst of numerous sferics
seen by the Nançay broadband VLF receiver (second panel). The angles of arrival of these
sferics (not shown here) all pointed towards the storm region under consideration. The Crete
receiver detected only a small number of discrete sferics all in relation to the CG discharges
seen by Météorage. It did not detect the sferic clusters seen at Nançay, probably because
these were due to IC lightning and thus could not propagate at distances larger than some
500 to 800 km (e.g., see Johnson and Inan 2000). In contrary, the onsets of the early/fast
events were not accompanied by enhanced clusters of sferics.

A mechanism behind the early/slow events needs to explain why soon after a sprite, the
VLF perturbation undergoes, for about 1 to 2 s, a gradual growth to a maximum amplitude
instead of an abrupt jump as in the case of the early/fast events. This suggests a process of
gradual ionisation build-up initiated by the sprite breakdown which seems to be compatible
with the presented observations showing the onsets of early/slow events to be accompanied
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Fig. 8 An early/slow event seen
on Crete (third panel) compared
to CG lightning strokes (bottom
panel) and broadband VLF data
recorded near the storm at
Nançay (second panel) and about
2200 km away from the storm on
Crete (top panel). The two
vertical dashed lines mark the
occurrence of the sprite which
was seen in two successive video
frames. From Haldoupis et al.
(2006). Copyright 2006
American Geophysical Union.
Reproduced by permission of the
American Geophysical Union

by a burst of lightning activity, comprised of a few discrete CG strokes and clusters of IC
discharges. The following scenario was proposed for early/slow events: The sprite-causative
+CG discharge and the associated charge moment change set up a QE field above the thun-
derstorm that causes electric breakdown, triggers the sprite and creates some extra ionisation
in the upper D region. However, this ionisation production is not strong enough to raise the
lower-ionospheric conductivity so much that it would prevent the electric fields related to
further discharges from penetrating to higher altitudes. Next, the enhanced CG and IC light-
ning activity that follows the sprite onset generates QE and EMP (electromagnetic pulse)
fields which penetrate in the upper D region and energise the electrons further, which leads
to additional (secondary) ionisation. Since the times of interest (0.5 to about 2 s) are much
shorter than the electron lifetimes at these altitudes, this process can lead to electron density
accumulation which can account for the growth phase, or the long onset duration, of the
early/slow events. In this scheme, IC discharges may play the key role as suggested by the
VLF and lightning observations. The radiation pattern of horizontal IC discharge channels
has a maximum of the emitted energy directly above the discharge and thus they are optimal
sources of vertical EMP heating of the upper D region. Also, EMP fields can penetrate more
easily to higher altitudes compared to QE fields because of their much shorter time scales
due to which ambient conductivity shielding is much less severe. Furthermore, the absence
of additional sprite displays in relation to the observed post-onset +CG discharges argues
against important CG lightning-induced breakdown effects in the overlying ionosphere. All
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this suggests that the EMP role in secondary ionisation production is possibly much more
decisive than that of QE fields.

The proposed mechanism is consistent with the observation of enhanced clusters of IC
discharges accompanying the growth phases of early/slow perturbations. A key element is
that the sprite breakdown is needed for producing seed electrons in the upper D region,
which then can be energised to produce additional (secondary) ionisation under the action
of subsequent EMPs. A key implication of this interpretation is the production of diffuse
regions of elve-like or halo-like optical emissions above the storm during the growth phase
of early/slow events since the energy thresholds for excitation are smaller than those required
for ionisation. However, these would probably be weak and short-lasting (<1 ms), as in the
case of elves. The existence of these weak emissions and thus the validity of the proposed
interpretation remains to be proved or disproved by carefully designed experiments using
high-speed optical imagers and photometers.

3.6 Estimating D-Region Electron Density Changes Related to Sprites

There are no conclusive measurements of sprite-related ionisation available to date, therefore
any bit of independent information constitutes a valuable input for sprite-generation models
and theoretical interpretations. Previous studies of modelling VLF scattering off the sprite
plasma and comparing the results to VLF observations by Rodger et al. (1998a) estimated
an increase in the D-region electron density of more than a factor of 104 at 75 km. Roussel-
Dupré and Blanc (1997) observed HF (high frequency, 3–30 MHz) radar echoes attributed to
reflection off the sprite plasma, requiring minimum electron densities of 6 × 104–105 cm−3

at 55–65 km altitudes, corresponding to relative electron density enhancements of about 7
to 8 orders of magnitude.

In the study presented in this chapter, a D-region chemistry model, originally developed
for modelling the recovery times of lightning-associated VLF LEP (Lightning-induced Elec-
tron Precipitation) perturbations (Glukhov et al. 1992; Pasko and Inan 1994), was applied to
estimate the electron densities involved in sprite events. The model accounts for four con-
stituents: electrons (Ne), single positive ions (N+), single negative ions (N−), and positive
cluster ions (N+

x ); and six different charge exchange processes: attachment, detachment,
dissociative recombination, recombination of positive cluster ions, ion–ion recombination
(mutual neutralisation), and conversion of positive ions into positive cluster ions, charac-
terised by their rate coefficients: β , γ , αd, αc

d, αi, and B , respectively. The values of these
coefficients can be found in Glukhov et al. (1992) and Pasko and Inan (1994). The time
evolution of each of the four constituents obeys its own continuity equation, which together
form the following system of ordinary differential equations (Glukhov et al. 1992):

dNe

dt
= I + γN− − βNe − αdNeN

+ − αc
dNeN

+
x (1a)

dN−

dt
= βNe − γN− − αiN

−(N+ + N+
x ) (1b)

dN+

dt
= I − BN+ − αdNeN

+ − αiN
−N+ (1c)

dN+
x

dt
= −αc

dNeN
+
x + BN+ − αiN

−N+
x . (1d)

Here I is the electron (and consequently positive ion) production term which can be ex-
pressed as I = νiNe, where νi is the ionisation rate which is a function of the electric field
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Fig. 9 Model fits of observed VLF perturbation recoveries. The left panels show recoveries from an initial
electron density of 100 × Ne0, the middle ones from 1000 × Ne0, and the right panels from 10000 × Ne0.
Each row corresponds to a different VLF event (solid line), representing short (top), medium (middle), and
long (bottom) recovery durations for altitudes of 75 (dashed), 80 (dotted), and 85 km (dash-dotted)

(Papadopoulos et al. 1993). In order to model the relaxation of excess ionisation, the ordi-
nary differential equation system (1) was solved numerically to produce the excess ionisa-
tion followed by the electron density relaxation. The ambient number densities of the four
species, constituting the initial conditions for solving the equations, were extracted from
their altitude profiles given in Glukhov et al. (1992). The model was set to produce different
electron density enhancement levels Ne by manipulating the electric field properties (dura-
tion, peak amplitude) entering the electron and ion production term I . Then, by selecting
values for the reaction rates corresponding to specific altitudes, it was possible to model the
electron density relaxation at a given altitude.

Modelled electron density relaxation times were computed for altitudes of 75, 80, 85 km
and initial electron densities of 100, 1000, and 10000 times the ambient values. The model
results were then compared to observed VLF perturbation recoveries to provide some esti-
mates on the electron density enhancements occurring during sprite events in the lower D
region. Figure 9 shows three examples of early VLF events, representing short (∼30 s), av-
erage (∼100 s), and long (∼250 s) recovery times. The modelled curves were superimposed
on the measured early VLF amplitude recoveries, and normalised to their maximum values.

Early VLF events with short recoveries (<50 s) could be modelled assuming regions of
large electron density enhancements of up to about 104 times the ambient values confined
at lower altitudes around 75 km. VLF perturbations with recovery times around 100 s could
be reproduced by the model by considering electron density elevations around 80 km, hav-
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ing an initial value about 103 times the undisturbed electron density levels. Finally, long
recovery early VLF events (>200 s) could be accounted for by taking relatively low elec-
tron density enhancements (∼102 times the ambient values) to be located at upper D-region
altitudes, at ∼85 km. In the 75–85 km altitude range the key electron loss process governing
the recoveries of the early VLF events is electron–ion recombination. Taking into account
this and considering the dynamics of the sprite-producing QE fields a simple explanation
can be put forward as follows. Strong and long-lasting QE fields are expected to exceed the
breakdown threshold and produce large excess ionisation levels at upper D-region heights
(say at ∼75 km) without significantly affecting higher altitudes because of drastic conduc-
tivity shielding effects. In this case, an early VLF event will have a short recovery phase
not only because electron attachment is still effective at lower heights but also, and pos-
sibly mainly, because the electron–ion recombination losses will be higher there since the
produced electron densities are high. On the other hand, a weaker QE field can penetrate to
higher altitudes near the VLF reflection height before exceeding the breakdown threshold
and produce some, relatively weak, ionisation. This may also result in an early VLF pertur-
bation which now, however, will last longer (recover slowly) because electron attachment
in this region is small to negligible, and the main electron loss process, that is, electron-ion
recombination, will be slow since it depends strongly on electron density (∼N2

e ), which is
now lower at these heights.

The results described herein indicate that electron density enhancements related to sprites
can vary over two orders of magnitude and can be concentrated at a range of altitudes from
about 75 to 85 km. This, in addition to the observed strong forward scattering, suggests that
the early VLF perturbations observed on Crete in association with sprites relate to electron
density enhancements corresponding to the upper diffuse sprite regions and/or associated
halos in line with the findings of Barrington-Leigh et al. (2001) and Moore et al. (2003).

3.7 Elves and Early VLF Perturbations

Electromagnetic pulses released by lightning discharges into the lower ionosphere can
lead to momentary optical emissions called elves (e.g., see reviews by Rowland 1998
and Rodger 1999). These phenomena appear at altitudes between 75 and 105 km as a
rapidly expanding ring of luminosity reaching lateral extents of about 500 km. Elves are
visible for less than 1 ms, which makes their detection from the ground rather difficult.
They can be captured from space more easily due to the much lower atmospheric atten-
uation rates and unobstructed viewing conditions (Chern et al. 2003). Theoretical mod-
els predict that in addition to optical emissions, impact ionisation of N2 can also be
caused by an EMP at 80–95 km altitudes, leading to electron density enhancements from
a few to a few tens of per cent (Taranenko 1993). Successive EMPs can cause a den-
sity increase of many hundreds of per cent of the ambient values (Taranenko et al. 1993;
Rodger et al. 2001), affecting a large area of ∼3 × 105 km2 (Barrington-Leigh and Inan
1999). At lower altitudes, where electrons are only mildly heated, dissociative attachment
to molecular oxygen dominates, leading to decreases in the electron density of several
per cent (Inan et al. 1996; Sukhorukov et al. 1996). The anticipated electron density en-
hancements due to ionisation and the depletions caused by dissociative attachment lead to
a sharpening of the electron density profile in the upper D region. At elve-altitudes this
ionisation is expected to be lasting for a few to many minutes (e.g., Rodger et al. 2001;
Rodger and McCormick 2004) and may affect VLF radio wave propagation inside the
Earth-ionosphere waveguide (Taranenko 1993). For instance, the name ‘elves’ was orig-
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inally introduced by Fukunishi et al. (1996) as an acronym for ‘Emissions of Light and
VLF perturbations due to EMP Sources’, although there were no reports of accompanying
VLF perturbations. In his review, Rodger (2003) pointed out that, despite the efforts, ex-
perimental evidence in favour of elve-related ionisation was still lacking. Recently, Mende
et al. (2005) presented indirect evidence of electron density enhancements in relation to
an elve event observed by the ISUAL (Imager of Sprites and Upper-Atmospheric Light-
ning) instrument onboard the Taiwanese FORMOSAT-2 satellite. They combined multi-
wavelength photometric observations and theoretical model results and estimated the av-
erage electron density to be ∼210 electrons cm−3 over a circular region with a diameter
of ∼165 km at ∼90 km altitude having an assumed vertical extent of 10 km. A direct evi-
dence of elve-related ionisation changes would be the detection of VLF perturbations oc-
curring in association with elves. However, this topic has received little attention so far and
the few published studies referring to the topic (Hobara et al. 2001; Hobara et al. 2003;
Dowden et al. 1996c) did not provide proof of ionisation production in relation to elves.

The study summarised herein and published in Mika et al. (2006) aimed at investigating
the existence of elve-related VLF perturbations which would constitute direct evidence of
electron density changes caused by the elve-generating lightning EMP. For this purpose,
a large dataset comprising both ground- and space-based optical observations was used.
Five elve events captured during the EuroSprite2003 campaign were analysed along with
the largest dataset of elves used for VLF studies so far, collected by the ISUAL instrument
of the FORMOSAT-2 satellite (Chern et al. 2003). VLF data for the elves observed over
Europe were supplied by the Crete and Nançay receivers, while for those observed over
North America data were obtained from various Stanford University VLF receivers located
in the United States and Antarctica.

During the two month duration of the EuroSprite2003 campaign, six elves were captured
by the optical cameras on Pic du Midi on the nights of 22–24 July 2003. The locations of
the storms are shown in Fig. 1. VLF data were available for five events, from the Crete and
Nançay receivers. The perturbation magnitudes varied from 0.15 to 0.4 dB and the onset du-
rations were in the range of 20 ms–2 s, including both early/fast and early/slow type events,
while the relaxation times were ∼2–3 min. The elve-producing discharges were all located
at ∼1950 km from the Crete receiver, at distances <650 km from the TX–RX GCPs.

In order to get more insight into the nature of the relationship between elves and VLF
perturbations, a large dataset of satellite-based elve observations was analysed in conjunc-
tion with VLF recordings. The dataset consisted of 18 elves observed over Europe between
October 2004 and March 2005 and 282 captured over North America between July 2004 and
July 2005 by the ISUAL payload of the Taiwanese FORMOSAT-2 satellite. Out of the 18
elves observed by ISUAL over Europe VLF data was available for 17 events from the Crete
receiver. The GCPs of the transmitters monitored during this period to the Crete receiver are
shown in Fig. 10 along with the locations of the elve-producing lighting discharges (marked
by circles). Eight elves were situated at lateral distances less than ∼300 km to the closest
GCP, while the rest were located between ∼550 and 1150 km. Six VLF perturbations were
observed on multiple links in association with three elves (marked by numbered circles on
Fig. 10) which were all located close (at <500 km) to the GCPs. The distances to the Crete
receiver were ∼400–950 km. All perturbations were of the early/fast type having onset du-
rations of <50 ms and magnitudes in the range of 0.2–0.7 dB.

All three early VLF perturbations seen in the HWV transmitter (18.3 kHz) signal had
relaxation times of ∼2 min. The VLF events identified in the higher frequency NAA
(24.0 kHz) and NRK (37.5 kHz) signals had a slower relaxation which was eventually
masked by other variations in the signal level. This suggests that the higher frequency waves,
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Fig. 10 Locations of the elves
observed by the ISUAL payload
over Europe (circles) during the
October 2004–March 2005
period, along with the GCPs from
the VLF transmitters to the Crete
receiver. The elves accompanied
by VLF perturbations are marked
by numbers. From Mika et al.
(2006)

which reflect from higher electron densities and therefore can penetrate to higher altitudes,
detected the upper, and thus longer-lived, regions of the EMP-induced ionisation perturba-
tions.

As for the 282 elves observed by the ISUAL over North America, VLF data was sup-
plied by eight receivers, four of them being part of the Stanford HAIL (Holographic Array
for Ionospheric and Lightning research) network (Johnson et al. 1999): Cheyenne, Boul-
der, Parker, and Las Vegas, while the other four being the Taylor, Boston, Arecibo receiver
sites and Palmer station in Antarctica. The VLF receiver specifications were identical to
those of the Crete station (see Sect. 2). Amplitude and phase time series from the NPM
(21.4 kHz, Lualualei, Hawaii), NAA (24.0 kHz, Cutler, Maine), NLK (24.8 kHz, Arlington,
Washington), and NAU (40.75 kHz, Aguada, Puerto Rico) VLF transmitters were recorded
daily from 01:00 to 13:00 UTC, except for Palmer station which was operating synoptically
(recording for only 10 minutes out of every hour). VLF data was only available for 51 elves
out of the 282, in most cases for multiple TX–RX combinations. 42 out of the 51 elves were
situated at lateral distances less than 500 km from the nearest GCP, whereas the distances
of the elves from the receivers were >2000 km, that is, much larger than those found pre-
viously for the European sector (<1200 km). The amplitude and phase time series were
thoroughly analysed for each receiver–transmitter combination, but no perturbations were
found to accompany the elves.

In summary, all five elves captured during EuroSprite2003 were accompanied by VLF
perturbations seen in the HWV and GQD signals. Out of the 17 elves observed by ISUAL
over Europe three were accompanied by early/fast VLF perturbations seen on multiple
transmitter–receiver GCPs. In contrary, there were no VLF perturbations accompanying
any of the 51 elves observed by ISUAL over North America, which, however, occurred
at rather large distances from the receivers. The occasional existence of early VLF pertur-
bations accompanying elves constitutes a clear proof of electron density changes caused by
the elve-generating lightning EMP.

The observations summarised here showed for the first time that the ionisation changes
caused by the lightning EMP can occasionally be detected via VLF remote sensing. How-
ever, the possibility of detection seems to be highly dependent on the observing geometry.
It is interesting that no VLF perturbations were observed in relation to the numerous elves
captured over North America. One possible reason can be that these events were located
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at distances >2000 km from the receivers, while those observed over Europe were much
closer. Theory and numerical calculations predict strong inter-modal scattering upon inci-
dence on lower-ionospheric ionisation enhancements (e.g., see Nunn 1997). These modes
can be attenuated over the long propagation distances to the receiver and thus the VLF per-
turbations can be masked by noise. Another reason can be the absence of ionisation during
elves in cases when the EMP intensity is enough to excite optical emissions (the electron
energy threshold is ∼7.5 eV for the first positive band of N2), but it is insufficient to produce
ionisation due to the higher energies (15.6 eV for N2) required for this process. This can be
either due to the low intensity of the EMP or to high ambient electron densities. In the latter
case, the electron mean free path is so short that the electric energy goes into excitation
during the frequent collisions rather than ionisation which would require that the electrons
attain higher energies by being accelerated by the electric field over larger distances.

4 Summary

The new contributions from the European VLF studies of TLE-related phenomena can be
summarised as follows: 1) Sprites occurring close to a TX–RX GCP and also to the VLF
transmitter are found to be nearly always accompanied by early VLF perturbations. This and
more evidence from the observed recovery times of the perturbations are indicative of strong
forward VLF scattering from a region of diffuse ionisation enhancement that develops dur-
ing a sprite, generated by QE fields impacting on the upper D region above about 75 km.
2) Early VLF perturbations due to wide-angle VLF scattering (also backscatter) from con-
ductive filamentary structures associated with the sprite discharges might also occur but are
weak and infrequent relative to the strong forward scatter events. The VLF perturbations
possibly due to backscatter were observed to accompany only about 5% of the sprites, a
much smaller number than it is predicted by scattering theories. 3) Long-delayed sprites
were observed to occur much more frequently than thought before, since about 30% of the
sprites were delayed with respect to their causative +CG discharges by more than 30 ms up
to 220 ms. Apparently, these sprites are caused by QE fields which build up slowly during
long continuing currents and thus reach the levels needed for excitation and air-breakdown
later compared to short-delayed sprites. 4) Sprite morphology appears to be affected by
intracloud lightning. As evidenced by broadband VLF recordings and lightning detection
measurements, carrot sprites are concurrent with bursts of sferics of intracloud origin, while
such action is absent in column sprites. Moreover, carrot sprites seem to fall in the category
of long-delayed sprites, while column sprites are on average short-delayed. This suggests
that carrot sprites associate with IC discharge processes and long-lasting continuing cur-
rents, leading to electric fields which exceed the air breakdown thresholds for longer times.
5) A new category of early VLF perturbations in relation to sprites was discovered. These
are characterised by a slow onset duration or growth. Their onset is nearly coincident with
the sprite (early) but is followed by a slow growth lasting up to ∼2.5 s. These events were
named ‘early/slow’ in contrast to the well known ‘early/fast’ perturbations having short on-
set durations of about 50 ms or less. There is evidence suggesting that early/slow events
are due to secondary ionisation build-up in the D region caused by subsequent intracloud
discharges. 6) Lightning-induced electron density relaxation times were computed using a
D-region model which accounts for charge exchanges between four types of charged par-
ticles and various electron loss mechanisms. Model results were fitted to early VLF event
recoveries to infer estimates of electron density enhancements and their altitudes of occur-
rence. Early VLF perturbation recovery times from about 20 to more than 250 s could be
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explained by assuming electron density increases of ∼102 to 104 times the ambient values
at altitudes between ∼75 and 85 km. 7) Elves, which are theoretically understood in terms
of molecular excitation produced by strong EMPs impacting on the upper D region—lower
E region of the ionosphere, are sometimes accompanied by early VLF perturbations similar
to those seen with sprites. This implies the presence of ionisation production during elves
providing experimental proof corroborating EMP theories.
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Abstract The paper is related to specific emissions at frequency <3 MHz observed by
the low altitude satellite DEMETER in relation with the thunderstorm activity. At its
altitude (∼700 km), the phenomena observed on the E-field and B-field spectrograms
recorded by the satellite are mainly dominated by whistlers. Particular observations per-
formed by DEMETER are reported. It concerns multiple hop whistlers and interaction be-
tween whistlers and lower hybrid noise. Two new phenomena discovered by the satellite are
discussed. First, V-shaped emissions up to 20 kHz are observed at mid-latitude during night
time. They are centered at the locations of intense thunderstorm activity. By comparison
with VLF saucers previously observed by other satellites in the auroral zones it is hypothe-
sized that the source region is located below the satellite and that the triggering mechanism
is due to energetic electrons accelerated during sprite events. Second, emissions at frequency
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∼2 MHz are observed at the time of intense whistlers. These emissions are produced in the
lower ionosphere in probable relation with Transient Luminous Events (TLEs).

Keywords Lightning · Ionosphere · VLF and HF emissions: whistlers

1 Introduction

DEMETER is a satellite devoted to the study of ionospheric perturbations in relation with
the seismic and anthropogenic activities. Its payload consists of wave and particle analy-
sers. Concerning the wave experiment the main phenomena observed by DEMETER are
whistlers. They are observed mainly during night time at low and mid latitudes. Since the
pioneering work of Storey (1953) a multitude of papers have been published dealing with
the generation, propagation, and the effect of such ionospheric and magnetospheric waves.
To only quote DEMETER results:

– Inan et al. (2007) have reported short bursts of lightning induced electron precipitation
(LEP) simultaneously with upgoing whistlers. The LEP bursts are seen within <1 s of the
causative lightning and consist of 100–300 keV electrons.

– Ferencz et al. (2007) observed whistlers with a specific signal structure of numerous
fractional-hop whistlers, which they called “Spiky Whistler” (SpW). These signals appear
to be composed of a conventional whistler combined by the compound mode-patterns of
guided wave propagation, suggesting a whistler has been excited by a lightning “tweek”
spheric.

– Chum et al. (2006) studied the penetration of lightning induced whistler waves through
the ionosphere by computing all the possible differences between the times when the
whistlers were observed on the satellite and times when the lightning discharges were
detected by an European network. They demonstrated that the width of the area in the
ionosphere through which the ElectroMagnetic (EM) energy induced by a lightning dis-
charge enters into the magnetosphere as whistler mode waves amounts up to several thou-
sands kilometres.

In the past years, the interest in thunderstorm activity has been boosted by the discovery of
Transient Luminous Events (TLEs) occurring between the top of the thunderstorm clouds
and the lower ionosphere (see for example Fullekrug et al. 2006 and references therein).
DEMETER does not carry any optical experiments but some electromagnetic waves that
have been recorded onboard the spacecraft could be related to EM signatures of TLEs.

Section 2 briefly describes the wave experiment which is a part of the DEMETER’s scien-
tific payload. Specific phenomena observed by DEMETER will be presented and discussed
in Sect. 3. Some conclusions will be given in Sect. 4.

2 The DEMETER Project

DEMETER is a low-altitude (700 km) satellite with a polar and circular orbit. It measures
EM waves over the Earth with the exception of the auroral zones (Cussac et al. 2006). The
frequency range for the electric field is from DC up to 3.5 MHz, and for the magnetic field
from a few Hz up to 20 kHz. The instruments are operated in two scientific modes: a survey
mode where spectra of one electric and one magnetic component are computed onboard
up to 20 kHz and a burst mode where waveforms of one electric field component and one
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magnetic field component are recorded up to 20 kHz. The burst mode allows performing
a spectral analysis with higher time and frequency resolution. In the frequency range up to
3.5 MHz, the same electric component is used as in the Very Low Frequency (VLF) range.
The signals are sampled at 6.66 MHz and digitized with 8 bits. The LF data acquisition
is performed on 40 data snapshots each 0.6144 ms long and evenly spaced in the 2.048 s
elementary interval of the VLF channel acquisition. Individual power spectra are calculated
for each snapshot with a frequency resolution of 3.25 kHz and averaged to provide a power
spectrum every 2.048 s. In burst modes, the averaged power spectrum and waveform data
for a single 0.6144 ms interval are available. Through a telecommand order, the selected
waveform interval can be either the first of the 40 intervals or the one with the maximum
total power over the entire bandwidth. In survey modes, the power spectra are the only
information available. Details of the wave experiment can be found in Parrot et al. (2006)
and Berthelier et al. (2006a, 2006b).

3 Phenomena Recorded by DEMETER

Two common events which had already been observed on previous satellites as multiple
hop whistlers or interaction with lower hybrid noise will be described here. These classical
examples have been chosen because their characteristics are particularly pronounced.

3.1 Multiple Hop Whistlers

Figure 1 shows a spectrogram of VLF electric field data recorded by DEMETER on No-
vember 27, 2004 between 10:58:32 and 11:00:30 UT. The frequency range is from 0 up to
20 kHz, and the power spectral density is color-coded according to the scale on the right.
The parameters below the spectrogram indicate Universal Time (UT), Local Time (LT), ge-
ographic latitude and longitude, and the McIlwain parameter L. The continuous and dashed
horizontal lines in Fig. 1 are due to traces from VLF ground-based transmitters whereas the
vertical lines are due to the lightning activity. At the time of a lightning in the atmosphere a
pulse named sferic is emitted in a wide frequency band. This pulse can be observed directly
by the satellite. It propagates into the magnetosphere following a magnetic field line, can
be reflected in the opposite hemisphere, and may return (Storey 1953). During the propa-
gation, a frequency dispersion is observed and the wave is called whistler. The sferic can
also propagate in the Earth-ionospheric wave guide and a part can leak out of the ionosphere
and become observable by a satellite. This is the reason why so many vertical lines are ob-
served on the Fig. 1. At 10:58:37 UT a sferic was generated that produces multiple hop
whistlers. Up to 17 whistlers can be identified with at each time a change in their frequency
dispersion. Their frequency band lies between 1 and 5 kHz in the beginning and decreases
regularly with the time. The elements are separated by ∼3 s which is the typical time for a
wave to bounce back and forth in the magnetosphere. These ducted whistlers are observed
during ∼75 seconds which means that the dimension of the duct is of the order of 520 km.
Such duct thickness has been already observed in the past (Strangeways 1999). Another par-
ticularity of this event is that, at least initially, the whistlers are twofold, meaning that the
sferic took two different paths to leave the ionosphere. When it returns to the original hemi-
sphere two whistlers are detected by the satellite (see Fig. 1 of Smith and Carpenter 1982).
Another possibility is that there might have been two distinct lightning discharges produc-
ing the two-fold structure but only one relatively strong fraction hop whistler is observed
immediately before the whistler train.
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Fig. 1 A multiple hop whistler observed by DEMETER on a VLF night time spectrogram of an electric
component recorded on November 27, 2004 between 10:58:32 and 11:00:30 UT during a burst mode. The
frequency range is between 0 and 20 kHz

3.2 Strong Interaction with LH Noise

Figure 2 displays a VLF E-field spectrogram that is similar to Fig. 1 recorded on February
17, 2006 between 10:35:32 and 10:37:30 UT. In the lower part of the figure one distin-
guishes whistlers. The dispersions of the whistlers are almost identical corresponding to
0+ whistlers just leaving the ionosphere. Following the classification given by Smith and
Angerami (1968), 0+ whistler is a whistler that propagates to the satellites without cross-
ing the magnetic equator. But the most important part of the figure is related to the Lower
Hybrid (LH) noise. This noise was first observed in the sixties by the Canadian satellite
Alouette 1 (Brice and Smith 1964, 1965). Its updated characteristics can be found in Shkl-
yar and Washimi (1994) and Morioka et al. (2005) and references therein. The LH frequency
is clearly seen on the figure: at 10:35:32 UT this frequency is roughly equal to 14 kHz and
decreases slowly with time (12 kHz at 10:37:30 UT). The noise above the LH frequency
is enhanced when it interacts with spherics and whistlers (Brice and Smith 1964, 1965). It
is the source of particularly intense emissions lasting several seconds after each whistlers.
The generation mechanism of these emissions has been discussed by Lee and Kuo (1984).
They showed that intense whistlers are able to excite LH waves and field-aligned density
striations in the ionosphere within a few seconds. LH noise observed during rocket experi-
ment was also discussed by Baker et al. (2000). During a magnetic storm, Berthelier et al.
(2008) reported another LH event when DEMETER was crossing a plasma bubble. They
have shown strong LH turbulence triggered by EM whistlers originating from thunderstorm
lightnings in the atmosphere beneath the satellite in association with small-scale plasma
density irregularities.
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Fig. 2 A two-minute spectrogram similar to Fig. 1 recorded on February 17, 2006. It shows a strong inter-
action between whistlers, and the related LH noise

Although other past satellites have covered the same near Earth environment, new events
associated with thunderstorm activity have been found by DEMETER in the frequency range
up to 3 MHz.

3.3 Burst of Lightning Associated with V-shaped Emissions

Figure 3 shows a VLF spectrogram of the electric field recorded on September 13, 2005
between 17:25:00 and 17:33:00 UT. Many whistlers occur during these 8 minutes. Around
17:28:30 UT their number and their intensity reach a maximum, which probably indicates
that the satellite is just above the thunderstorm region. In addition to the whistlers many
V-shaped emissions centred on this location can be observed. On each side of this region
many arms with different slopes are seen. This is not a single event and many examples
of such emissions were registered by DEMETER during night time. During three years,
87 events with V-shaped emissions associated with intense and numerous whistlers in VLF
range have been observed. In the past these hyperbolic shapes in the frequency-time spec-
trogram had been observed solely in the auroral zones by Smith (1969), Mosier and Gurnett
(1969), and James (1976). It is the first time here that they are reported in association with
thunderstorm activity at mid-latitudes. Such V-shaped emissions can be perhaps explained
by analogy with the emissions observed solely in the auroral zones. Studies of Poynting flux
indicate that the auroral emissions (also called VLF saucers) are due to whistler mode waves
originating below the satellite (Mosier 1971). More recently, similar events were observed
by VIKING (Lonnqvist et al. 1993) and FAST (Ergun et al. 2001, 2003). FAST observa-
tions have shown that electrons (>10 eV) provide the energy source of such VLF saucers.
The electron beams are accelerated by a magnetic field-aligned electric field. On DEME-
TER the particle experiment cannot detect these electrons for two reasons: the lower band
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Fig. 3 Onboard computed spectrogram of an electric component recorded on September 13, 2005 between
17:25:00 UT and 17:33:00 UT showing an intense thunderstorm activity. The power spectral density is
color-coded according to the scale on the right. The parameters below the spectrogram indicate Universal
Time (UT), Local Time (LT), geographic latitude and longitude, and the McIlwain parameter L. Between the
two white vertical lines the data is recorded in the burst mode

of the energy (70 keV) is too high and the pitch angle of detected particles is close to 90°
(Sauvaud et al. 2006). Furthermore DEMETER does not detect variations of the DC elec-
tric field at the altitude of the observations. But it is hypothesized that such electrons can
be the source of the emissions also in case of the thunderstorm activity because they have
been observed. Energetic electrons (∼1 keV) moving upward were measured by the DE 2
satellite in association with a lightning strike situated in a hurricane (Burke et al. 1992).
Their analysis suggests that these electrons were accelerated by a parallel electric field of
∼1 mV/m. During occurrences of sprites, Kuo et al. (2005) have found electrons with en-
ergies in the range of 4.5–9.2 eV and electric fields of strength between 2.1 and 3.7 times
the breakdown E-field at these altitudes. The presence of sprites during the event shown in
Fig. 3 cannot be ruled out because the thunderstorm activity was particularly intense. Dur-
ing one of such large thunderstorms occurring above South Poland on July 20, 2007 around
20.10 UT, a sprite has been observed from the ground (J. Blecki, personal communication,
2008). In this case, a mechanism similar to the one in the auroral zone could well be a vi-
able mechanism producing these V-shaped emissions at mid-latitudes as well. The different
slopes of the branches of the emissions can be explained by sources located at different al-
titudes below the satellite. However it must be noticed that the time scale of the V-shaped
emissions related to thunderstorm activity is much more important than for the VLF saucers
observed in the auroral zones. The thunderstorm and then the source region of these V-
shaped emissions has a dimension which is no more than a few tens kilometres. This could
be assimilated to a single point and the wave emission could be then similar to the emission
of a ground-based VLF transmitter in the Earth-ionosphere guide but at several frequencies.
A map of the wave intensity measured by a satellite above a VLF transmitter shows con-
centric circles with alternately enhanced and decreased intensities (Molchanov et al. 2006;
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Clilverd et al. 2008). This could also explain our observations. Other discussion about the
generation mechanism can be found in Treumann et al. (2008).

3.4 Emissions in the Frequency Range up to 3 MHz Related to Some Powerful Lightning

Figure 4 is related to an event recorded on August 14, 2005 during one minute when the
acquisition system was in burst mode. The top panel shows the onboard computed spec-
trogram of an electric component between 0 and 3 MHz. The middle panel represents the
VLF spectrogram of the same component between 0 and 20 kHz, and the bottom panel
displays the VLF spectrogram of a magnetic component between 0 and 2 kHz. These two
last spectrograms have been computed from the full resolution data of the experiment. At
∼04:00:30 UT one observes an increase in the top spectrogram around 2 MHz. This cor-
responds to the time of an intense whistler in the middle and bottom panels (note that the
apparent time broadening of the emission is due to the low resolution time of the spectro-
gram in this frequency range). During two years, DEMETER has found 130 similar events
at night time. They always correspond to intense whistlers, but few of the intense whistlers

Fig. 4 Spectrograms recorded by DEMETER on August 14, 2005 during one minute. It concerns: Top:
electric component in the HF range up to 3 MHz. Middle: the same component in the VLF range up to
20 kHz. Bottom: a magnetic component up to 2 kHz. In this last spectrogram some interference lines alter the
data above 1 kHz. The parameters below the spectrograms indicate Universal Time (UT), Local Time (LT),
geographic latitude and longitude, and the McIlwain parameter L. The VLF spectrograms are dominated by
whistlers. Proton whistlers can be also seen in the bottom panel below ∼400 Hz
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Fig. 5 Single HF spectrum at
the time of the increase in the top
panel of Fig. 4

produce such emissions. In the past similar emissions had already been observed but at
much higher frequencies (several tens of MHz) by the satellite FORTE (Holden et al. 1995;
Jacobson et al. 1999). Their generation mechanism must be different from the emissions
observed by DEMETER. At ionospheric altitudes, Kelley et al. (1997) reported another ob-
servation of an EM pulse in connection with a lightning. This occurs at a frequency below
than 2 MHz. A single spectrum at the time of the increase in Fig. 4 is shown in Fig. 5. It can
be seen that this emission is between 1.7 and 2.4 MHz. The local electron gyrofrequency
was 0.7 MHz, the local plasma frequency determined by the Langmuir probe (Lebreton et
al. 2006) was 0.98 MHz, yielding a local upper hybrid frequency of 1.21 MHz. Clearly these
local frequencies do not correspond to the frequency band of the increase seen in Fig. 5. The
source of this emission must therefore lie below the satellite and could correspond to a TLE.
Possible generation mechanisms are discussed by Treumann et al. (2008). Simulations have
shown that runaway electrons can initiate high-altitude discharges and then afterwards can
produce emissions at high frequencies (Roussel-Dupré et al. 1998). Normally if an emission
at ∼2 MHz occurs at the altitude of a TLE (40–80 km) it will be reflected at the level of the
F-layer where the plasma frequency is much higher. In this particular case, the emission will
only cross the ionosphere if plasma density irregularities are induced by intense lightning
or by the TLE. Radars have already observed field-aligned plasma density striations, also
called explosive spread F, resulting from lightning-induced EM effects (Liao et al. 1989;
Lonnqvist et al. 1993). Therefore it can be considered that an emission at high frequen-
cies produced in the lower ionosphere could be observed at the DEMETER altitudes during
thunderstorm activity.

4 Conclusion

The ionospheric satellite DEMETER has recorded a number of emissions in relation with the
thunderstorm activity. Noteworthy events have been presented in this paper. They underline
the importance of the LH noise and they provide evidence of strong coupling between the
thunderstorm activity and the ionosphere. Further work will be necessary to fully understand
the new phenomena discovered by DEMETER and their possible relation with TLE. For
example all events at high frequencies recorded by DEMETER will be globally studied and
it will be the subject of a future paper.
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Abstract Recent works on magnetic signatures due to distant lightning discharges are re-
viewed. Emphasis is laid on magnetic signatures in the ULF range (in the old definition from
less than 1 mHz up to 1 Hz), that is in the frequency range below the Schumann resonance.
These signatures are known to be of importance for the excitation of the ionospheric Alfvén
resonator (IAR) which works only at night time conditions. This emphasizes the difference
between night and day time ULF signatures of lightning. The IAR forms a link between the
atmosphere and magnetosphere. Similarities and differences of this link in the VLF (Trimpi
effect) and ULF range are worked out. A search for a unique signature of sprite-associated
positive cloud-to-ground (+CG) lightning discharges ended with a negative result. In this
context, however, a new model of lightning-associated induced mesospheric currents was
built. Depending on mesospheric condition it can produce magnetic signatures in the en-
tire frequency range from VLF, ELF to ULF. In the latter case it can explain signatures
known as the Ultra Slow Tail of +CG lightning discharges. A current problem on the mag-
netic background noise intensity has been solved by taking more seriously the contribution
of +CG lightning discharges to the overall background noise. Their low occurrence rate is
more than compensated by their large and long lasting continuing currents. By superposed
epoch analysis it could be shown that the ULF response to −CG is one to two orders smaller
that in case of +CG with similar peak current values of the return stroke.
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1 Introduction

This paper is not a strict review aiming at an overview on recent development in the given
field. For this end more than some 15 pages of text were needed. Here we draw attention to
some recent development in an—as we believe—apparently neglected area. It concerns ob-
servations in a frequency range above the geomagnetic pulsations regime but still below the
Schumann resonance. Throughout this paper it is nevertheless tried to preserve the review
character by adding a recent and extended list of references to all covered topics.

1.1 Main Stream

The Schumann resonance (SR) is undoubtedly an impressive phenomenon that has attracted
theoreticians and experimentalists for more than half a century (for a recent review see
Nickolaenko and Hayakawa 2002). The phenomenon is still the subject of ongoing research
due to its high diagnostic potential in connection with space weather and space climate
(Williams 2004; and references therein). This is demonstrated also in the present issue of
Space Sci. Rev. (Simoes et al. 2008).

It is well known that electromagnetic emission from world-wide thunderstorm activity
is responsible for the excitation of the Earth-Ionosphere Cavity (EIC) giving rise to the
Schumann resonance with a fundamental frequency at 7.8 Hz. It can be observed in the
electric as well magnetic field components on the ground, in the atmosphere and should be
detectable even in the Earth’s ionosphere due to wave energy leakage from the atmosphere
to the ionosphere (Grimalsky et al. 2005). The global presence of the Schumann resonance
is also reflected by the fact that it can be used in physics education, for instance, by build-
ing simple devices to measure the Schumann resonance either by magnetic or electric field
sensors (e.g. http://wavelab.homestead.com/Schumanns.html). Since the fundamental fre-
quency is rather low, around 8 Hz, that is not far from zero (!), one may wonder why it is
interesting to look at magnetic signatures of lightning discharges still below this frequency.
We would be dealing with the utmost low frequency end in the spectrum of electromagnetic
emission from lightning discharges in spite of their power peak being located well in the
VLF range (several kHz to tens of kHz).

1.2 Neglected Frequency Band

When dealing with geomagnetic pulsations one prefers to deal with periods instead of fre-
quencies. The classic period range runs from 1 s up to 600 s (Jacobs et al. 1964). Flux gate
pulsation magnetometers on the ground as well as on space probes usually sample with 1 or
2 Hz. Measurements in the ELF and VLF range are nowadays carried out with often fantas-
tically high sampling rates, but the spectral analysis usually starts at 4 Hz and higher up (e.g.
Füllekrug and Reising 1998). There is in fact a narrow frequency band between the upper
end of geomagnetic pulsations and the lower end of ELF/VLF research that is regarded as
being of little interest and for which few instrumental equipment and spectral analysis tools
exist to function best in a frequency range between, say 1 and 8 Hz. The Finnish chain of
pulsation magnetometers is the only extended network in Europe optimized just for mea-
surements in this frequency range (http://spaceweb.oulu.fi/projects/pulsations/). It has been
operating on a continuous basis since the early seventies of the last century. Most of the
experimental work referred to below was carried out with data of this meridional chain of
pulsation magnetometers.
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1.3 Another Cavity Resonance

Ironically enough, just below the fundamental frequency of the SR another resonance fre-
quency exist. As in the case of SR also this resonance is primarily excited by world-wide
lightning activity. Only some 100 km above the EIC in the Earth’s ionosphere there another
cavity is formed. This cavity is bounded by a steep gradient of the Alfvén wave refrac-
tive index at the bottom (E-region) and top sides (upper F-region) of the ionosphere. If
ionospheric conditions allow, the gradient at the top side may be so steep that the condi-
tion for the validity of geometric optics breaks down. In this case the top side ionosphere
acts as a “reflecting” sphere for shear Alfvén waves (SAW) just as the bottom side does.
A cavity is formed between the bottom and top sides of the ionosphere where SAW can get
trapped. Standing waves may form and a resonance is set up. This cavity is referred to as the
ionospheric Alfvén resonator (IAR). Depending on ionospheric conditions its fundamental
frequency is varying between 0.1 and 2 Hz. Frequently many harmonics are simultaneously
observed forming, the so-called spectral resonance structure (SRS, Belyaev et al. 1990). It
can be observed in the electric and magnetic field components on the ground (e.g. Belyaev
et al. 1990; Bösinger et al. 2002; Yahnin et al. 2003) and in the ionosphere (Grzesiak 2000;
Hirano et al. 2005). The coupling between the Earth’s atmosphere and ionosphere is due
to mode conversion in the current-layer of the E-region: upwards from the EIC the electro-
magnetic TM wave mode to SAW mode in the ionosphere, and from the IAR downwards
the SAW mode to TE wave mode in the EIC atmosphere (Belyaev et al. 1989, 1990).

The IAR represents a cavity resonance not only for large (perpendicular) scale SAW but
also for short (perpendicular) scale kinetic Alfvén waves (KAW). These waves are excited by
strong ionospheric convection E-fields and may lead to MHD turbulence such that the whole
IAR forms a turbulence layer across the auroral region where the convection is strongest.
Here we do not deal with this aspect of the IAR since KAW are not linked to atmospheric
electricity and they cannot be observed on the ground due to their small perpendicular scale
length (ionospheric screening). They play, however, an important role in substorm dynamics
and in auroral acceleration processes. In Rother et al. (2007) references can be found to as
well classic works as to information on most recent studies.

1.4 New Interest by the Discovery of Sprites

Besides the IAR, another phenomenon has recently increased the interest in the “neglected”
frequency band. It is related to sprites and similar transient luminous events (TLE, see Mika
and Haldoupis 2008). Since ground-based observations of sprites always require a clear
sky and considerable instrumental investments, one was looking for related measurements,
which could serve as a proxy for the appearance of sprites (e.g. Fukunishi et al. 1997). It
seemed plausible that the magnetic signatures of positive cloud-to-ground (+CG) lightning
discharges carry a unique signature related to sprites. Note that +CG are a necessary condi-
tion for the generation of sprites but only some 10% of +CG produce sprites (Sentman et al.
1995; Lyons 1996). The sprite itself is known to emit electromagnetic emission in the lower
VLF range (Rodger 1999) and currents have been measured in the sprite columns as well
(Cummer 2003).

1.5 Large ULF Magnetic Fields nearby Thunderstorm Centers

Transient ULF electric and magnetic fields following a lightning discharge were first ad-
dressed by Greifinger and Greifinger (1976). Since then much work has been done (e.g.
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Cummer 2003; and references therein) on this phenomenon. Fraser-Smith (1993) could
show that in the vicinity of thunderstorm centers (within a distance of up to 500 km) the
background magnetic noise level in the ULF range increased by up to 50 times above the
normal level (in the absence of magnetic activity). The near-by magnetic and electric fields
in association with lightning can be really large and may form a hazard for sensitive in-
struments. In this paper we will not deal with observations in the vicinity of thunderstorm
centers. The observational results reported here were all obtained in the far-field of light-
ning discharges (at distances of at least 2000 km). However, Fraser-Smith’s question about
the significance of ULF magnetic fields generated by electrical storms in view of geomag-
netic pulsation generation still awaits a satisfying answer. We will briefly come back to this
question at the end of this paper.

2 Observations

The Finnish chain of pulsation magnetometers has traditionally been used in geomagnetic
pulsation and substorm studies. Its chain spanning nowadays from the magnetic equator to
the polar cap has proved to be a unique tool also in thunderstorm related studies.

2.1 Day-Night Difference

Figure 1 shows a dynamic spectrum of one week of data obtained at the Island of Crete
(Bösinger et al. 2002). The Crete station belongs to the Finnish chain. The abscissa of the

Fig. 1 A dynamic spectrum of magnetic background noise observed on the island of Crete from September
28th to October 5th, 1999. The quantity displayed as a function of frequency and time is the ellipticity ε of the
magnetic background noise. This noise is primarily caused by world-wide lightning activity. Deep red of the
color code corresponds to ε = +0.4 and deep blue to ε = −0.4. A linearly polarized wave is characterized
by ε = 0 (green). The time tick marks indicate 04 LT (early morning) of the ongoing day. For a detailed
discussion see the text
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spectrum’s coordinates displays time, the ordinate frequency. Note the SR as a continuous
band around 8 Hz. The time tick marks are given at 04 LT of each day, indicating early
morning. The quantity displayed in a color code is the ellipticity. It covers the range between
+1 and −1. The value +1 stands for left-handed circularly polarized waves, the value −1 for
right-handed circularly polarized waves. The zero-value indicates a linearly polarized wave.
Uniformly yellow-greenish colored portions over frequency are observations covering day
time. They start with early morning (tick marks) and finish at early evening. In the display
the night time portions of the spectrum are highly structured over frequency. Between zero
and about 2.5 Hz the background color is bluish. On top of it are equally distant, slightly
ascending lines of light blue color. These are the set of multiple harmonics representing
the spectral resonance structure (SRS) of the IAR. They are visible at any night, but the
distances between adjacent lines are often different from one night to the other. The night
time portions of the spectrum between about 2.5 Hz and 6 Hz exhibit strong red-brown
quasi oscillatory bands with periods of several hours. These long period oscillations are
most likely caused by the apparent propagation of thunderstorm centers around the globe.
The spectrogram displays the polarization properties of the magnetic background noise.
In this frequency range it is primarily caused by the global lightning activity. This figure
demonstrates that the ULF response to distant lightning is totally different between day and
night time (cf. Bösinger and Shalimov 2004). During day time the high solar ionization of
the upper D- and lower E-region acts as a high conducting “metallic” upper boundary of the
EIC. The atmosphere is totally screened from what is going on in the ionosphere. During
night time, however, this screening sphere disappears and the atmosphere is open to the
iono- and magnetosphere. During night time any ULF signal received on the Earth surface
contains information not only from the primary source and the atmosphere (propagation
effects; e.g. SR) but also from propagation and resonance effects (IAR) in the iono- and
magnetosphere (Bösinger et al. 2004).

2.2 Coupling between Atmosphere, Ionosphere and Magnetosphere

The well known Trimpi effect (Helliwell et al. 1973) is a manifestation of the coupling
between the atmosphere, ionosphere, and magnetosphere operating in the VLF range: The
lightning induced electromagnetic wave can propagate in the Earth’s ionosphere and mag-
netosphere along magnetic field lines as a whistler wave mode. In the equatorial region of
the magnetosphere the whistler wave may interact with energetic electrons of the radiation
belt in an electron cyclotron wave particle interaction type of process. As a result the wave
is amplified and energetic electrons (50 to 500 keV) are precipitated. This lightning induced
electron precipitation or LEP starts with ∼0.6 s delay with respect to the parent lightning
flash due to the propagation time of the whistler wave from the ionosphere to the equator-
ial region and the time needed by the pitch-angle scattered particles to precipitate from the
equatorial region to the ionosphere. The onset of the Trimpi effect lasts typically 1 to 2 s and
the recovery may last up to 100 s. The Trimpi effect associated electron precipitation region
(LEP) is widespread ∼(1000×500 km) and at the northern hemisphere located some 100 to
300 km north of the location of the parent lightning flash due to magnetic field line guiding.
The energetic electrons of LEP cause ionization in the upper D-region. It can be probed by
scattering and damping effects of VLF radio waves crossing the precipitation region (Mika
and Haldoupis 2008). Whistler wave observations in space by the Demeter satellite can be
found in Parrot et al. (2008).

There exist far reaching analogues between electron-cyclotron and ion-cyclotron wave
particle interactions in the Earth’s magnetosphere but there are also distinct differences in the
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corresponding scenarios. As in the case of the lightning induced whistler waves propagating
along magnetic field lines, there exist also lightning induced SAW which propagate along
magnetic field lines (i.e. IAR). Contrary to the case of lightning induced SAW, the whistler
waves do not meet a resonator in the ionosphere and can freely continue their propagation
from the ionosphere to the equatorial region in the magnetosphere where electron-cyclotron
wave interactions may occur. The lightning induced SAW may in turn get trapped already
in the ionosphere since the top side ionosphere functions as a sort of reflecting boundary
(IAR). This boundary, depending on ionospheric conditions, is, however, not rigid and some
leakage towards the magnetosphere occurs in any case. It is one item among others which
determines the Q-factor of IAR. More important to note is that the IAR and the equatorial
ion-cyclotron wave-particle interactions form a compound system of two coupled resonators
as is witnessed in the so called Alfvén sweep maser (ASM), a basic concept of geomagnetic
pulsation generation of the Pc 1 pearl type pulsations (Trakhtengerts et al. 2000). These
pulsations play an important role in the ion budget of the ring current (Kozyra et al. 1997)
and magnetospheric energy deposition as a whole. An evaluation of the importance of SAW
energy concentration in the IAR is still missing having in mind that this energy originates in
lightning activity of some 2000 thunderstorms all over the globe, at any time.

2.3 Types of Distant ULF-Response to Lightning Discharge

A survey on the ULF response at the Finnish chain at night time to well documented +CG
lightning discharges (result of the EuroSprite2003 campaign; Neubert et al. 2005; Bösinger
et al. 2006) revealed two basic types of magnetic signatures: type I is a single, unipolar
deflection from background level, a simple peak, so to speak, and type II is again a simple
peak, however, with a subsequent asymptotic decay (often referred to as the “tail”) from the
peak level to the zero line over time scales of several peak widths. As a frequent variation
of these basic types the unipolar peaks are followed by some oscillations. A straightforward
explanation for type I and II would be that there are +CG discharges with and without a
continuing current. If this is true it has quite an impact on cloud electricity scenarios. If the
+CG are necessarily associated with a continuing current then the absence of a tail might be
a destructive interference effect of the electromagnetic wave in the EIC. It any case it seems
that the observation of two types is a challenge for the interpreter.

An example of type 2 is shown in Fig. 2. It displays two orthogonal magnetic field com-
ponents around the time of a +CG lightning discharge. The data has been corrected for the
frequency and phase response of the instruments, and the coordinate system was rotated such
that the response maximizes (in absolute terms) in one component (H-component). This was
achieved by rotating the horizontal H-D plane of the Cartesian coordinate system (H, D, Z)
around its vertical Z-axis by a suitable amount. In doing so the anticlockwise rotated, nega-
tive abscissa of the coordinate system (D-component) points into the direction of the source
(+CG), as should be the case for a TM-mode. The oscillations are primarily Schumann res-
onances with some contributions possibly from IAR overhead the station. The peak width
of 100 to 200 ms is of the order of the impulse response length of the magnetometer.

Note that there are world-wide on average about 60 lightning flashes per second. Only
if the lightning flash is sufficiently big or if it occurs sufficiently close to the observation
point individual signals are discernible from the background. The term Q-burst was created
as a label for large Schumann resonance bursts (transients) which exceed the usual magnetic
background noise to such an extent that they can be treated as single, individual events (e.g.
Füllekrug and Fraser-Smith 1996; Füllekrug and Reising 1998). Figure 2 shows a typical
Q-burst.
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Fig. 2 The ULF response to a sprite-associated +CG lightning discharge observed in southern Finland at a
distance of ∼2000 km from the parent thunderstorm. The orthogonal coordinates of the horizontal disturbance
vector were rotated such that the disturbance maximizes in one and minimizes in the other component for
a direction finding triangulation process. S10plus stands for a running code in a lightning detection network
list (Météorange). The time lag of −5 ms leads to the sprite observation

Little is known so far about the ULF response to intra-cloud (IC) flashes of lightning in
spite of the fact that these flashes are much more frequent than cloud-to-ground lightning
discharges. For an analysis one would need the exact coordinates, times, peak current values
and flow direction, as well orientation of the discharge channel within the cloud. This kind of
information is expected to be obtainable by the Japanese radio interferometer system under
construction (Kawasaki 2008). Recently attention has been paid to intra-cloud lightning
activity as a possible constituent for sprite generation (Ohkubo et al. 2005). Intra-cloud
lightning activity is also witnessed by a new category of VLF perturbations observed in
relation with sprites (Haldoupis et al. 2006).

2.4 The Weak ULF Response to −CG Discharges

Having studied the ULF response to hundreds of sprite and non-sprite associated +CG we
were curious to check on the ULF response to −CG. Since they are more frequent than +CG
we had even a larger collection of well documented −CG from the EuroSprite2003 campaign
at our disposal (courtesy of Météorage). It is known that −CG are characterized by smaller
and shorter continuing currents (Jones 1970; Uman and Krider 1982; Uman 2001). So the
ULF response is expected to be smaller than in case of +CG (Shalimov and Bösinger 2008).
A quick survey from one event to another confirmed this expectation. We could verify that
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the ULF response to −CG is one to two orders smaller that in case of +CG with similar peak
current values of the return stroke (Shalimov and Bösinger 2008; their Fig. 3).

2.5 The Negative Answer

Everyone doing measurements in relation to sprites would have been more than happy to
find a unique signature of sprite occurrence. Also we started our investigation on the ULF
response to lightning discharges hoping for a revealing uniqueness in sprite-associated +CG.
Unfortunately we could not find it. The comparison did not reveal any unique and identifi-
able ULF signatures relating to sprites (Bösinger et al. 2006). The analysis resulted, however,
in categorizing a collection of ULF responses to +CG (and actually also to −CG), which
has—to our knowledge—in a similarly systematic fashion not been compiled so far. Some
of the items reported here are the outcome of this collection and subsequent investigations.

For our search of a unique signature of sprite-associated +CG it was essential to have
enough certainty on the selection of non-sprite-associated +CG forming the control group.
The interested reader is kindly referred to our original paper (Bösinger et al. 2006) where he
or she can find a thorough discussion on this issue.

3 Theoretical Estimates and Models

3.1 The Ultra-Slow-Tail

The subsequent oscillation following the decay from the unipolar pulse in the ULF response
to distant +CG (cf. Fig. 2) sometimes exhibits quasi periodic oscillations around one Hz
lasting up to 6 s. They have been first reported by Fukunishi et al. (1997) and Füllekrug et
al. (1998). In analogue to the slow-tail in VLF observations (e.g. Rodger 1999) Füllekrug et
al. (1998) suggested the name “Ultra-Slow-Tail” (UST) to label it as an ULF phenomenon.
Stimulated by the theoretical work of Sukhorukov et al. (1996) and Sukhorukov and Stubbe
(1997), Füllekrug et al. (1998) attributed the oscillations to the overhead excitation of IAR
by a sprite-associated +CG lightning discharge. No explanation was given how the infor-
mation from the IAR overhead the lightning flash could be transferred to the distant point
of UST observation. On one side propagation in the ionospheric wave guide (IWG) would
imply time delays of several seconds (propagation speed of the fast magnetosonic wave typ-
ically around 500 km/s) and also considerable damping due to isotropic propagation from
the source region. On the other side propagation in the EIC is not far reaching since the
TE wave mode is evanescent in this frequency range. It is know that the SRS is portraying
conditions of the local ionosphere overhead the observation point. This is because of SAW
conversion takes place preferentially to TE-wave modes (see above).

Shalimov and Bösinger (2006) made a new approach to the UST problem by develop-
ing an entirely new model of induced currents in the upper mesosphere in connection with
sprite-associated +CG lightning discharges. Its basic principles are sketched in Fig. 3. As
a consequence of electrical breakdown in the mesosphere above the intense IC or CG dis-
charges and/or their clusters a plasma column of enhanced ionization is formed (cf. Fig. 3).
Subsequently, electromagnetic wave energy from ongoing thunderstorm activity (either by
a strong quasi-electrostatic field or an intense electromagnetic pulse) penetrates (depending
on ionization level) into this plasma column where it drives currents. The magnetic sig-
natures of these induced currents can be observed over large distances. Characteristic for
this scenario is that the induced currents penetrate into the plasma column in a diffusive
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Fig. 3 The model: a plasma column in the mesosphere permeated by a driving (external) current induces
secondary (oscillating) currents which are associated with a magnetic moment m(t) which is observed re-
motely as a secondary magnetic field perturbation. The dimensions and given parameters represent typical
values and may be subject to considerable variations. The ionospheric Alfvén resonator is symbolized by a
R-C circuit. For details see text

type of wave, which is subject to eigen-oscillations. The observed quasi-periodic oscilla-
tions in the UST are witnessing these eigen-oscillations of the induced currents. The math-
ematical approach is classic, starting from Maxwell’s equation, generalized Ohm’s law and
the gyrotropic properties (Hall-current) of the magnetized plasma in the plasma column of
finite width and height (cf. Fig. 3). The solutions are strongly governed by the high de-
gree of symmetry and characterized by a diffusion time, eigen-frequencies, damping rate,
and the magnetic field Br(r) at a distance r from the plasma column (for details see the
original paper). Using typical mesospheric and plasma column parameters reported in the
literature it was shown that in spite of the strong decay of magnetic field strength Br(r)

with distance r , the magnetic signatures of the induced currents are observable with stan-
dard pulsation magnetometer over distances of up to 10,000 km. The best merit of this
model is, however, to be seen that it works as well in the VLF as in the ULF range. Thus
this model provides also an explanation to the slow tail in VLF observations (e.g. Rodger
1999, and references therein). It can also explain why the slow-tail in VLF observations is
more frequently observed than the UST: Only in extreme cases of high ionization (in the
plasma column) the quasi-periodic eigen-oscillations fall into the period range of some sec-
onds that is the ULF range. Moreover, the model works also in the vicinity of the lightning
discharge and is therefore in tune with the observations of large magnetic field signatures
close to thunderstorm centers (e.g. Fraser-Smith 1993). A weakness of the model is that
sometimes sprites themselves carry currents (Cummer 2003) which are not taken into ac-
count in our model. The best witness of currents in the sprite itself is ELF radiation. It is
characterized by an upper limit of spectral power around 1 kHz (e.g. Cummer et al. 1998;
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Cummer 2003, and references therein) thus the current rise and decay times are slow in
comparison with those of the parent lightning return stroke, however, ULF radiation must
come from transient currents with time constants still large compared to those of currents
carried by sprites.

3.2 An Answer to a Current Problem on IAR Excitation

A problem discussed in the literature over the last ∼5 years can be stated as follows: In
the frequency range below SR ground observations exhibit more power in the magnetic
background noise than is explained by world-wide lightning activity according to standard
lightning discharge models (e.g. Fedorov et al. 2006; their Fig. 4). This finding is especially
important in view of the excitation mechanism of IAR, and provoked researchers to look
for alternative mechanisms of IAR excitation (Surkov et al. 2004, and references therein).
In a recent work the authors “revisited” the classic model of IAR excitation by world-wide
lightning activity taking into account the contribution by +CG. In earlier works these have
been regarded as negligible due to their low occurrence rate in comparison with negative
cloud-to-ground (−CG) lightning discharges (for the pioneering work see Belyaev et al.
1989; specifically in this context see Surkov et al. 2004, 2005, 2006).

The sprite issue has recently increased enormously the interest in +CG and with the aid
of new statistics on their occurrence rate and their continuing current properties (e.g. Lyons
et al. 2003) the authors could show that the gap in the magnetic background noise intensity
below SR can be filled by simply adding even distant +CG contributions to the overall noise
intensity (Shalimov and Bösinger 2008). Thus there is not an absolute necessity to look for
alternative excitation mechanisms of IAR. It does not mean that there may not operate other
mechanisms such as already suggested and/or still to be found, especially in regions far from
thunderstorm centers like in the polar cap. Also here IAR observations have been reported
(Semenova et al. 2005, 2008).

3.3 Outlook

The near-field of ULF electromagnetic emissions from lightning discharges was only briefly
mentioned here. It should, however, be stressed that the local resonances in the mesosphere
and ionosphere above lightning discharges may have far reaching consequences in the
entire complex of atmosphere-ionosphere-magnetosphere coupling especially in view of
thousands of thunderstorms world-wide at any time. It would be nowadays possible to
check on lightning induced energetic proton precipitation in analogy to LEP by means
of the Far UltraViolet imager onboard the IMAGE spacecraft which provides a global
display of proton precipitation regions detached form the main auroral oval (Mende et
al. 2000). This method has been successfully applied to the detection of energetic pro-
ton precipitation in association with ion-cyclotron waves (Yahnin and Yahnina 2007;
Yahnin et al. 2007).

The authors are not aware of any work related to the magnetic signatures of Trimpi effects
but the large magnetic signatures, especially in the lowest ULF range, at distances within
500 km from the thunderstorm centers reported by Fraser-Smith (1993) may contain LEP
induced magnetic variations. We pointed to the long period oscillations (periods of hours)
in the night time ellipticity of magnetic background noise shown in Fig. 1. All this can tell
is that a final evaluation of the significance of ULF magnetic fields generated by electrical
storms still awaits realization. This is especially true for frequencies below the Schumann
resonance.
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