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Developments during the early years of space exploration provided particular impetus to-
ward articulating the concept of habitable planets beyond Earth. One of these developments
was the collective results of the life-detection experiments conducted by the Viking missions,
which demonstrated that an improved understanding of environmental context was crucial
to the search for evidence of life on Mars. Another development was the expansion of the
search for extraterrestrial intelligence and Frank Drake’s articulation in 1961 of his famous
Drake Equation (Drake and Sobel 1992), which identifies the parameters that collectively
estimate the probability of detecting intelligent life elsewhere. A meeting entitled “Life in
the Universe” was held in 1979 at NASA Ames Research Center (Billingham 1981). In
addition to articulating topics in astronomy and biology, the participants disseminated key
factors that sustain habitable planetary environments. They addressed, among other factors,
stellar and orbital influences, planetary accretion and early development, atmospheres, cli-
mate, and the origins and evolution of continents and oceans. An additional strong impetus
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to develop models of habitable planets orbiting other stars has been provided by ESA’s Dar-
win and NASA’s Terrestrial Planet Finder missions (e.g., Kaltenegger and Fridlund 2005;
Des Marais et al. 2002). Several additional meetings and technical papers have now es-
tablished that the search for life in the universe necessarily includes efforts to locate and
characterize potentially habitable planetary environments.

This book has arisen from a unique workshop, entitled “Geology and Habitability of Ter-
restrial Planets”, held at the International Space Science Institute (ISSI) in Bern, Switzer-
land, on 5–9 September 2005. The goal of this workshop, as articulated by the conveners,
was “to define the influence of planetary geologic evolution on habitability and to assess
the conditions necessary for life, using the Earth, Mars, and Venus as examples.” The intent
was to focus on the relationship between a planet’s origin and evolution and its capacity
to sustain habitable environments. Many previous books and conferences have dealt exten-
sively with specific topics in astrobiology, such as the search for life on Mars (e.g., Tokano
2005) and for intelligent life in the universe (e.g., Ulmschneider 2006). A planet’s geologic
evolution and its relationship with its star are the main drivers for maintaining long-term
habitability and for carrying life from apparition to eventual evolution. By focusing on the
co-evolution of geology and habitability, this workshop has added a new dimension to the
current focus of astrobiological studies and has combined insights from multiple relevant
research disciplines into a broad-scale treatment of habitability.

The “Geology and Habitability of Terrestrial Planets” workshop clearly maintained the
interdisciplinary character of ISSI workshops; 53 scientists from 12 countries collaborated
to weave together geologic, atmospheric, geophysical, magnetospheric, and biological plan-
etary studies. What makes this book truly unique is the cooperation of scientists from mul-
tiple disciplines on each chapter. Thus, these chapters tackle the topic of habitability from
the viewpoints of multiple branches of planetary science in an interdisciplinary way, rather
than representing a compendium of individual research papers presented at the conference.
In some sense, however, this book can be considered a “conference proceedings” in that the
authors have taken care to include many aspects of what was presented in formal talks and
discussed by the participants as a group.

Defining the term “habitability” is not trivial. In this book, you will find “habitability”
defined and addressed in myriad ways; no one definition can cover all aspects of the term.
One could propose that a habitable planet lies within the so-called Habitable Zone around a
star, a zone defined by temperature wherein water at the planet’s surface would be expected
to be liquid (Kasting et al. 1993). Yet such a definition would completely exclude the actual
geologic and atmospheric conditions of the planet. An alternative definition could be that a
habitable planet is one on (or within) which life can exist. Even this definition is lacking, as it
does not account for the fact that life may only exist on that planet for a very short period of
time. If life does not thrive for long enough to spread wide enough or to multiply sufficiently
for later detection of even fossils or biomarkers, can the planet still be considered to have
been habitable?

Our concepts of the attributes of life-sustaining planetary environments must be based,
at least initially, upon the requirements of our own biosphere (Marais et al. 2003). Mi-
croorganisms tolerate greater environmental extremes than do plants and animals; therefore,
biospheres having only microorganisms are expected to be more widespread than biospheres
similar to our own. Microbial life requires chemical building blocks, utilizable sources of
energy, and relatively stable conditions that can sustain liquid water at least intermittently.
To search for evidence of these requirements on other planets and to understand our own
origins, we must gain a fundamental understanding of planetary processes and history. The
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attributes of life arise not only from physical and chemical principles but also from the na-
ture and evolution of the planetary environments in which life developed. Differences in the
interplay between cosmic events and planetary processes might have shaped other life forms
in ways that are far more diverse than occurred in our own biosphere. This book sets forth
the necessary concepts and approaches to begin to comprehend that potentially enormous
diversity.

Factors that determine the habitability of a planet are multifaceted and include but are
certainly not limited to the presence or absence of plate tectonics, the presence or absence of
a magnetosphere, the characteristics and evolution of the planet’s atmosphere, the presence
of liquid water, the presence of energy sources, variability in insolation, and even the means
to transport nutrients to and wastes away from organisms. Some researchers are beginning
to reassess the definition of the Habitable Zone around a star by taking some of these factors
into account along with the liquid-water temperature requirement (Franck et al. 2000). It is
evident that even the few factors listed here cover the entire spectrum of a planet’s properties
and are interrelated.

Without plate tectonics on Earth, mid-ocean ridges (a possible location for the origin
of life (e.g., Russell and Hall 1997) and continental habitats would not exist. More impor-
tantly, CO2 trapped in carbonate would not be recycled, but instead it could generate global
warming incompatible with life and even with liquid water (as was the case for Venus). The
Earth’s magnetosphere shields our atmosphere from erosion by the solar wind, and the dy-
namo that generates this shield is maintained by plate tectonics; mantle viscosity is reduced
by injection of water at subduction zones and by the efficiency of plate tectonics at cool-
ing the mantle and hence the core (e.g., van Thienen et al. 2005). Both plate tectonics and
the generation of a magnetosphere depend upon the nature of the internal dynamics of the
planet.

Clearly, particular forms of life will utilize particular atmospheric chemistries. For ex-
ample, the earliest forms of terrestrial life did not benefit from any oxygen (e.g., Canfield et
al. 2000). The characteristics of a planet’s atmosphere will depend on its position relative to
its star, the number of volatile-bearing impacts it receives, the amount of volatile outgassing
from volcanism (which is in turn, again, linked to internal dynamics), and other factors. Of
course, many organisms (endoliths, chemotrophs, etc.) do not directly require an atmosphere
at all and so may not even be directly affected by the atmosphere or lack thereof.

Liquid water and a source of energy are two important criteria for habitability according
to life as we know it on Earth. Whether water exists on the planet depends upon many of
the same factors that determine the atmospheric characteristics, such as temperature and
distance from its star. Sources of energy can be varied: geothermal heat, insolation, volcanic
activity, or even tidal heating (as in the case of Europa (e.g., Ross and Schubert 1987)).
Timing is also crucially important. Even if a planet is likely to have liquid water on its
surface (like Mars at various times in its past (e.g., Carr 1996)) and a sufficient energy
source, this water and energy are of little consequence to habitability unless they existed
long enough for any potential life to use them and thrive off of them.

Interestingly, it was suggested during workshop discussion that a flux of nutrients to and
wastes away from a potential habitat is also crucially important to life. For example, if water
pools in an area where it cannot leak into the groundwater system or escape via a channel
and somehow be replenished, this closed system may not provide the necessary flux.

External factors also play a significant role in a planet’s habitability. For example, if the
obliquity of a planet changes with time, then the resultant changes in insolation will affect
changes in climate. This is apparent in the imprint of the Earth’s Milankovitch cycles on
climate records gleaned from such sources as ice and deep-sea cores and in the modeled
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effects of obliquity changes on Mars’ climate (e.g., Forget et al. 2006; Mischna et al. 2003).
These effects are more pronounced on Mars than on Earth since the Moon stabilizes Earth’s
rotation axis (Laskar et al. 1993).

This discussion illustrates that a planet’s habitability depends upon a wide range of fac-
tors that cover the entire scope of a planet’s characteristics. For this reason, a multidiscipli-
nary book on the subject is a crucial step in our general understanding of habitability. The
book chapters follow the themes of the workshop.

Chapter 1 (Southam et al. 2007) introduces habitability from a fundamental, biological
perspective. This chapter delves into the questions of what requirements are necessary for
life to exist and how geology creates those environments. The authors also tackle the difficult
question of what is needed for life to originate in the first place, including speculation about
the potential for a second genesis on Mars or Europa.

Chapter 2 (Zahnle et al. 2007) focuses on the earliest stages of Earth history and the de-
velopment of habitable conditions. The authors pay particular attention to the effects of high
impact rates. Chapter 3 (Nisbet et al. 2007) then covers a broad scope of topics, describ-
ing how the geologic evolution of a planet, both on the surface and in the near subsurface,
creates habitable environments that evolve along with the geology.

Chapter 4 (Bertaux et al. 2007) narrows in on the importance to habitability of volatiles
in the atmosphere, on the planet’s surface (e.g., liquid water), and in rocks. This chapter
borrows from the writing style of Galileo, framing the multidisciplinary parts as a discussion
among famous founding fathers of science.

Chapter 5 (van Thienen et al. 2007) reviews the exchanges among a planet’s interior
dynamics, the atmosphere, and the magnetosphere and the ways in which these exchanges
modify habitability. Chapter 6 explores these topics in a different light by addressing the sta-
bility of planetary atmospheres and their protection by the magnetosphere. This chapter has
been divided into three parts, with an introduction by Lammer et al. (2007). Part 1 focuses
on long-term solar variability and solar forcing of planets with magnetospheres (Lundin
2007). Part 2 (Kulikov et al. 2007) provides a comparative study of the early atmospheres
of Earth, Mars, and Venus and the reasons for their consequent dissimilar evolutions. Part 3
(Dehant et al. 2007) then details the generation of magnetic dynamos and the protection of
the atmosphere by the magnetosphere.

In the epilogue, Lognonne et al. (2007) discuss two main aspects of investigations of life
in the universe—genesis and maintenance of habitability—providing directions for future
studies and missions.
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Abstract The current approach to the study of the origin of life and to the search for life
elsewhere is based on two assumptions. First, life is a purely physical phenomenon closely
linked to specific environmental conditions. From this, we hypothesise that when these en-
vironmental conditions are met, life will arise and evolve. If these assumptions are valid,
the search for life elsewhere should be a matter of mapping what we know about the range
of environments in which life can exist, and then simply trying to find these environments
elsewhere. Second, life can be clearly distinguished from the non-living world. While a sin-
gle feature of a living organism left in the rock record is not always sufficient to determine
unequivocally whether life was present, life often leaves multiple structural, mineralogical
and chemical biomarkers that, in sum, support a conclusion that life was present. Our un-
derstanding of the habitats that can sustain or have sustained life has grown tremendously
with the characterisation of extremophiles. In this chapter, we highlight the range of envi-
ronments that are known to harbour life on Earth, describe the environments that existed
during the period of time when life originated on Earth, and compare these habitats to the
suitable environments that are found elsewhere in our solar system, where life could have
arisen and evolved.

Keywords Origin of life · Extremophiles · Earth · Life requirements
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1 Introduction

We are concerned about whether or not we are alone in the universe, which may explain
our fascination with the possibility of life elsewhere (Des Marais and Walter 1999). While
the origin of life is one of the grand questions facing humanity, we do not have the absolute
answer for how it happened. However, since there was an origin in our solar system, there is
no reason to believe that there wouldn’t be other origins elsewhere in the universe, perhaps
even in our solar system (Cady et al. 2003). In today’s examination of our solar system, we
tend to separate the ‘origins question’, from that of habitability. Without worrying about the
origin of life, habitability can be more easily discussed in terms of life in extreme environ-
ments (can anything live there; see Table 1) and though beyond the scope of this chapter,
from a technological perspective—terraforming. Today, many view habitability from this

Table 1 Classification and examples of extremophiles (from Rothschild and Mancinelli 2001)

Environmental Type Definition Examples

parameter

temperature hyperthermophile growth >80◦C Pyrolobus fumarii, 113◦C

thermophile growth 60–80◦C Synechococcus lividis

mesophile 15–60◦C Homo sapiens

psychrophile <15◦C Psychrobacter, some insects

radiation Deinococcus radiodurans

pressure barophile weight loving unknown

piezophile pressure loving for microbe, 130 MPa

gravity hypergravity >1 g none known

hypogravity <1 g none known

vacuum tolerates vacuum tardigrades, insects,

(space devoid of microbes, seeds

matter)

desiccation xerophiles anhydrobiotic Artemia salina; nematodes,

microbes, fungi, lichens

salinity halophile Salt loving (2–5 M NaCl) Halobacteriacea, Dunaliella salina

pH alkaliphile pH >9 Natronobacterium, Bacillus firmus

OF4, Spirulina spp. (all pH 10.5)

acidophile low pH loving Cyanidium caldarium,

Ferroplasma sp. (both pH 0)

oxygen tension anaerobe cannot tolerate O2 Methanococcus jannaschii

microaerophile tolerates some O2 Clostridium

aerobe requires O2 Homo sapiens

chemical gases Cyanidium caldarium (pure CO2)

extremes metals Can tolerate high Ferroplasma acidarmanus (Cu, As,

concentrations of Cd, Zn); Ralstonia sp. CH34 (Zn,

metal (metalotolerant) Co, Cd, Hg, Pb)
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anthropocentric view; can we colonise another planet—Mars. However, from an extrasolar
planetary perspective where terraforming is well beyond our current technology, our de-
liberations return to the requirements to produce an origin of life and, to the physical and
chemical conditions that are capable of supporting the growth and reproduction of life forms
once they have formed. For this, we only have Earth as an example. Initially, on any planet,
the physical and chemical conditions would have controlled the origin of a biosphere. How-
ever, as soon as life began, it would have exerted its influence, reducing the entropy of the
environments it inhabited. This chapter will focus on life’s lessons from contemporary sys-
tems (Sect. 2), on the fundamental interactions between geology (and geochemistry; Sect. 3)
and life (Sect. 4), and will introduce the possible relationship between life and the terrestrial
planets (Sect. 5).

2 Lessons from Earth—Contemporary Systems

When addressing the fundamental aspects of life on Earth and its relationship to geology,
we have focused on bacteria, which are considered to be a ubiquitous form of life, and
exhibit the greatest molecular and metabolic diversity of any life form on Earth (Barns and
Nierzwicki-Bauer 1997; Pace 1997; Reysenbach and Shock 2002). Bacteria are active in all
surface and subsurface environments (Amy et al. 1992; Bechtel et al. 1996, 1998; Colwell
et al. 1997; Lovley and Chapelle 1995; Parkes et al. 1994; Pedersen and Ekendahl 1990;
Stevens et al. 1993), where they are only limited by the availability of liquid water (Navarro-
Gonzalez et al. 2003) and temperatures between approx. −20◦C (permafrost; Rivkina et al.
2000) and 121◦C (Kashefi and Lovley 2003). In natural systems, bacteria typically grow
as biofilms on minerals (Konhauser et al. 1994), which are often facilitated by secondary,
organic exopolymers that help bacteria bind to mineral surfaces (Fig. 1; see Costerton et
al. 1995; Moser et al. 2003; Urrutia and Beveridge 1993; Wanger et al. 2006; Westall et al.
2000). This allows individual cells to persist in a chemical environment that supports their
growth via a continuous ‘stream’ of nutrients that flows past them. The term nutrient is used
broadly here to include a source (or several sources) of carbon, nitrogen, phosphorous, and
energy, and an electron acceptor necessary to support growth. While bacteria do not have
direct control over the chemistry of the fluid phase that they encounter in this situation, they
can alter the chemistry of their surroundings (Emerson and Revsbech 1994; Purcell 1977;
Revsbech and Jorgensen 1986), often to their benefit. For example, the formation and cell
surface association of metal sulphides by dissimilatory sulphate reducing bacteria (Donald
and Southam 1999) provides an oxygen ‘sink’ for these obligate anaerobes (an organism
that is killed in the presence of oxygen).

Before we can consider the origin of life on Earth or the possibility of life elsewhere in
the solar system, we need to understand the range of physical and chemical conditions that
can harbour life, the chemical constituents that life can use to create cells and the energy
generating reactions available to life to accomplish its activities.

2.1 Physical and Chemical Conditions

Bacteria can be classified according to the effect that various physical and chemical con-
ditions have on their growth and survival. Understanding these environmental influences
allows us to understand the distribution of microorganisms in natural systems.

In all environments, bacteria concentrate solutes within their cell envelopes and strategi-
cally obtain liquid water through osmosis resulting in the formation of cell turgor pressure
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Fig. 1 A scanning electron micrograph of a biofilm recovered from a borehole, 3.1 km below land surface
in the Dreifontein gold mine, Witwatersrand Basin, RSA. Note the intimate association between the bacteria,
their exopolymer materials and their lithosphere habitat. Micrograph provided by M. Lengke. Bar equals
5 μm

(Kunte 2006). The bacterial cell envelope is designed to withstand the turgor pressure (the
osmotic pressure resulting from the high concentration of molecules inside a cell), which
can reach 15 atm (see Beveridge 1981 for an in depth discussion of cell envelope structure
and chemistry). While most aquatic and sediment (including groundwater) environments
possess an abundance of available liquid water, terrestrial environments are frequently wa-
ter stressed. Hypersaline environments, like the Great Salt Lake, Utah, are continually under
stress due to low water activity and are therefore considered to be examples of extreme
environments, which will only support halophilic (or halotolerant) microorganisms.

In liquid water-rich environments, microorganisms can grow as extensive biofilms or as
microbial mats (Nealson and Stahl 1997; Stahl 1994). However, under arid Earth surface
conditions associated with both hot and cold desert environments (Chan et al. 2005; Fried-
mann and Ocampo 1976; Friedman 1980), bacteria often seek refuge in ‘soils’ or within rock
to avoid desiccation (Fig. 2). These endolithic microbial communities display an intimate
relationship with the geologic substrate they inhabit; even silicate minerals are susceptible
to weathering (Hiebert and Bennet 1992). Silicate weathering is typically promoted via the
formation of organic and inorganic acids, which are by products of metabolism (de los Ríos
et al. 2003; Welsh et al. 2002). An added benefit to this growth strategy is the concentration
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Fig. 2 A photograph of a
pothole at Barlett Wash, near
Moab, NM. Upon hydration, the
previously desiccated biofilm in
bottom of the pothole (the black
lining seen in top panel) begins to
grow and can be observed using
scanning electron microscopy
(middle). Growth of these surface
exposed biofilms (middle) is
presumably more ephemeral than
the endolithic organisms found
within the sandstone (bottom).
Higher, eukaryotic organisms,
such as snails are supported by
this bacterially-based food chain
(see Chan et al. 2005).
Micrographs provided by A.
Welty. The pothole indicated by
the arrow is approximately 1 m
in diameter; bars equal 50 μm
and 10 μm, respectively

of essential elements such as iron and phosphate, which are limited in their abundance and
are needed for growth to occur (Banerjee et al. 2000; Brantley et al. 2001; Rogers and Ben-
net 2004; Rogers et al. 1998; Taunton et al. 2000). Bennet et al. (1996, 2001) also proposed
that microbial weathering of quartz grains, which are not viewed as a good substrate for
bacterial growth, could be due to their need for inorganic micronutrients (Fe, Co, Zn, Mo,
Cu, and Ni) that are often found in trace amounts in this silicate.

Most natural environments occur as circumneutral pH systems containing hydrogen ion
concentrations of 100 μM, plus or minus an order of magnitude (log10; pH 6 to 8). There-
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fore, most bacteria exhibit optimal activity in this pH range. However, even extreme envi-
ronments possessing acidic (pH 1 to 4) or alkaline (pH 9 to 11) pH conditions will possess
indigenous bacteria whose growth parameters reflect these extremes in environmental pH
(Goodwin and Zeikus 1987). These bacteria are referred to as acidophilic (acidotolerant) or
alkalophilic (alkalotolerant), respectively.

Temperature is generally an easily measurable physical condition that differentiates bac-
teria into broad groups (Stetter et al. 1990)). Temperature is also the most reliable measure-
ment in microbial ecology because it is not affected by biogeochemical cycling on the scale
of bacteria. Psychrophiles grow optimally at or below 15◦C and have even demonstrated ac-
tivity down to −20◦C (Rivkina et al. 2000). Viable bacteria have also been recovered from
million-year-old permafrost (Rivkina et al. 2000). Psychrotolerant bacteria grow optimally
between 20 and 40◦C but will grow at temperatures as low as 0◦C. Mesophiles grow op-
timally between 15–45◦C. Thermophiles have optimum growth temperatures above 45◦C
and hyperthermophiles grow optimally above 80◦C. Thus, from a temperature perspective,
bacteria can be found within ice or permafrost regions (note, bacteria are routinely stored in
liquid N2, −196◦C) all the way up to hydrothermal fluids temperatures of 121◦C.

Bacteria are subdivided into aerobic and anaerobic groups based on their oxygen re-
quirements or tolerance (Chapelle 1993; Ehrlich 2002). However, there are also facultative
anaerobic bacteria that utilise oxygen if it is available, then grow as anaerobes when oxygen
is depleted resulting in less overall growth. The utilization of oxygen as a terminal electron
acceptor enables bacteria to fully oxidise their respective source(s) of energy and thereby
maximise their energy gain from the reaction. Most bacteria can utilise O2 in respiration
(reaction (1)), including obligate anaerobes:

C6H12O6 + 6O2 → 6CO2 + 6H2O + lots of energy (1)

However, all organisms that grow successfully in the presence of oxygen, must have the
capacity to detoxify the chemically reactive oxygen compounds (hydrogen peroxide, super-
oxide radical and the hydroxy radical) produced through the stepwise reduction of oxygen
to water. Detoxification of these oxygen radicals requires a series of enzymes including su-
peroxide dismutase, catalase and peroxidase (Atlas and Bartha 1997). The ability to tolerate
oxygen relates to the presence or absence of each of these enzymes; anaerobes are simply
unable to detoxify these reactive oxygen compounds. Measurements of dissolved oxygen
and redox potential are important in determining which microbial processes are functioning
within natural systems.

Constraints on bacterial metabolism focus on a single entities such as oxygen (aerobe vs.
anaerobe), pH (acidophile vs. neutrophile) or temperature (psychrophile vs. thermophile).
However, there are many examples of bacteria that can withstand multiple stressors. Ther-
moacidophiles are capable of growing at 85◦C in pH 2 sulphuric acid solutions, and haloal-
kalophiles, can grow in a saturated sodium sulphate solution at pH 11.5 (see Fig. 3). It is in
these environments that the diversity of bacteria and the limits of life are best appreciated.
Within these environments, bacteria need to assimilate (incorporate) organic and inorganic
nutrients to produce new cell biomass and to reproduce.

2.2 Assimilation (Biomass Forming) Reactions

A wide range of organic and inorganic nutrients can be assimilated by bacteria. Organic
nutrients include nearly every organic monomer or polymer found in the living or diagenet-
ically altered biosphere (carbohydrates, amino acids, nucleic acids and hydrocarbons). Inor-
ganic nutrients include dissolved gases (carbon monoxide, carbon dioxide, hydrogen, nitro-
gen and dihydrogen sulphide), soluble cations (sodium, calcium, magnesium, ammonium,
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Fig. 3 A photograph of a
sulphur-containing hydrothermal
spring (85◦C, pH 2) in
Monument Geyser Basin,
Yellowstone National Park (top)
and of Last Chance Lake, BC, an
alkaline (pH 11.5), near-saturated
sodium sulphate system. Extreme
environments, such as these, are
dominated by prokaryotic
organisms representing both the
Archaea and Bacteria domains

ferrous and ferric iron), base metals (chromium, nickel, copper, cobalt, zinc, lead, mercury),
and soluble anions (chloride, nitrite, nitrate, hydrogen sulphide, sulphite, sulphate, phospho-
rous, selenate and arsenate). Depending on nutrient requirements, these compounds can be
used in assimilation reactions to build new cells, or in dissimilatory processes to generate
the energy needed to construct new biomass.

The small size (micrometer-scale) and resulting high surface-to-volume ratio of bacteria
helps facilitate their growth. Access to nutrients is based on diffusion, therefore, the greater
the surface-to-volume ratio, the greater the diffusion of nutrients into cells (Koch 1996; Pirie
1973; Purcell 1977; Beveridle 1988). Also, since individual bacteria only possess a mass of
∼1 ×10−12 g (wet weight; Neidhardt et al. 1990), extremely low concentrations of dissolved
nutrients can support bacterial growth. Bacteria are important components of the food chain
because they utilise extremely low concentrations of inorganic and organic nutrients that are
too dilute or essentially unavailable, to support higher, eukaryotic organisms (Fenchel and
Jorgensen 1977).

Carbon utilization is one of the most important criteria by which bacterial populations
are characterised. Heterotrophic bacteria require organic carbon for their metabolism and
typically couple the oxidation of organic carbon to CO2 with the reduction of inorganic dis-
solved species or minerals. The sources of carbon and energy for heterotrophs can range
from simple organics such as asparagines, an amino acid (Goldman and Wilson 1977) or
glucose, which can be used by most heterotrophs, to macromolecular materials such as cel-
lulose (Ljungdahl and Erikson 1985). The ability of bacteria to metabolise organic com-
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pounds in natural systems is also dependent on the chemical’s nature, the composition and
mineralogy of the soil (sediment) and the mechanism by which the chemical enters the en-
vironment (Knaebel et al. 1994). For example, Scow and Hutson (1992) found significant
decreases in degradation of organic carbon in the presence of kaolinite, owing to the effects
of adsorption and reduced diffusion from the clay surface.

Autotrophs are able to obtain their cellular carbon for biomass from inorganic sources
(dissolved CO2/HCO−

3 ). Autotrophic organisms direct most of their energy toward the fixa-
tion (reduction) of CO2 into organic carbon. They are extremely important to heterotrophs,
since ‘we’ could not thrive without some basis to our food chain. For example, autotrophic
sulphur oxidizing bacteria that synthesise carbohydrates at sea-floor hot springs (reac-
tion (2)):

CO2 + 4H2S + O2 → CH2O(n;a carbohydrate) + 4S◦ + 3H2O (2)

are the base of the food chain in these lightless, extreme environments (Cavanaugh et al.
1981).

Nitrogen and phosphorous are limiting nutrients in most natural systems. However, bacte-
ria can easily assimilate all forms of water soluble inorganic nitrogen and when this nitrogen
is limiting, a wide range of bacteria possess nitrogenase activity and can fix atmospheric ni-
trogen (Brill 1975). Regarding phosphorus limiting conditions, microorganisms can produce
a wide array or organic and inorganic acids that can enhance the dissolution of phosphorites
such as apatite, promoting growth through the assimilation of this limiting nutrient (Rogers
et al. 1998; Taunton et al. 2000).

The assimilation of materials into cells, forming a wide range of functional macromole-
cules such as deoxyribonucleic acid, ribonucleic acids and proteins (see Sect. 4.3) requires
energy. Fortunately the near surface environment of the Earth, possessing liquid water be-
low 121◦C, is not a closed system, but has a range of energy inputs from within Earth and
beyond, the sun.

2.3 Dissimilatory (Energy Generating) Reactions

The requirement of energy for biosynthetic reactions may be described according to their
electron donor or source of reducing power and by their election acceptor; a redox couple.

Phototrophs utilise sunlight to produce ATP (adenosine triphosphate, the principal en-
ergy carrier of the cell) from otherwise chemically stable reduced compounds. Oxygenic
phototrophs use light in combination with H2O as their source of energy (reaction (3)):

6CO2 + 6H2O + sunlight → C6H12O6 + 6O2 (3)

Anoxygenic phototrophs such as anaerobic green and purple sulphur bacteria derive their
energy for growth from light and H2S, producing elemental sulphur or sulphate as end-
products of their metabolism. Chemolithotrophs (ammonia oxidisers, hydrogen oxidisers,
Fe–Mn oxidisers, methylotrophs, and sulphur oxidisers) are aerobic bacteria that utilise in-
organic chemicals (NH+

4 , H2, Fe2+, Mn2+, CH4 and H2S) as their energy sources (electron
donors); anaerobic chemolithotrophs include methanogens, which utilise H2 as their source
of energy. Heterotrophs that utilise organic carbon as their source of reducing power (and
carbon) include both aerobic and anaerobic bacteria.

In natural systems, bacterially catalyzed redox processes are established through com-
petition for available nutrients (assimilation) and through the efficiency of their respective
energy generation mechanisms. Today, because of the presence of oxygen in our atmosphere
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and dissolved oxygen in surface and near-surface ground water, aerobes dominate these sur-
face environments with anaerobic bacteria becoming increasingly important with depth be-
low the water table. Below the aerobic zone, a progression of different anaerobes exists, most
of which utilise organic matter for their metabolism (Chapelle and Lovely 1992; Chapelle
1993; Lovley and Chapelle 1995; Lovley and Klug 1983).

Under moderately reducing conditions, Fe- and Mn-reducing bacteria couple the ox-
idation of organic matter to the reductive dissolution of high-surface-area Fe- and Mn-
oxyhydroxides (Coleman et al. 1993; Lovley and Phillips 1988; Myers and Nealson 1988).
Below the zone of metal reduction, sulphate-reducing bacteria (SRB), oxidise low molec-
ular weight organic compounds, utilizing sulphate as the terminal electron acceptor, form-
ing and releasing hydrogen sulphide as a by-product of metabolism (Anderson et al. 1998;
Bubela and McDonald 1969; Donald and Southam 1999; Skyring 1988). Bacterial methane
production occurs under even more reducing conditions than bacterial sulphate reduction.
Methanogenesis (reaction (4)) is also the dominant anaerobic bacterial process that cycles
inorganic carbon back into the organic carbon pool:

2CO2 + 6H2 → CH2O(n; a carbohydrate) + CH4 + 3H2O (4)

Biogenic methane can migrate out of the zone of methanogenesis and become an organic
carbon source (electron donor) to heterotrophic bacteria elsewhere. This redox zonation
going from aerobic → Fe–Mn-reduction → sulphate reduction → methanogenesis is a uni-
versal phenomenon that occurs in anthropogenic and natural settings as diverse as landfills
(Lyngkilde and Christensen 1992) and polluted aquifers (Bottrell et al. 1995) to marine sed-
iment pore waters (Drever 1997), respectively.

As geochemical conditions become increasingly reducing, the amount of energy (as ex-
pressed by �Gr ) available from each of the predominant biogeochemical reactions (re-
dox zones noted above) decreases (Lovley and Phillips 1988; Chapelle and Lovely 1992;
Chapelle 1993; Lovley and Chapelle 1995). Intuitively, all sedimentary environments will
contain reactive organic matter (low molecular weight organic monomers; Jakobsen and
Postma 1994), produced through the growth and death of microorganisms, and will gen-
erate this geochemical succession. While the geochemical responses that bacteria produce
begin on a micrometer scale, (Emerson and Revsbech 1994; Revsbech and Jorgensen 1986),
bacteria influence local, regional and global biogeochemical cycles. Life serves as a catalyst
for these reactions; life does it at geologically low temperatures; and life does it faster than
would happen abiotically.

Most current research on the diversity of life is focusing on phenotypic and genotypic
studies of extreme environments, using thermodynamic calculations to highlight possible
biogeochemical reactions that could support life (anaerobic methane oxidation; Thomsen
et al. 2001). However, bacteria have recently demonstrated the capacity to produce electri-
cally conductive nanowires under electron-acceptor limiting conditions (Gorby et al. 2006;
Reguera et al. 2005) demonstrating that growth of some bacteria, which are not directly evi-
dent from the fluid chemistry, may still be possible via interspecies electron transfer (Gorby
et al. 2006).

With an understanding of the physical and chemical conditions that can support life, we
can now take a look at the Hadean–Archaean environment, and then consider the funda-
mental interactions between geology (and geochemistry) and life during the time when life
originated. These biogeochemical processes and by-products are representative of the types
of biomarkers that need to be examined in the search for contemporary or extant microbial
life in our solar system (and beyond).
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3 The Hadean–Archaean Environment

The Hadean–Archaean Earth presented a very different habitat from that of the modern
planet (see reviews by Nisbet and Sleep 2001; Nisbet and Fowler 1999, 2004; Westall 2003,
2004). In particular, the period of late heavy bombardment between 4.0 and 3.8 billion years
ago (bya; Lowe and Byerly 1986; Lowe et al. 2003; Kyte et al. 2003) represents a dramatic
challenge to the origin of life. During this time period, the orbits of countless asteroids were
shifted to the inner solar system as the gas-giants’ orbits stabilised (Gomes et al. 2005),
impacting the terrestrial planets. Did life originate before (or during) the period of heavy
bombardment and if it did, how did it survive? The following description of the Archean
habitat is what is thought to have existed during the origin of life.

3.1 The Hadean–Archaean Lithosphere

The Archaean possessed a variety of geological settings (recorded in Archaean greenstone
belts) including: shallow water volcanic platforms with sediments, shallow and deep water
basaltic provinces, shallow water to emergent arc sequences with bimodal volcanics, and
subaerial pull-apart basins (Thurston and Ayres 2004). While all of these geological settings
occur on Earth today, the hotter mantle meant that there was a greater amount of volcanic
and hydrothermal activity, as well as faster recycling of the crust (Arndt 1994). The sedimen-
tary environments were typically of a volcanic or chemical origin as well (De Vries 2004).
Quartzitic sediments, indicating eroded granitic continental crust, did not appear until after
3.2 bya (Eriksson et al. 1994; Heubeck and Lowe 1999).

3.2 The Hadean–Archaean Hydrosphere

Evidence for thorough flushing and circulation of seawater through the crust (Paris et al.
1985; Duchač and Hanor 1987; Hofmann 2004) comes from geochemical investigations of
fluid inclusions (de Ronde et al. 1994; de Ronde and Ebbesen 1996) and geochemical tracing
of element movement (Orberger et al. 2006). Knauth and Lowe (2003) calculated that the
Early-Mid Archaean seawater was strongly influenced by hot, hydrothermal fluids and that
the temperature of the global ocean was between 50–80◦C, and more probably in the upper
end of this range. The slightly acidic nature of the Early-Mid Archaean ocean (Grotzinger
and Kasting 1993; Orberger et al. 2006) would have enhanced abiotic weathering processes.
With extensive liquid water-rock interactions, circulation, this Early-Mid Archaean seawater
may have been enriched in minerals and had higher salinities compared to modern seawater
(Channer et al. 1997; de Ronde and Ebbesen 1996; de Ronde et al. 1997; Van Kranendonk
and Pirajno 2004). However, isotopic studies of fluid inclusions in Archean rocks suggest
that the composition of the oceans has remained somewhat constant over time (Grotzinger
and Kasting 1993; Holland 1984; Kasting 1993). In either seawater model, early microor-
ganisms would have been at least halotolerant, if not halophilic, similar to marine organisms
today. A marine (rather than a freshwater) origin of life is suggested by the general similar-
ity in the abundance of trace elements in living systems with those in seawater (Goldsmith
and Owen 2001). The main differences in Archaean seawater chemistry, compared to today,
were its acidic pH and correspondingly higher concentrations of dissolved CO2 (Grotzinger
and Kasting 1993; Orberger et al. 2006), and its reducing chemistry (Kasting 1993; Van Kra-
nendonk et al. 2003), which would have supported a higher concentration of soluble, ferrous
iron and a lower concentration of sulphate (Habicht et al. 2002; Holland 1984, 1994).
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3.3 The Hadean–Archaean Atmosphere

The composition of the Earth’s atmosphere at or before about 3.5 bya is the subject of much
discussion. The primary atmosphere, generally considered to have been mostly composed
of nitrogen, with minor amounts of carbon dioxide, carbon monoxide and methane (Hol-
land 1984, 1994), was blown off during the moon forming impact about 100 My after the
consolidation of Earth (see Fig. 4; timeline). The subsequent reducing to neutral atmosphere
(Catling and Claire 2005; Mel’nik 1982; Rye et al. 1995; Kasting 1993) was composed of
mostly CO2, together with CO, NH3, N2, probably a certain amount of CH4 (possibly in
part biological; Pavlov et al. 2001) and a small amount of oxygen (<0.2% of present at-
mospheric levels; Kasting 1993). The low levels of reactive oxygen produced by photolysis
(Kasting 1993), relative to the abundance of reduced chemical species released by active
volcanism and hydrothermal activity (Arndt 1994; de Wit and Hart 1993), would result in
corresponding reducing chemistries of the hydrosphere and lithosphere as well. However,
this overall reducing chemistry does not mean that there were no oxidised chemical species
present, which, from a biosphere perspective, should have been in sufficiently adequate sup-
ply to support energy-generating biogeochemical reactions (Lin et al. 2006; Wanger et al.
2006).

The early atmosphere may have presented a challenge to the development of the
biosphere via UV exposure resulting from the lack of atmospheric ozone. While the Ar-
chaean Earth was certainly protected from the deleterious effects of solar wind by the mag-
netosphere (Ribas et al. 2005; as it is today), calculated UV radiation fluxes to the Archaean-
Earth’s surface suggest that they could have been up to three orders of magnitude greater
than today (Cockell 2000), especially at lower wavelengths (Canuto et al. 1982). For exam-
ple, highly damaging XUV fluxes at 3.5 bya are estimated to have been six times those of
present levels (Ribas et al. 2005). Without any attenuating factors, such a flux would have
made the exposed surface environments of the Archaean Earth uninhabitable. On the other
hand, modelling of the evolution of main sequence G stars (Newman and Rood 1977; Gough
1981) suggests that the luminosity of our Sun during the Hadean-Early-Mid Archaean pe-
riod on Earth would have been 25–30% lower than today, which translates into ∼35% less
UV radiation in the 200–300 nm range (Zahnle and Walker 1982). Many other factors also
influence the flux of UV radiation through an atmosphere, including: planet obliquity, length
of day, gaseous composition of the atmosphere, and the presence of UV absorbers, such as
dust (resulting from enhanced volcanic activity and bolide impacts during the Hadean; Lowe
and Byerly 1986; Lowe et al. 2003; Kyte et al. 2003), sulphur and organic hazes (CH4 smog;
Lovelock 1988).

Carbon dioxide is an effective absorber of UV radiation below 200 nm, thus, even under a
higher flux of radiation to the Hadean–Archaean Earth, a high CO2 atmosphere would have
helped attenuate any UV damage. Water vapour, which absorbs UV radiation in wavelengths
up to 350 nm (Lammer et al. 2005) would have likely been abundant in the atmosphere of
a more hydrologically active, warm Earth, protecting life. While UVB and UVC radiation
can damage the DNA of organisms (Rontó et al. 2003), the length of day on the Early-Mid
Archaean Earth was shorter (14 h), which would have resulted in lower UV dose per day
(Walker et al. 1983). These early organisms were presumably radiation resistant, similar to
many bacteria today (Daly et al. 1994) and would have had time, overnight, to repair the
damage occasioned by UVB and UVC during the day. From modern exposed environments
(Fig. 5), the outer layers of a microbial mat may consist of dead organisms that also provide
protection for those living in the deeper layers (Garciia-Pichel et al. 1994). Ultraviolet light
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Fig. 5 A photograph of a
microbial mat from a wetland
near Atlin, BC. The evaporites at
the surface of the mat (arrows)
and the surface exposed
organisms protect the underlying
biosphere from the harmful
effects of UV radiation

is not considered to have been limiting factor in life’s origin(s) or success (Westall et al.
2006).

Perhaps more important than its function as a UV block, the reaction water and UV
radiation (a photolysis reaction) will produce hydrogen peroxide (Cockell 2000). The sub-
sequent reaction between hydrogen peroxide and reduced inorganic compounds would have
produced oxidised inorganic constituents such as sulphoxyanions. The presence of both re-
duced and oxidised chemical species may have actually been critical in establishing the
redox conditions essential for life. Equally important to the early biosphere, the photolysis
(breakdown) of water would have resulted in a flux of these redox reactive compounds.

In addition to their role in protecting life from UV radiation, atmospheric CO2 (Mel’nik
1982; Rye et al. 1995; Walker et al. 1983) and other greenhouse gases (methane; Pavlov et
al. 2001) would have been necessary to keep the Archaean Earth from freezing over (Kast-
ing and Brown 1998) during the period of lower solar luminosity. Based on evidence from
the rock record (Rye et al. 1995), as well as theoretical considerations of seafloor carbona-
tion reactions (Sleep and Zahnle 2001), CO2 would not have been abundant enough in the
Archaean atmosphere to accomplish this; Kasting (1993) calculated that the partial pressure
of CO2 in the atmosphere was only about 1 bar for the 3.5 billion year old Earth. Therefore,
there must have been a flux of methane, since it would have been lost via photochemical
oxidation to carbon dioxide, for the Earth to have been habitable.

The environmental conditions within the Hadean–Archaean are generally within the hab-
itable boundaries for contemporary life. Since life originated on Earth under these condi-
tions, perhaps it can be assumed that the conditions that are habitable for life on a terrestrial
planet are also those that are conducive to an origin of life.

4 Life on the (Hadean–?) Archaean Earth . . .

At least one of the planets in our solar system possessed conditions that were conducive to
the formation of life. From a minimalist perspective, the physicochemical conditions include
the presence of organic carbon, liquid water and redox conditions that are not only energet-
ically favourable to support life but also in flux, providing a suitable chemostat for growth
to occur once begun. Briefly, life will consist of organic carbon based cells occurring in
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water, be composed of complex macromolecules, be able to generate energy, will possess a
capacity to grow and reproduce, and will respond and adapt through successive generations
to environmental conditions.

Geology is considered to have been important for the origin of life. Examples include
the role of minerals in generating the energy necessary for life (Wächtershäuser 1988)
in catalysing the formation of macromolecules such as nucleic acids (Cairns-Smith et al.
1992), and in forming non-living ‘cell’ structures (Fox 1969). The importance of a subaerial
lithosphere, specifically, the alternate wetting and drying cycles associated with an emergent
lithosphere for the origin of life (Cairns-Smith et al. 1992; Fox 1969) versus the theoretically
possible (Knoll 1988) or impossible (Miller and Bada 1988) origin of life in hydrothermal
vent environments on the ocean floor cannot be resolved in this chapter. Therefore, rather
than discuss all of the known or hypothetical processes that would have to occur to produce
the macromolecules required to construct a living cell, we take a simplified view, that the
Earth fell within the spectrum of conditions in which life could originate and that any ex-
traterrestrial body that is (or was a some point in its history) comparable to Earth when life
originated, could also support (or have supported) an origin (Sect. 5).

4.1 Geology and Habitability

It is not possible to ascertain the exact time for the origin of life on Earth. Apart from the
bolide impacts during the late heavy bombardment (Lowe and Byerly 1986; Lowe et al.
2003; Kyte et al. 2003), the Earth was generally habitable throughout the Hadean; the geo-
logical constraints described in Sect. 3 are only extreme if you take an anthropocentric view.
Life at 80◦C certainly appears to be extreme to us (see Fig. 3; Rothschild and Mancinelli
2001), however, it cannot be considered an extreme condition for life; it was simply the
ambient environment at 3.5 bya (Konhauser et al. 2003).

If the period of late heavy bombardment (Gomes et al. 2005; Lowe and Byerly 1986;
Lowe et al. 2003; Kyte et al. 2003) did sterilise Earth (boil away the oceans and melt or heat
the crust to >121◦C; Sleep et al. 1989; Nisbet and Sleep 2001; Ryder 2002) then life could
have originated in as little as 100 million years (calculated by subtracting isotopic evidence
of the presence of life at 3.7 bya (Rosing 1999) from the end of the planet sterilizing impacts
at 3.8 bya). If the late heavy bombardment did not boil away all of the oceans, then life could
have originated much earlier than 3.7 bya, and survived. Note, this period of late heavy
bombardment is drastically different than an isolated impact, which can create a unique
habitat, promoting life (Cockell et al. 2002).

From a microbiological point of view, the Hadean–Archaean environment would have
possessed a wide range of nutrients and potential redox reactions that could have supported
bacterial growth. The formation of organic carbon compounds (Miller 1953) and macro-
molecules on the Earth (Nussinov et al. 1997), similar to Titan today (Raulin et al. 2006),
or the addition of extraterrestrial organic matter, similar to the Tagish Lake carbonaceous
chondrite fall to Earth (Brown et al. 2000), would have provided abundant organic car-
bon (between 1024 to 1025 g C; Tingle 1998) for heterotrophic growth. With the reducing
atmosphere, anaerobic heterotrophs would have been the dominant organisms during the
Early-Mid Archaean (Westall and Southam 2006), until the available organic carbon ran out
or until the evolution of oxygenic photosynthetic bacteria in the early Proterozoic (Kasting
1993).

Alternatively, lithoautotrophs, which make use of favourable redox contrasts to obtain
their energy and carbon from inorganic sources, could have been the basis of the food chain
(Nisbet and Sleep 2001). Their by-products and organic remains, which can be released after
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cell death, can then be used by other microorganisms whose by-products, in turn, can be used
by other microorganisms with yet another type of metabolism. Today, microenvironments
are important for the growth of metabolically diverse bacteria in association with one another
(Costerton et al. 1995); intuitively, they’ve always been important for the growth of these
consortia. Major and trace elements, essential for life today would have been non-limiting
due to active carbonic acid weathering of geologic material.

The Early-Mid Archaean environment would have presented many such possibilities for
redox reactions in association with rocks and debris composed of basic to ultrabasic vol-
canics (with some rhyolites and dacites). These mineral suites have highly reactive surfaces,
entrained gases; sulphate and nitrate compounds produced volcanically and through subse-
quent photochemical reactions; and include metal sulphide deposits, which have their own
catalytic properties (Russell and Hall 1997). The coexistence of reducing and oxidised gases
in the prebiotic atmosphere would have provided chemical energy. At some point, organisms
like methanogens, which utilise the redox disequilibrium by combining H2 and CO2 to make
methane (reaction (4)), must have evolved to exploit this (Catling and Claire 2005).

If the conditions on Hadean–Archaean Earth were replicated in the laboratory in a sealed
culture vessel and inoculated with Earth materials collected from circumneutral, saline,
anaerobic, hydrothermal environments (Aharon et al. 1992), the growth of several genera
of bacteria would not be surprising. We cannot know for certain where these conditions fell
in the spectrum between those ideal for life to originate versus those meeting the minimal
requirements for life to appear. However, once the period of heavy bombardment ended, the
Earth was a warm hospitable environment; it was habitable. The effect of life on geology
and geochemistry would have begun at the micrometer scale of the microbes themselves. It
would have taken time for life to colonise the entire planet and time for life to grow into a
population large enough to exert its biogeochemical influence at the global scale.

4.2 The Effect of Life on Archaean Environmental Chemistry

Our understanding of the Archaean is limited by the number of samples remaining, by the
preservation (fossilization) capacity of biological matter (Westall 1999; Westall et al. 1995),
and by life as we know it today. Bacteria are thought to have inhabited the Earth for the
last 3.5 billion years (Hofmann et al. 1999; Van Kranendonk et al. 2003; Walsh and Lowe
1985; Walsh and Westall 2003; Walter et al. 1980; Westall and Southam 2006; Westall et
al. 2001). The vast majority of early life’s traces, in the Pilbara, NW Australia and in Bar-
berton, E. South Africa, occur in shallow water sediments (Lowe 1983; Westall et al. 2001).
Although there is significant debate as to the biogenicity of a number of documented biosig-
natures, there is a significant body of bona fide evidence for the presence of bacterial life
forms on the surface of the Earth in this period. The subtle, generally microscopic expres-
sion of life forms from a wide range of available habitats (Westall and Gerneke 1998; Westall
and Southam 2006; Westall et al. 2001; Staudigel et al. 2006) suggest that they were widely
distributed and that likely employed the less energy efficient anaerobic metabolism (Lin et
al. 2006; Wanger et al. 2006). Even the identification of life’s signatures vs. the abiogenic
component in the small stromatolites occurring in the Early-Mid Archaean terrains is chal-
lenging (Allwood et al. 2006; Buick 1990; Garcia-Ruiz et al. 2003; Krumbein 1983; Lowe
1980; Schopf 1993; Schopf and Packer 1987; Schopf et al. 2002; Schoenberg et al. 2002;
Westall and Southam 2006); indeed, they have been considered by some authors to be of
purely abiogenic origin (Brasier et al. 2002; Buick et al. 1995; Grotzinger and Rothman
1996; Lowe 1994; van Zuilen et al. 2002).



22 G. Southam et al.

Fig. 6 A collage of scanning electron micrographs of a plan view of a microbial mat that was exposed across
the fracture face of a sample of Josefsdal Chert from the Barberton greenstone belt (Westall et al. 2006).
Arrows indicate the fibrous nature of the mat and regions where it is peeling off of the mineral substrate. Bar
equals 250 μm

Although life seems to have been widely distributed in the Early-Mid Archaean epoch,
based on the fossil record, it does not appear to have been volumetrically very important by
today’s standards. Westall et al. (2006; see Fig. 6) noted that, although common, the bac-
terial colonies in these sediments were very small, occurring as microcolonies composed
of only a few to tens of cells, and the biofilms relatively thin, with the consequence that
total organic carbon contents are very low (<0.01–0.05%, sometimes ranging up to 0.1–
0.5% cf. Walsh and Lowe 1999). The stromatolitic constructions also possessed only micro-
scopic biogenic components, orders of magnitude smaller than those of the Late Archaean–
Proterozoic epochs. Thick accumulations of tabular microbial biofilms/mats are relatively
rare (Walsh 2004; Westall et al. 2006). Only the organic-rich shales deposited in deeper
waters, testify to a relatively abundant input of carbonaceous material from shallow water
environments (Walsh and Lowe 1999; Tice and Lowe 2004) or from the planktonic photic
zone (Hofmann 2004; Rosing 1999; Rosing and Frei 2004; Walsh and Lowe 1999). The
main limitation to biomass development may have been the fact that oxygenic photosynthe-
sis and the corresponding aerobic heterotrophs and lithotrophs had not yet developed (Des
Marais 2000).

As soon as life began, it would have reduced the entropy of the environments it inhabited
(Lyons et al. 2003). Structural and chemical fossils found in Archaean habitats demonstrate
that the biosphere was already in an advanced evolutionary state by ∼3.5 bya. Much of
the strata preserved from this period appears to have been colonised by morphologically,
and biochemically diverse bacteria that often produced unique mineralogical signatures (see
review by Westall and Southam 2006; Staudigel et al. 2006). Bacteria possess a single,
DNA chromosome (an archive of the cells’ biochemical potential; some bacteria also pos-
sess extra-chromosomal elements, plasmids) that is replicated during cell division, with each
daughter cell receiving one copy. Based on contemporary Bacteria and Archaea that pro-
duce about one mutation per 300 chromosome replications (Foster 2000), the progenote,
even growing at a conservative 24 hour doubling time for a thermophile (Stetter et al. 1990),
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would have taken a molecularly divergent step within only 9 days. However, we do not
know how long it would take to produce an autotroph from a heterotroph or vice versa.
These molecularly diverse bacteria would have initially exerted a chemical influence at
the nanometer (enzymatic and isotopic; Newman and Banfield 2002; Pinti and Hashizume
2001; Shen et al. 2001; Ueno et al. 2001a, 2001b, 2002, 2004) to micrometer (cellular or
microcolony) scale (Marshall 1988; Roden et al. 2004; Sobolev and Roden 2002). Micro-
bial colonies inhabiting pore spaces within liquid, water-logged sediments (Westall 2004,
2005; Westall et al. 2006) or within hydrothermal systems (Kakegawa 2001; Rasmussen
2000), and in corrosion pits in the vitreous outer layers of pillow lavas (endolithic habi-
tats; Furnes et al. 2004, 2005; Staudigel et al. 2006) would have changed the chemistry
of their surroundings and presumably promoted mineral weathering, creating both habitat
and providing additional trace nutrients for growth. The eventual growth of stromatolites or
microbial mats (large biomass containing features), formed at the surface of shallow water
sediments in the photic zone (Allwood et al. 2006; Awramik and Sprinkle 1999; Byerly et al.
1986; Tice and Lowe 2004; Walsh 1992, 2004; Walter 1983; Westall et al. 2006) would have
had a much more profound effect on their chemical surroundings than this cell-, to micro-
(or mm-scale; Southam et al. 2001) colony stage, especially in evaporative environments
(Chan et al. 2005), which would have been isolated from the bulk seawater chemical con-
ditions and therefore, concentrated metabolic by-products and the (bio)geochemical effects
of metabolism. Paleosol (Ohmoto 1996) and isotopic evidence (Eigenbrode and Freeman
2006) suggest that oxygenic photosynthesis may have originated as early as 2.9 billion years
before present. The extension of these biogeochemical processes to geologically significant
physical scales (hundreds of km), would have been needed to produce globally significant
biogeochemically cycling.

Between 2.5 and 1.8 Gya, the global production of oxygen by oxygenic, photosynthetic
cyanobacteria was consumed by the following biotic (Corstjens et al. 1992; Kappler and
Newman 2004; reaction (5)) and abiotic (Langmuir 1997; reactions (5) and (6)) processes:

Fe2+ + ¼ O2 + H+ → Fe3+ + ½ H2O (5)

Fe3+ + 3H2O → Fe(OH)3(s) + 3H+ (6)

This overall interaction, between iron and oxygen, is considered to be a detoxification mech-
anism that would have protected the early obligately anaerobic life on Earth. The reactivity
of iron oxides with bacterial surfaces (Beveridge 1989) during this period in Earth’s his-
tory would have presumably fossilised examples of most of the bacteria present in these
ecosystems. With the consumption of available iron, these reactions could no longer bind
all of the oxygen released by the biosphere, resulting in the release of large amounts of
O2 into the atmosphere. This buildup of oxygen would have led to a severe crisis for life
on Earth, as oxygen radicals tend to react strongly with organic molecules, damaging bi-
ological, enzymatic activity. However, the formation of oxygen would have also created
a unique opportunity for those organisms, which could utilise oxygen as a terminal elec-
tron acceptor. These aerobic heterotrophs would have been able to completely oxidise a
wide range of organic compounds and generated more energy, been more competitive, than
any of the anaerobes. During this time, anaerobic bacteria living in sheltered environments
(isolated anoxic basins in the deep ocean or the terrestrial deep subsurface) were unaf-
fected.

While microbial life has dominated Earth’s history (some would argue that they are still
the dominant life form today) and represents the most probable extraterrestrial life form that
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we should expect to find, the development of macroscopic life forms deserves some con-
sideration as an example of the timing and environmental conditions necessary to produce
macroscopic organisms.

4.3 Evolution

The development of eukaryotic organisms (see Fig. 4) was reliant on both the geosphere for
our origin and on the prokaryotic biosphere (influenced by the geosphere) for our evolution.
Once the Earth became habitable/possessed liquid water (4.4 bya; Wilde et al. 2001), life,
resembling contemporary prokaryotes, developed.

From 3.7 bya (or 3.5 bya from cellular fossils), prokaryotes ruled Earth for more than
2 billion years (see Fig. 4; Javaux et al. 2001), signifying that the origin of eukaryotes was
the rate-limiting step in biological evolution on earth. The presence of sterols as a eukary-
otic molecular marker (Brocks et al. 1999) is problematic because sterols are present in
some bacteria (Hai et al. 1996). When combined with the endosymbiotic origin for eukary-
otes (prokaryotic organisms were taken inside and protected/used by another cell; Sagan
1967), it is difficult to define exactly when eukaryotes evolved. Prokaryotes have left their
biochemical signature in every living organism on earth.

From our study of biochemistry, we know that all life on Earth follows the ‘Central
Dogma’ of biology where DNA → RNA → protein. Briefly, Deoxyribonucleic acid (DNA),
the genetic archive of a cell is used to synthesise ribonucleic acids (the process is transcrip-
tion). The RNA molecules provide a temporary template and the machinery to make proteins
(translation), the catalysts of life. While multiple origins were presumably possible, based
on our common biochemistry, only one life form ultimately colonised Earth. We refer to
this organism as the progenote, representing the most competitive origin of life. Competi-
tion through energy generation and growth is more likely than the ability to produce toxic,
biological compounds as the means for success, since antibiotics are directed towards a
known or common metabolism (Cundliffe 2006). From this point forward, life proceeded to
colonise Earth. The paleontological record of life shows an overall increase in complexity of
structure through time. Beginning with single-celled prokaryotes growing as microcolonies
and perhaps stromatolites from 3.45 bya (or perhaps, >3.7 bya; Rosing 1999) to present, to
microbial mats consisting of large communities of prokaryotes (preserved in iron formations
from 2.5–1.8 bya (Konhauser et al. 2002; Mel’nik 1982) and occurring in contemporary sys-
tems (Duhig et al. 1992; Edwards et al. 2004; Little et al. 2004), to eukaryotes occurring 1.5
bya to present (Javaux et al. 2001) and finally to multicellular organisms (plants and ani-
mals), 0.75 bya to present (Knoll et al. 2006).

Fossil evidence for multi-cellular eukaryotes at ∼0.75 bya means that the step from uni-
cellular to multi-cellular eukaryotes only took ∼0.75 billion years. Thus, the prokaryotic-to-
eukaryotic jump at 1.5 billion years before present, was the rate-limiting step in the evolution
of life on Earth, presumably requiring the development of oxygenic photosynthesis and the
oxygenation of Earth’s surface to occur before eukaryotes came into existence. Long before
plants and animals came along, our single-celled ancestors (prokaryotes and eukaryotes)
had perfected all of the biochemical (enzymatic) processes needed for life. Multicellular
eukaryotic life forms excelled via the establishment of genetic recombination (a shuffling
of genes preventing populations of asexual organisms from accumulating deleterious mu-
tations), sexual reproduction (Bernstein et al. 1981; Cleveland 1947; Margulis and Sagan
1986), and by the development of regulatory genes, allowing different kinds of cells to be
produced from the same genetic information (tissue differentiation, especially hard tissues;
Benton 2004).
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During the Vendian period, immediately before the Cambrian, a few organised, multi-
cellular sea fauna were preserved in the fossil record; however, there was no hint of the
abundance of forms and functions found in Cambrian fossil sediments (Knoll et al. 2006).
In the early Paleozoic era, the Cambrian period, something remarkable happened, never
again repeated in the history of life. In only 10 million years (∼0.2% of Earth’s history), all
but one of the 30 animal phyla existing today appeared in the fossil record (Conway Morris
1989). This was the Cambrian Explosion. The succession, from the Vendian period to the
Cambrian, represents a major transition in Earth’s biological history from a microbially pop-
ulated planet where competition was based on nutrient availability (Nealson and Stahl 1997),
biochemistry, antibiotics (Cundliffe 2006) and simple grazing by protozoa (Eccleston-Parry
and Leadbeater 1995) to a biosphere that was dominated by organisms that possessed teeth at
the top of the food chain (Benton 2004). Such a macroscopic biosphere would be relatively
easy to recognise compared to a contemporary or extant microscopic biosphere elsewhere
in the solar system.

5 Life and the Terrestrial Planets

The widespread distribution of life preserved on Earth from 3.5 bya implies that life must
have been present much earlier, perhaps as early as or well before 3.7 bya, when the rocks
of Isua Supergroup and Akilia were formed. These rocks could potentially hold a record of
this life (Schidlowski 1988, 2001; Rosing 1999; Rosing and Frei 2004) if the metamorphic
overprinting (Fedo and Whitehouse 2002; McGregor and Mason 1977; Pflug and Jaeschke-
Boyer 1979; van Zuilen et al. 2003, 2005) can be disentangled from the potential biogenic
signal(s) (Lepland et al. 2002; Myers 2001; Papineau et al. 2005; Pinti et al. 2001; Rosing
1999). Regardless, the advanced, cellular level of evolution at 3.5 bya has important im-
plications, not only for the timing of the origin of life on Earth but also, for the possible
origin of life elsewhere in the solar system. Did life evolve soon after liquid water became
available on Earth after the moon forming event (Canup and Asphaug 2001) and survive the
period of heavy bombardment from 4.0–3.8 bya (Maher and Stevenson 1988; Mojzsis et al.
1996; Nisbet and Sleep 2001; Ryder 2002; Schoenberg et al. 2002; Sleep et al. 1989), or is
the timing of life’s origin immediately after? The predictions of mass annihilation in planet-
sterilising impacts (Nisbet and Sleep 2001; Ryder 2002; Sleep et al. 1989) suggest that life
arose after the heavy bombardment stopped. In this scenario, once Earth became habitable,
life was able to reach a structural or cellular state of evolution comparable to contemporary
organisms, in only a few hundred million years. Unless we’re unique (McSween 1997), the
ability of life to originate so quickly on Earth raises the possibility that life forms could have
formed elsewhere in the solar system if conditions were habitable.

5.1 Mercury

Even though Mercury may possess water ice (Slade et al. 1992), it lacks an atmosphere
and has extremely large temperature extremes (−150 to 400◦C), conceivably too drastic
for a biosphere to cope with; therefore, it is not considered to be a good candidate from a
habitable or an origins perspective.

5.2 Venus

Venus may have had 80–100◦C liquid water on its’ surface, very early in its history (Kasting
et al. 1984), which is comparable to thermophilic environments that support life on Earth
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today. Also, since it is a rocky planet, it is expected to have possessed many of the geo-
chemical, redox conditions and processes that were favourable to an origin of life on Earth
during the Hadean–Archaean. Therefore, we would have to consider it to have been habit-
able at this time and perhaps, even conducive to an origin of life. A potential problem with
an origin on Venus could have been the acidification of it’s hydrosphere. Organic carbon
macromolecules, the building blocks of cells, are less stable under acidic conditions. Also,
the circumneutral pH conditions inside all living cells, even acidophiles, is circumneutral
(Matin et al. 1982) suggesting that life originated under circumneutral pH conditions. To-
day, the prospects for finding extant life on Venus are unlikely. The loss of water early in
Venus’ history (Chassefière 1997) and the runaway Greenhouse Effect (Kasting 1988), com-
bined with the detrimental effect of oxidation of the planets’ surface (Kasting et al. 1984)
forming concentrated sulphuric acid clouds (Sill 1983), would have wiped-out any remnants
of extant life preserved in its rock record through acid weathering.

5.3 Mars

Mars is a good candidate from both an origins and a habitability perspective. The geologic
history for Mars’s highlights three Epochs: the Noachian (∼3.8 to 3.5 bya), which possesses
terrain scarred by a lot of large impact craters and extensive flooding by liquid water (Carr
1987); the Hesperian (3.5 to 1.8 bya), possessing extensive lava plains; and the Amazonian
(1.8 bya to present), which is comparable to Mars today, possessing minimal impact craters
and some lava flows (Hartman and Neukum 2001). From a geochemical–mineralogical per-
spective, Bibring et al. (2006) proposed separating Mars into the Phyllosian, Theiikian and
Siderikian Eras based on water-rock interactions. The presence of phyllosilicates (which are
formed by aqueous alteration) in the Noachian terrains on Mars suggest that it must have
had at least some standing water either at the surface or in the near subsurface early in its
history (Phyllosian; Bibring et al. 2006). The environment on Mars during this time period,
when volcanic, fluvial, and glacial resurfacing rates were all relatively high (Hartman and
Neukum 2001) is comparable to the conditions when life originated on Earth. Mars was
a rocky planet that had liquid water (Carr 1987; Hynek and Phillips 2001); it would also
have had inputs of extraterrestrial organic carbon and prebiotic synthesis reactions similar
those that are thought to have occurred on Earth, providing material to construct cells and
suitable redox gradients to generate energy. Geochemical energy calculations (Jakosky and
Shock 1998) indicate that Mars (over its entire history) could have generated a comparable
amount of biomass to Earth’s first 100 million years. The bulk of this geochemical energy
would have been available during its early history when water was most abundant. There-
fore, from our habitability on an Earth-like planet equalling the capacity to support an origin
assumption, Mars would have met all of the fundamental requirements necessary for life. If
life (based on Earth) can originate in as little as one- to several-hundred million years), it is
reasonable to infer that Mars may have also supported an origin.

While its smaller size would imply that Mars cooled quicker than Earth, condensing
steam to liquid water earlier than Earth did; could life have evolved on Mars before it did
on Earth? Mojzsis et al. (2001) found oxygen-isotope evidence in ancient zircons for liquid
water on Earth at 4.3 bya suggesting that Mars did not have much of a head start on the
Earth. If life did originate on Mars first, could the transfer of planetary material (Horneck et
al. 2002) from Mars during the period of late heavy bombardment have inoculated Earth?
Whether or not this transfer occurred, the Noachian (Phyllosian) age rocks could harbour a
record of fossilised ‘bacteria’ or life forms similar to bacteria, and mineralogical biomarkers
similar to those produced by life on Earth (Banfield et al. 2001; Bazylinski 1996; Beveridge
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1989; Cady et al. 2003; Ferris et al. 1986; Lowenstam 1981; Southam and Donald 1999;
Toporski et al. 2002).

The subsequent climate change on Mars, from an alkaline, aqueous environment pos-
sessing a relatively thick atmosphere, to a more saline, acid-sulphate, aqueous environment
(Theiikian Era; Bibring et al. 2006) possessing a less dense atmosphere due to the loss of
water (Chassefière and Leblanc 2004) occurred after the period of heavy bombardment until
approx. 3.5 bya (Bibring et al. 2006). This Martian, acid sulphate system is similar to acid
mine drainage (Nordstrom and Southam 1997) or supergene enrichment (Enders et al. 2006)
environments on Earth, and therefore is still habitable.

The Hesperian and Amazonian Epochs (Siderikian Era, from approx. 3.5 bya to present)
is interpreted as being an essentially dry, weathering environment, the same as it is today
(Bibring et al. 2006), which has produced the bulk of the anhydrous ferric oxides on Mars’
surface. While liquid water is considered to have played a minor role during this Era, evi-
dence of melting of the polar caps and the formation of gullies within the last few hundred
million years (the Late Amazonian; Benito et al. 1997; Clifford 1987; Fishbaugh and Head
2002; Malin and Edgett 2000), perhaps even the last decade (Malin et al. 2006) suggests that
Mars still possesses an active subsurface hydrosphere Thus, if life did become established
on Mars during its first billion, relatively water rich years, it could still be present today
in Mars’ deep subsurface where the geologic flux of reduced or energetic redox species in
groundwater could provide life support, similar to that provided to bacteria in Earth’s deep
subsurface (see Fig. 1; Wanger et al. 2006). Note, if origins are equated with habitability, life
could have originated at any time in Mars’ history. Even today, the water–rock–atmosphere
dynamic that resulted in an origin on the Archaean Earth could be met by a subsurface
vadose zone on Mars.

The detection of methane in Mars’ contemporary atmosphere raises the possibility of a
deep Martian biosphere, or at the very least, subsurface volcanic activity (Formisano et al.
2004; Krasnopolsky et al. 2004). Both are important to the life question, either as a direct
biomarker or as a source of redox reactive chemical species. Certainly, Mars’ cold, dry
highly oxidising surface is detrimental to life, but the subsurface of could be acting as a
refuge for an active biosphere. If life is established in the Mars’ subsurface, it will likely
persist, like life on Earth, until our Sun becomes a red giant.

We cannot expect Martian life, if it exists, to be exactly like that on Earth; however, from
a structural and biogeochemical perspective, we should be able to differentiate materials that
are of biological origin from those that are abiotic, just like we’ve done on Earth.

5.4 Europa

While not a terrestrial planet, Europa, the smallest of Jupiter’s four planet-sized moons has
drawn a lot of attention due to its ≤150 km thick water–ice shell (Carr et al. 1998). Based
on Galileo imaging, near infrared reflectance spectroscopy, and gravity and magnetometer
data, Kargel et al. (2000) described Europa as a carbonaceous chondrite that underwent a
global primordial differentiation including degassing and hydrothermal activity, ultimately
producing hydrated silicates and a magnesium- or sodium sulfate ocean at its surface. In-
frared water ice absorption bands, and the near absence of impact craters indicate that the
surface is ice rich and very young, perhaps only 30 million years old (Greeley et al. 2000).
The young surface is an indication of liquid water, leading to speculation that an origin
could have occurred in this dark, watery world (Carr et al. 1998). The presence of liquid
water is thought to occur due to hydrothermal activity (Chyba 2000; Zolotov and Shock
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2003), which is conducive to the formation of unique habitable zones on Earth, or to grav-
itational pumping (Greeley et al. 2000), which would produce a lower geochemical energy
flux from the lithosphere but would still generate liquid water. In either case, throughout
Europa’s history, there would have been few oxidised chemical species (Hall et al. 1995),
and therefore, less geochemical energy, via the formation of suitable redox gradients, avail-
able for life (Jakosky and Shock 1998). While Europa fulfills the habitability requirement
for life, the difficulty with forming cells under sub-aqueous conditions on Earth (Miller and
Bada 1988) would also apply to Europa, presumably preventing an origin.

6 Conclusions

While we do not know what the optimal conditions are to create life, it seems entirely rea-
sonable that basic requirements include a rocky planet and liquid water, specifically occur-
ring as a subaerial lithosphere-hydrosphere system. The required, liquid hydrosphere and
its’ concomitant hydrological cycle will constrain the temperature/pressure boundaries of
the planet. These conditions were met on Venus soon after the planet formed, on Earth for
approx. 1 billion years until life originated creating competition for nutrients, and on Mars,
potentially since it cooled enough to possess liquid water. Regarding the time required to
reach an origin, life would require a stable star possessing a main sequence of at least sev-
eral hundred million years, once the above planetary criteria have been met. While Venus,
Earth and Mars receive differing solar inputs, thus far, all have benefited from a main se-
quence star of 4.6 billion years. Conversely, habitable locations in our Solar System (places
where life can be sustained) are not as restrictive as those where life could originate, and
include Mars’ subsurface today (Boston et al. 1992; if for some reason it did not support
an origin), as well as Europa (Chyba and Phillips 2001; if a subaerial lithosphere is actually
required for an origin).

7 Key Questions and Needed Observations

It is too late to ask many of the questions surrounding an origin of life on Earth. How ex-
actly, did life originate on Earth? How long did it take for life to originate? Did life originate
before or during the period of late heavy bombardment, and if it originated before the late
heavy bombardment, how did it survive? However, the question concerning the possible ori-
gin(s) of life elsewhere in our solar system can be addressed. Are there fossilised remains
of extant life on Mars? Is there contemporary life in Mars’ deep-subsurface? Is there life
on Europa—can life originate without a subaerial lithosphere? The examination and char-
acterisation of Archaean Earth materials and Earth analogue systems by direct observation
and remote sensing are necessary to ground truth the use of these methods beyond Earth.
Remote sensing, robotic explorers and sample return, hopefully within the lifetime of the
authors, are needed to address these questions.
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Abstract We address the first several hundred million years of Earth’s history. The Moon-
forming impact left Earth enveloped in a hot silicate atmosphere that cooled and condensed
over ∼1,000 yrs. As it cooled the Earth degassed its volatiles into the atmosphere. It took
another ∼2 Myrs for the magma ocean to freeze at the surface. The cooling rate was de-
termined by atmospheric thermal blanketing. Tidal heating by the new Moon was a major
energy source to the magma ocean. After the mantle solidified geothermal heat became
climatologically insignificant, which allowed the steam atmosphere to condense, and left
behind a ∼100 bar, ∼500 K CO2 atmosphere. Thereafter cooling was governed by how
quickly CO2 was removed from the atmosphere. If subduction were efficient this could have
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taken as little as 10 million years. In this case the faint young Sun suggests that a lifeless
Earth should have been cold and its oceans white with ice. But if carbonate subduction were
inefficient the CO2 would have mostly stayed in the atmosphere, which would have kept the
surface near ∼500 K for many tens of millions of years. Hydrous minerals are harder to
subduct than carbonates and there is a good chance that the Hadean mantle was dry. Hadean
heat flow was locally high enough to ensure that any ice cover would have been thin (<5 m)
in places. Moreover hundreds or thousands of asteroid impacts would have been big enough
to melt the ice triggering brief impact summers. We suggest that plate tectonics as it works
now was inadequate to handle typical Hadean heat flows of 0.2–0.5 W/m2. In its place we
hypothesize a convecting mantle capped by a ∼100 km deep basaltic mush that was rela-
tively permeable to heat flow. Recycling and distillation of hydrous basalts produced granitic
rocks very early, which is consistent with preserved >4 Ga detrital zircons. If carbonates in
oceanic crust subducted as quickly as they formed, Earth could have been habitable as early
as 10–20 Myrs after the Moon-forming impact.

Keywords Hadean Earth · Moon-forming impact · Origin of Earth · Magma oceans ·
Planetary atmospheres · Late heavy bombardment

1 Introduction

Percival Lowell, the most influential popularizer of planetary science in America before
Sagan, described in lively detail a planetology in which worlds formed hot and dried out as
they aged (Lowell 1895, 1906, 1909). Large worlds cooled slowly, and were still evolution-
arily young in 1895, “while in the moon we gaze upon the last sad age of decrepitude, a
world almost sans air, sans sea, sans life, sans everything.” One reason is that gases escape
to space. “The maximum speed [a molecule] may attain Clerk–Maxwell deduced from the
doctrine of chances to be seven-fold the average. What may happen to one, must eventually
happen to all.” Another reason presumes cooling. “As the [internal] heat dissipates, the body
begins to solidify, starting with the crust. For cosmic purposes it undoubtedly still remains
plastic, but cracks of relatively small size are both formed and persist. Into these the surface
water seeps. With continued refrigeration the crust thickens, more cracks are opened, and
more water given lodgement within, to the impoverishment of the seas.” In many respects
the modern story, if not the prose, broadly resembles Lowell’s.

Lowell’s speculations were rooted in Lord Kelvin’s concepts of time. Kelvin derived the
age of the Earth from the near surface thermal gradient (Kelvin 1895; Schubert et al. 2001;
Wood and Halliday 2005). He made the explicit assumption that the Earth cooled by thermal
conduction and the implicit assumption that the Earth harbored no unknown energy sources.
He obtained an age for the Earth of 25 million years. Kelvin also computed the age of the
Sun, in this case by presuming a convecting body for which gravitational contraction was
the only energy source, and he obtained a similar age. These are the sort of coincidences that
make for a robust theory, or at least a stubborn theorist, and Lowell was one among many
to accept these arguments. In the context of Kelvin’s history of brief time, monotonically
cooling planets made sense: fate was ruled by the surface-to-volume ratio.

The discovery of radioactive heating triggered a relatively brief (and in retrospect ill-
considered) counter-reaction in favor of a cold early Earth, in which the only primary
source of heating was radioactive decay. In this story the slow internal build up of ra-
diogenic heat eventually led to internal melting after hundreds of millions or even bil-
lions of years. A credible consequence of cold formation might be a hydrogen–methane–
ammonia primary atmosphere (Urey 1951). Such an atmosphere would be conducive to
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the abiotic synthesis of complex organic molecules (Miller 1953). Cold formation got a
foothold in textbooks, but the enormous gravitational energy released during accretion was
never plausibly made to go away. Hot formation eventually returned to favor when it be-
came more fully appreciated that accretion took the form of giant impacts (Safronov 1972;
Wetherill 1985).

Of more moment to us here is that Lowell placed the origin of life in a Hadean realm
of geothermal heat hidden from the Sun. Perhaps he saw no choice; 25 million years is not
necessarily a lot of time. It is now known that the mantle cools by solid state convection, and
that the Earth is more than 4.5 billion years old. This leaves plenty of time. Yet the suspicion
remains widespread that life arose on Earth in a Hadean realm that is hidden from the rock
record (Cloud 1988; Chyba 1993). The Hadean is important because it set the table for all
that came later (ibid).

1.1 The Hadean Today

Today the Hadean is widely and enduringly pictured as a world of exuberant volcanism,
exploding meteors, huge craters, infernal heat, and billowing sulfurous steams; that is, a
world of fire and brimstone punctuated with blows to the head. In the background a red
Moon looms gigantic in the sky. The popular image has given it a name that celebrates
our mythic roots. As Kelvin and Lowell understood, a hot early Earth is an almost inevitable
consequence of fast planetary growth. The apparent success of the Moon-forming impact hy-
pothesis (Benz et al. 1986; Hartmann et al. 1986; Stevenson 1987; Canup and Righter 2000;
Canup and Asphaug 2001; Canup 2004) has probably evaporated any lingering doubts. Earth
as we know it emerged from a fog of silicate vapor.

1.2 Defining the Hadean

Discord confuses what “Hadean” means or should mean (Nisbet 1985, 1991, 1996). One
choice has been to define the Hadean as the time before the first rock (currently the Acasta
Gneiss, dated to 4.00–4.03 Ga, Bowring and Williams 1999). This puts the Hadean into
the same category as the fastest mile or the tallest building. Another choice is to define it
as the time before the first evidence of life. This definition was in use at one time. Before
Cloud split it into the Hadean and the Archean Eons, there had been a lifeless “Azoic” Eon.
“Archean” means “beginning” in the context of life (Nisbet 1982). This definition is consis-
tent with geological convention but is open to endless debate over what constitutes evidence
of life. Later, Cloud (1983, 1988) set the origin of life in the Hadean. A potentially useful
definition is to synchronize the end of the Hadean with the end of the heavy bombardment
of the inner solar system. This would encourage comparisons between planets. On the other
hand, the end of the late bombardment is not (yet?) well defined as an instant in time, nor has
it shown itself clearly in the terrestrial record. This leaves picking an arbitrary date. Cloud
(1983) used 3.8 Ga, others have used 4.0 Ga. All of these definitions are in effect equal at
present.

The Hadean record is not data rich. Any tale of the Hadean truly told would be so ob-
scured with qualifications, caveats and prevarications that the reader would need a GPS
system just to follow the narrative thread. We have opted instead to present a web of spec-
ulations in flat declarative sentences, constrained by basic physics when possible. This is
the same point of view taken by Stevenson (1983) in an earlier essay on the topic. That our
authoritative-seeming sentences often differ from Stevenson’s authoritative-seeming sen-
tences can be taken as a sign of progress.
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2 Astrophysical Context

2.1 The Interstellar Environment

Stars can form in dense clusters in which massive stars live short, brilliant lives, or they
can form in quiet low-density suburbs where massive stars are rare. Massive stars dominate
their environment. In general massive stars are very hot and extremely luminous and most of
their light is emitted in the UV; such a star can emit 1010 times more UV than does our Sun.
A nearby massive star can be a bigger source of ionizing UV radiation to the solar system
than the Sun itself. Interstellar UV can drive photochemistry, and it can also photoevaporate
the nebular disk from which the Sun and planets formed (Adams et al. 2004). Stellar UV can
also drive off primary atmospheres of small planets. As massive stars hurry toward death
they unleash enormous stellar winds that pollute the nebula with fresh products of stellar
nucleosynthesis. The biggest stars end as supernovae. Supernovae provide the prime source
of short-lived radionuclides such as 26Al and 60Fe. Astronomical observations of γ -rays
from 26Al decay imply that the current average 26Al/27Al ratio in the interstellar medium is
9 × 10−6 (Diehl et al. 2006). This is notably lower than the primordial solar system ratio of
5.25×10−5 (Bizzarro et al. 2004). The half-life of 26Al is 7×105 yrs. The implication is that
the solar nebula was enriched with the products of a recent nearby supernova or supernovae.
Evidently the Sun did not form in a quiet low-density suburb (Adams and Laughlin 2001).
Nearby supernovae could have had other interesting effects on the Sun’s environment. But
massive stars destined for supernova last only a few million years (Arnett 1996). By the time
the Sun reached the main sequence it was well entrenched in its suburban tract home. Any
further speculation on these matters is beyond the scope of this essay.

2.2 The Faint Young Sun

According to the standard model, the Sun has steadily brightened since it arrived on the
Main Sequence 4.52 billion years ago (the Zero-Age Main Sequence, or “ZAMS”). In the
next billion years the Sun brightened from about 71% to 76% of its current luminosity.
Standard solar evolution is shown in Fig. 1.

The faint young Sun imposes a stringent constraint on the climate of the young Earth
(Ringwood 1961; Sagan and Mullen 1972). Without the addition of potent greenhouse gases
the early Earth should have been at most times and places frozen over. This is important and
will be discussed in more detail in the following.

The one way to make the young Sun brighter is to make it more massive than it is now.
The Sun loses mass through the solar wind. At current rates the mass loss is tiny, amounting
to only 0.01% of the Sun’s mass over 4.5 Gyrs. To be as bright as it is now, the ZAMS
Sun would have needed 6% more mass (Sackmann and Boothroyd 2003). This amount of
mass loss far exceeds what is plausible. By studying stellar winds of a half-dozen Sun-like
stars, Wood et al. (2002) found that a Sun-like star loses about 0.5% of its mass after it
reaches the Main Sequence. This is too small to be important. Wood et al. (2005) have since
characterized the winds of another half-dozen solar analogues. According to the newer study
the total mass loss from the main sequence Sun was only ∼0.1% of its initial mass.

There is little evidence bounding mass loss from very young stars1. In 2002 Wood et al.
argued that the empirical upper limit on X-ray flux implies a parallel upper limit on mass

1When stars are still accreting they generally have extremely large stellar winds, but these typically do not
last more than a few million years at most, and given that the stars are accreting, the winds do not imply that
the star is on net losing mass.
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Fig. 1 The first 3 billion years of solar evolution. The solid curves show luminosity evolution. Main se-
quence luminosity evolution follows Sackmann et al. (1993). Pre-Main Sequence evolution (shaded region)
is adapted from D’Antona and Mazzitelli (1994). The range of uncertainty is determined by mass loss. Pre-
ferred mass loss follows Wood et al. (2002, 2005). Sensitivity to mass loss is scaled from Sackmann and
Boothroyd (2003). The upper bound on luminosity arbitrarily multiplies Wood et al.’s best estimate by a
factor 4.56t−1, where t is the age of the Sun in Gyrs. Even with these relatively enormous solar winds
the Sun’s luminosity is barely affected. The solar wind, X-ray, and EUV evolutions (broken curves) follow
Wood et al.’s recommendations and references therein. These latter are aspects of solar activity rather than
solar luminosity—young stars are generally more active than the sedate modern Sun. The observed scatter in
X-ray luminosities of young Sun-like stars (not shown) implies an order of magnitude uncertainty during the
Hadean

loss rates; in 2005 they showed evidence that stellar winds may be smaller in stars younger
than 0.7 Ga than they become later. This is rather surprising. Still, the data offer no support
for a markedly more massive young Sun. The range of solar evolutions permitted by Wood
et al.’s mass loss rates is shown in Fig. 1.

Often overlooked is that, irrespective of mass loss, the Sun’s luminosity was far from con-
stant in the 50 Myrs it took to contract to the main sequence2. Figure 1 includes a model of
the Sun’s pre-main-sequence evolution beginning at 1 Ma (D’Antona and Mazzitelli 1994).
During the first few million years the Sun was brighter and redder than it is now. At 10
million years it was only half as bright as it is now, while at 30 million years it was almost
precisely as bright as it is now. Thereafter the Sun faded to its ZAMS luminosity as the
nuclear fires took over.

These time scales are comparable to the time scales currently seen as relevant to ter-
restrial planet accretion. Runaway growth of the first generation planets is thought to have
taken no more than 1 Myr (Lissauer 1993; Chambers 2004). Planetary embryos, at first
embedded in the nebula, would have emerged to see a bright red Sun. Earth and Venus
were built by collisions between planetary embryos over some ∼50 Myrs. As they grew
the planets would have experienced major changes in solar luminosity. These changes
were important because they determine the physical state of water in our part of the
Solar System. As the Sun changed brightness the water condensation front would have

2If this time scale looks familiar, it is: it’s Kelvin’s time scale for gravitational contraction. This is the part of
the Sun’s evolution that predates the onset of significant nuclear fusion.
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swept back and forth through the solar system. For a planet at Earth’s distance from
the Sun, at 2 Myr any water present would have been vapor, while at 10 Myr the wa-
ter would have been ice, and ice would have stable at Venus. It is possible in Mars we
are looking at a planet that is old enough to remember these times (Lunine et al. 2003;
Halliday and Kleine 2006). In any event, the history of volatiles is sensitive to solar lumi-
nosity, and hence the eventual states of Venus and Earth would have been sensitive to the
growth spurts of the young Sun.

2.3 The Active Young Sun

In contrast to luminosity in general, the active young Sun was a much stronger source of
ultraviolet light, X-rays, and solar wind than it is today (see Fig. 1; see also the chapter
by Kulikov et al. 2007, this issue). This inference is based on empirical observations of
hundreds of young solar analogs. The theory is not fully developed, but in broad outline
stellar activity (sunspots, flares, UV, X-rays, etc.) is directly related to the strength of the
magnetic field, which in turn is generated from the star’s rotation. As the star ages it loses
angular momentum through the stellar wind. Solitary stars are like spinning tops. They all
slow down.

3 The Age of the Earth and Solar System

There are no rocks surviving from the first 500 Myrs of Earth’s history. The oldest zircon
grain found thus far yields an age >150 Myrs after the start of the Solar System (Wilde et al.
2001). Therefore, deducing Earth’s earliest history is strongly dependent on geochemistry,
theory and comparison with other solar system objects using meteorites and returned sam-
ples. The Earth was formed through successive accretion events involving objects as large
as other planets. As such the Earth has no simple “age” because it formed from combining
earlier formed planetary objects which already had established their own differentiated reser-
voirs, including cores and atmospheres. We can determine the rate at which the Earth grew
by making certain assumptions about the degree of mixing and equilibration between these
planets as they coalesced. We can also define the start of the Solar System and this growth
history very precisely. Chondrites are the most common form of meteorite landing on Earth.
They are thought to represent early dust and debris from the circumstellar disk from which
the planets grew. Most chondrites contain refractory Ca–Al-rich inclusions (CAIs) enriched
in elements expected to condense at very high temperatures from a hot nebular gas. These
are the oldest objects yet identified that formed in the Solar System. CAIs from the Efre-
movka chondrite have been dated by 235/238U–207/206Pb at 4.5672 ± 0.0006 Ga (Amelin et
al. 2002). This is the current best estimate of the start to the Solar System and hence defines
a more precise slope to the meteorite isochron (called the “Geochron”) first established by
Patterson (1956) (Fig. 2). To sort out the growth history of planets it is necessary to use
short-lived nuclides, dynamic simulations of planet formation and petrological constraints
on likely core formation scenarios.

Short-lived nuclides provide a set of powerful tools for unraveling a precise chronology
of the early solar system. The advantage of these is that the changes in daughter isotope can
only take place over a restricted early time window; there is no correction for the effects of
decay over the past 4.5 billion years. A disadvantage is that the parent isotope can no longer
be measured. Hence its abundance at the start of the solar system must first be determined
by comparing the isotopic composition of the daughter element in rocks and minerals of
independently known age. Only then can it provide useful age constraints.
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Fig. 2 The current best estimates for the time-scales over which very early inner solar system objects and
the terrestrial planets formed. The approximated mean life of accretion (τ ) is the time taken to achieve 63%
growth at exponentially decreasing rates of growth. The dashed lines indicate the mean life for accretion
deduced for the Earth based on W and Pb isotopes (Halliday 2003, 2004; Kleine et al. 2002; Yin et al. 2002).
The earliest age of the Moon assumes separation from a reservoir with chondritic Hf/W (Kleine et al. 2002;
Yin et al. 2002). The best estimates are based on the radiogenic ingrowth deduced for the interior of the Moon
(Halliday 2003, 2004; Kleine et al. 2005b). See text for details of other sources. Based on a figure in Halliday
and Kleine (2006)

The short-lived nuclides provide most of the information on the first 50 Myrs of the
solar system. For example, as well as CAIs, most chondrites also contain chondrules, drop-
shaped ultramafic objects with strange textures thought to reflect rapid heating, melting and
quenching of pre-existing material in a dusty disk. Using 26Al–26Mg it has been shown
that some of these chondrules formed as much as 1 to 3 million years after the start of
the Solar System (Russell et al. 1996; Bizzarro et al. 2004) (Fig. 2). Therefore chondrites,
the meteorites that contain chondrules, though primitive in composition, must have formed
millions of years after the start of the solar system. This is interesting because simula-
tions of planetary accretion indicate that dust should have accumulated into 1000 km-sized
planetary embryos in just a few hundred thousand years—much less than the time indi-
cated from chondrule formation. In fact we now have excellent isotopic evidence that a
range of accretion styles were involved in the formation of the terrestrial planets. Before
discussing this it is worth first explaining the theories behind the formation of Earth-like
planets.

3.1 Planetary Accretion

A variety of theories have been advanced for how terrestrial planets form. For a recent
review see Chambers (2004). In broad terms the rates of accretion of Earth-like planets will
be affected by the amount of mass in the disk itself. If there is nebular gas present at the
time of accretion the rates are faster. In fact the absence of nebular gas is also calculated to
favor eccentric orbits, which gas would dampen (Agnor and Ward 2002). The presence of
solar noble gases in the Earth and Mars is consistent with these requirements. In the simplest
terms accretion of terrestrial planets is envisaged as taking place in four stages:
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(1) Settling of circumstellar dust to the mid-plane of the disk.
(2) Growth of planetesimals up to ∼1 km in size.
(3) Runaway growth of planetary embryos up to ∼103 km in size.
(4) Oligarchic growth of larger objects through late-stage collisions.

Stage 1 takes place over time scales of thousands of years and provides a relatively dense
plane of material from which the planets can grow. The second stage is the most poorly
understood at present but is necessary in order to build objects that are of sufficient mass
for gravity to play a major role. Planetesimals would need to be about a kilometer in size in
order for the gravitationally driven stage 3 to start.

We do not know how stage 2 happens, although clearly it must. Scientists have succeeded
in making fluffy aggregates from dust, but these are all less than a cm in size. How does one
make something that is the size of a house or a stadium? One obvious suggestion is that
some kind of glue was involved. Volatiles would not condense in the inner solar system. Not
only were the pressures too low, but the temperatures were probably high because of heating
as material was swept into the Sun (Boss 1990). An alternative is that, within a disk of dust
and gas, collective effects can sort or gather particles into pockets of locally high density that
might promote collisional coagulation or gravitational collapse (Weidenschilling and Cuzzi
1993; Cuzzi et al. 2005). Local separation and clumping of the material might also lead to
larger scale gravitational instabilities, whereby an entire section of the disk has relatively
high gravity and accumulates into a zone of concentrated mass (Ward 2000).

However they are formed, runaway growth builds these 1 km-sized objects into 1,000 km-
sized objects. The bigger the object the larger it becomes until all of the material available
within a given feeding zone or heliocentric distance is incorporated into planetary embryos.
This is thought to take place within a few hundred thousand years (Kortenkamp et al. 2000).
The ultimate size depends on the amount of material available. Using models for the density
of the solar nebula it is possible that Mars-sized objects could originate in this fashion.

Building objects that are the size of the Earth is thought to require a more protracted
history of collisions between such planetary embryos. Wetherill (1986) ran Monte Carlo
simulations of terrestrial planetary growth and some runs with planets of the right size and
distribution to be matches for Mercury, Venus, Earth and Mars. He monitored the time scales
involved in these “successful” runs and found that most of the mass was accreted in the first
10 Myrs, but that significant accretion continued for much longer. Wetherill also tracked
the provenance of material that built the terrestrial planets and showed that, in contrast to
runaway growth, the feeding zone concept was flawed. The planetesimals and planetary
embryos that built the Earth came from distances that extended over more than 2 AU. More
recent calculations of solar system formation have yielded similar results (Canup and Agnor
2000; Raymond et al. 2004).

Such planetary collisions would have been catastrophic. The energy released is sufficient
to raise the temperature of the Earth by thousands of degrees. The most widely held theory
for the formation of the Moon is that there was such a catastrophic collision between a
Mars-sized planet and the proto-Earth when it was approximately 90% of its current mass.
The putative impactor planet, sometimes named “Theia” (the mother of Selene who was the
goddess of the Moon), struck the proto-Earth with a glancing blow generating the angular
momentum of the Earth–Moon system.

3.2 Tungsten Isotopic Tests for Earth Formation Models

The above models of planet formation differ with respect to timing and can therefore be eval-
uated using isotope geochemistry. The 182Hf–182W chronometer has been particularly useful
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in determining the time-scales over which the planets formed. The principle of the technique
is that Hf/W ratios are strongly fractionated by core formation because W normally is mod-
erately siderophile whereas Hf is lithophile. Therefore, in the simplest of models, the W
isotopic composition of a silicate reservoir such as the Earth’s primitive mantle is a function
of the timing of core formation. If, however, a planet grows over tens of millions of years,
and if as it grows its core gets larger, as is nowadays assumed to be the case for the Earth,
the W isotopic composition of the primitive mantle is a function of the rate of growth of the
planet.

The silicate Earth has a 182W abundance that is high relative to average solar system.
This indicates that some portion of silicate Earth formed as a high Hf/W reservoir during
the lifetime of 182Hf. The growth of the Earth must have been protracted, otherwise the
182W abundance would be much larger. How to interpret the results in terms of exact time
scales depends on the models used. Because the 182Hf–182W chronometer has a half-life of
just 8.9 Myrs, it is insensitive to changes that take place more than 60 Myrs after the start
of the solar system. Therefore, the W isotopic composition of the silicate Earth has to be
interpreted in terms of a relatively simple growth history of the Earth and its core that takes
on board other scientific constraints. The mean life for the Earth assuming an exponentially
decreasing rate of growth is 11 Myrs (Yin et al. 2002; Jakobsen 2005). This corresponds to
the time taken to achieve 63% growth, which is in excellent agreement with the time scales
inferred directly from the simulations of Wetherill (1986).

3.3 Comparisons with Other Objects

Although the Earth accreted over long time scales, the information from studying smaller
objects is different. The most recent data for martian meteorites (Kleine et al. 2004;
Foley et al. 2005) confirms earlier evidence (Lee and Halliday 1997) that accretion and
core formation on Mars were fast. Some recent models (Halliday and Kleine 2006) place
the time scale for formation of Mars at less than one million years (Fig. 2). If this is correct,
Mars probably formed by a mechanism such as runaway growth, rather than by protracted
collision-dominated oligarchic growth. In other words, Mars may represent a unique exam-
ple of a large primitive planetary embryo with a totally different accretion history from that
of the Earth. Lunine et al. (2003) drew a similar conclusion based on the low quantity and
high D/H ratio of martian water.

A similar story is being recovered from iron meteorites. With extensive replication and
better mass spectrometers very high precision can now be achieved on the W isotopic com-
positions of iron meteorites. The latest data for iron meteorites provide evidence that accre-
tion and core formation were very short-lived (Kleine et al. 2005a; Markowski et al. 2006;
Scherstén et al. 2006). In some cases planetesimal cores formed within 500,000 years of
the start of the solar system (Fig. 2) (Markowski et al. 2006). Therefore, they too appear to
represent examples of early planetary embryos, as predicted from dynamic theory.

Although there are variations, most giant impact simulations provide evidence that the
Moon formed after the Earth had achieved approximately 90% of its current mass. From
the W isotopic compositions of lunar samples it has been possible to determine that the
Moon must have formed tens of million of years after the start of the solar system (Lee et
al. 1997, 2002; Kleine et al. 2005b). All of these approaches yield similar time-scales of
between about 30 and 55 Myrs after the start of the solar system providing strong support
for the giant impact theory since such a late origin for an object of the size of the Moon is
not readily explicable unless it formed from a previously formed planet.
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3.4 Core Formation, Accretion and the Early Earth

Mechanisms of core formation were originally based on the concept of metal segregation
from a fully formed Earth via inter-granular percolation (Rushmer et al. 2000) and descend-
ing diapirs (Stevenson 1990). In a similar vein the models upon which we base our many
ideas of partitioning of trace elements in a magma ocean assume a fully formed Earth un-
dergoing metal segregation. Although these models form the backbone of thinking about the
physical and chemical processes by which the Earth’s core was formed, collisions between
differentiated planetesimals and planets would result in core growth by core–core mixing
(Yoshino et al. 2003; Halliday 2004).

These effects also will affect Hf/W chronometry. In calculating the time scales for the
accretion of the Earth it is assumed that the entire W that is accreted is on average of chon-
dritic composition. This bit is fine because planetary bodies are close to chondritic in Hf/W.
However, it is also assumed that this composition mixes and isotopically equilibrates with
the W in the silicate Earth. If instead a fraction of the incoming W is in metal from the
impactor’s core and this mixes with the metal in Earth’s core, then the 182Hf–182W “age” of
the Earth or its core will appear older than it really is (Halliday 2004).

The Pb isotopic composition of the silicate Earth, as estimated by various authors, plots
to the right of the Geochron that defines the age of the solar system (Fig. 3). The stan-
dard explanation for this is that the Earth or its core formed late. Both U/Pb and Hf/W
are fractionated by core formation because the parent is lithophile, whereas the daughter is
siderophile or chalcophile. Therefore, if the Pb isotopic composition of the silicate Earth
is modeled in the same manner as the W isotopic composition it should yield a similar
result.

Fig. 3 Estimates of the lead isotopic composition of the bulk silicate Earth (BSE) plotted relative to the
Geochron defined as the slope corresponding to the start of the solar system. All estimates plot to the right of
this line. If any of these are nearly correct, they provide evidence of protracted accretion or core formation,
or both. The times indicated in Myrs are the two-stage model ages of core formation assuming the same
values for bulk earth parameters given by Halliday (2004) and Wood and Halliday (2005). Data from Doe
and Zartman (1979), Davies (1984), Zartman and Haines (1988), Allègre et al. (1988), Allègre and Lewin
(1989), Kwon et al. (1989), Liew et al. (1991), Galer and Goldstein (1991), Kramers and Tolstikhin (1997),
Kamber and Collerson (1999), and Murphy et al. (2003). (Full references in Halliday 2004.) These Pb isotope
estimates are all significantly longer than the 182Hf–182W estimate of 30 Myrs (Kleine et al. 2002; Yin et al.
2002) which may relate to the differing partitioning of W versus Pb during core segregation of metal versus
sulphide (Wood and Halliday 2005)
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When these two chronometers are compared a variable but uni-directional offset is found
between the timing that is based on W and those based on any of the 11 estimates of the Pb
isotopic composition of the silicate Earth (Fig. 3). For example, the two-stage 182Hf–182W
model age of the Earth is 30 Myrs whereas the same model applied to 235/238U–207/206Pb
yields ages ranging between >40 and >100 Myrs (Fig. 3). It is of course possible that all the
Pb isotope estimates are wrong. Given the difficulty with defining a meaningful average for
the silicate Earth this is certainly a possibility. However, it is also a finding that is consistent
with latest thinking on Earth’s oxidation during growth. The transfer of W and Pb to the
core may have changed, but not together, during the accretion history of the Earth (Wood
and Halliday 2005). Tungsten is moderately siderophile but not chalcophile. The opposite is
true for Pb. Sulfides would have formed following the cooling of the Earth after the Moon-
forming impact. Removal of lead sulfide to the core may have been responsible for a late-
stage increase in U/Pb that defines the Pb isotopic compositions observed. This being the
case, the Pb isotopic composition of the bulk silicate Earth provides information on the
time scales over which the Earth cooled following the Moon-forming impact. Very roughly
speaking the Earth’s upper mantle appears to have cooled from temperatures of about 7000 K
at the time of the giant impact to about 3,000 K when sulphide would have become stable.
The time scales inferred depend on which Pb isotopic estimate is deployed. However, they
are all of the order of tens of millions of years after the Moon-forming impact.

3.5 The Age of Heroes

The gravitational energy released assembling Earth is roughly equal to what Earth receives
from 200 million years of sunlight. But unlike sunlight, accretional energy arrived in hot
lumps. During the hypothetical runaway phase the impacts must have come so frequently
that the accretional pulses would have overlapped, with the individual heating events merg-
ing into a single geothermal heat flow that for climatological purposes would be like sunlight
welling up from below. To this we add radioactive heating. Runaway accretion is fast enough
that the short-lived radionuclides 26Al and 60Fe (half lives of 0.7 and 1.5 Myr, respectively)
were still abundant. At their initial solar system abundances, radioactive aluminum and iron
provide more heating to a Mars-size planet than does accretion. Even if runaway accretion
were delayed 2 Myr, radioactive heating would still be comparable to accretional heating
for a Moon-size body. Radioactive heating is most potent in small bodies that cannot cool
effectively by solid state convection (Woolum and Cassen 1999). If the world is too large,
radioactive heating by itself will not melt it (Stevenson 1983).

After a few million years the Sun is faint, short-lived radionuclides are no longer impor-
tant, and collisions between protoplanets, although bigger than during runaway growth, are
well separated in time. This is a different thermal regime. There is no way to spread accre-
tional energy evenly over tens of millions of years. What happens instead is that most of the
energy of the giant impacts is quickly radiated to space. After each giant impact the surface
gets briefly very hot, but after a million years or so it cools to a point where the energy
budget is again dominated by sunlight. If water is abundant, the cooling protoplanet spends
some time after each impact perched in a runaway greenhouse state (Abe et al. 2000). For a
planet the size of Earth struck by a planet the size of Mars the hot times can last for more
than a million years (to be discussed in the following), with the duration depending on the
energy of the impact and on the input from the Sun. With the background energy budget set
by the (usually) faint Sun, a planet at Earth’s distance should have frozen to an ice world if
there weren’t also an atmospheric greenhouse effect enormously stronger than that enjoyed
by Earth today.
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Another aspect of the giant impact phase of accretion is that more than half of the col-
lisions are bounces rather than mergers (Agnor and Asphaug 2004; Asphaug et al. 2006).
Bounces and mergers both can cause the loss of volatile materials, including geochemical
volatiles. Impacts are especially prone to expel exposed surface materials; for example, a
differentiated crust of an airless and oceanless planet. Thus there might be an expectation
that depletions should depend on geochemical incompatibility or density. Here expectation
meets mixed success. There is little evidence that refractory incompatible lithophile ele-
ments are depleted in Earth—excess 142Nd might qualify (Boyet and Carlson 2005). But
sorting by density between silicates and iron is obvious. In the extreme case one expects
a planet like Mercury, where even the silicates have been lost relative to iron (Benz et al.
1988).

The heroic age of accretion ends with the Moon-forming impact. Although it was prob-
ably not the last big impact, it was probably the last time that Earth was hit by another
planet.

4 Origin of the Atmosphere

Earth’s atmosphere is often described as secondary, a choice of words that implies a his-
tory. The vanished primary atmosphere is defined as an atmosphere captured from the gases
of the solar nebula, presumably by gravity. A primary atmosphere is overwhelmingly hy-
drogen. Other volatiles are present as hydrides (Urey 1951). Jupiter provides an example.
It has been shown that a cool reduced primary atmosphere provides a good substrate for
prebiotic chemistry (Miller 1953). Smaller planets like Earth could have captured signifi-
cant primary atmospheres, depending on how long the nebula lasted (Hayashi et al. 1979;
Mizuno et al. 1980; Sekiya et al. 1980a, 1980b, 1981; Sasaki 1990; Ikoma and Genda 2006).
A primary atmosphere can be hot enough to melt the surface. Hayashi et al. (1979) showed
that the surface temperature of a primary atmosphere of an Earth-mass planet would have
been ∼4,000 K, scaling as the two-thirds power of the planet’s mass. More recently Ikoma
and Genda (2006), using more realistic opacities, revised the theoretical surface temperature
of Earth’s primary atmosphere downward to ∼3,000 K.

By hypothesis the secondary atmosphere was degassed from the solid Earth after the
primary atmosphere was lost. In extreme form, a secondary atmosphere presumes that all
Earth’s volatiles were accreted in solid bodies akin to meteorites and were later degassed
into a primordial vacuum after Earth heated up. In this way the idea that the oceans slowly
grew over billions of years first got lodged in textbooks.

Traditional arguments for and against a primary atmosphere are based on the abundances
of noble gases. Proponents of the primary atmosphere cite the isotopic composition of the
noble gases, the presence of 3He and isotopically solar neon inside the Earth (e.g., Harper
and Jakobsen 1996), and the large amount of 36Ar in the atmosphere of Venus (e.g., Genda
and Abe 2005). Proponents cite isotopic evidence that massive hydrogen escape took place
(Sasaki and Nakazawa 1988; Pepin 1991). If nebular gases circulated through the primary
atmosphere, the nebula provided a vast reservoir of volatiles to react with the protoplan-
ets embedded within (Lewis and Prinn 1984). A reduced protoplanet can acquire N, C,
and S in refractory minerals (e.g., TiN) and so build up as something akin to the ensta-
tite meteorites. Later, after the nebula is gone, hydrogen escape can oxidize the proto-
planet.

Arguments against the retention of a significant primary atmosphere are apparent in the
overall elemental pattern of the noble gases in planetary atmospheres, which resembles the
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Fig. 4 The abundances of the isotopes of the noble gases (He not shown) relative to their abundances in the
Sun. A purely solar abundance pattern would be a horizontal line on this plot. Apart from Xe, the noble gases
on Earth and Mars resemble those in carbonaceous meteorites (Pepin 1991), although the planets have less
of them. Xenon is discrepant both in quantity and isotopic pattern (which is obviously sloped even on this
scale). Venus more closely resembles the implanted solar wind noble gases seen in the meteorites Pesyanoe
and South Oman, although the data for Venus are poor (isotope ratios are effectively unconstrained, Kr is
very uncertain, and Xe is an upper limit)

elemental pattern seen in meteorites better than it resembles the elemental pattern seen in the
Sun, and the extremely low abundance of neon in the atmosphere compared to its abundance
in the solar nebula (Fig. 4). First, compare Ne to nonradiogenic Ar. The 20Ne/36Ar ratio is
>30 in the Sun but is typically ∼0.3 in planetary atmospheres. Hence, if both Ne and Ar
were primary, Ne must have escaped 100 times more efficiently than Ar, and done so from
Venus, Earth, Mars, and (apparently) even from the carbonaceous chondritic asteroid parent
bodies (Mizuno and Wetherill 1984). Second, compare neon to nitrogen, which is the most
volatile element apart from H and the noble gases. The solar N/Ne ratio is unity. In Earth’s
atmosphere that ratio is 86,000. Either Ne escaped 86,000 times faster than N, or the major
source of N was in a condensate of some kind.

The failure of a primary atmosphere to account for neon does not mean that a secondary
atmosphere degassed from the mantle into a vacuum. Most volatiles accreted to Earth in
solids would have entered the atmosphere directly on impact (Jakosky and Ahrens 1979;
Lange and Ahrens 1982; Ahrens et al. 1989). This would generally be the case for asteroids
and meteors once collision velocities became high enough, and it would probably be the
case for comets at pretty much any collision velocity. Moreover escape to space has been
pervasive, and selective enough to affect every isotope differently (next section).

Cold comets provide a variant on the impact-degassed atmosphere. Cold comets are,
by construction, low-temperature condensates from the solar nebula. Temperatures are pre-
sumed low enough that only H2, He, and Ne fail to condense in significant quantities. There
is evidence that such comets exist now and once existed in large numbers. The most impres-
sive argument is Jupiter’s across-the-board volatile enrichment (Owen et al. 1999). Dynam-
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ical arguments suggest that such comets are unlikely to have contributed significantly to the
C, N, or water inventories of the terrestrial planets, unless they did so in the presence of the
solar nebula before Jupiter was fully formed, but they could have supplied the noble gases
(Zahnle 1998). Presumably these frosty comets would have degassed their volatiles directly
to the atmosphere on impact.

Impact degassing has a velocity threshold that is high enough that it occurs only after
planet-sized bodies have formed. Impact degassing is unlikely to have been efficient during
the runaway phase of protoplanet growth. On the other hand, the first-generation protoplan-
ets grew so quickly that many of them melted. Thus we might expect general degassing to
occur from the first generation of protoplanets simply because they were hot. The net ef-
fect is that even the planetary embryos probably had atmospheres and, if far enough from
the Sun, hydrospheres. Because these protoplanets were small, once the nebula cleared and
they became exposed to the Sun they would have suffered terrible volatile losses to space.
It is possible that some of the signatures of atmospheric escape that we perceive in the at-
mospheres of the planets were established very early in the life of the solar system in the
atmospheres of long-vanished little earths.

4.1 Escape and the Noble Gases

The active young Sun was a powerful source of ultraviolet radiation (Fig. 1). Far UV wave-
lengths between 100 and 200 nm are absorbed by water and CO2 and cause these mole-
cules to break up into atoms or into simpler, more transparent molecules such as H2 and
CO. The survivors are in general poor infrared coolants. The more energetic Extreme UV
(λ < 100 nm) is strongly absorbed by everything. Absorption takes place at very high alti-
tudes where, if the FUV and EUV fluxes are big, only poor infrared coolants remain. Some
of these matters are discussed in the chapter by Kulikov et al. (2007, this issue). Without ef-
fective coolants the EUV makes the thin gas very hot, and if hydrogen is relatively abundant
the gas can satisfy conservation of energy by driving a wind of hydrogen into space. This is
called hydrodynamic hydrogen escape and it appears to have been an important process in
sculpting the atmospheres of the terrestrial planets (Sekiya et al. 1980ba, 1981; Watson et
al. 1981).

Evidence that Earth experienced vigorous hydrodynamic hydrogen escape is preserved in
the mass fractionated isotopes of neon and xenon. Mantle neon is isotopically lighter than at-
mospheric neon; this can be readily explained by escape (Ozima and Podosek 2002). Xenon
is more interesting because it is the heaviest gas found in the atmosphere. Yet atmospheric
xenon is strongly mass fractionated compared to any of its plausible solar system sources
(Fig. 4). In principle vigorous hydrodynamic hydrogen escape can produce the observed
isotopic fractionation (Sekiya et al. 1980b; Zahnle and Kasting 1986; Hunten et al. 1987;
Sasaki and Nakazawa 1988; Pepin 1991). The required hydrogen flux is high but within
the range permitted by EUV emission from the active young Sun. However, the model pre-
dicts that gases lighter than Xe (i.e., all of them) should also escape. But krypton is not
mass fractionated, and it is relatively more abundant than xenon. How might xenon escape
leaving krypton behind? Sasaki and Nakazawa (1988) and Pepin (1991) suggested that frac-
tionated xenon is a remnant of the lost primary atmosphere. Argon and krypton are later
replenished by degassing from the planet’s interior (i.e., they are secondary), but xenon
in the Earth is presumed to enter the core or into high-pressure silicates. Another possi-
bility is that xenon escaped as an ion. Xenon is the only noble gas more easily ionized
than hydrogen. In a hydrogen wind Xe would be ionized but Kr would not. If hydrogen
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ions escaped, as would be possible along open magnetic field lines, strong Coulomb in-
teractions would drag any other ions along. In this way Xe can be the only noble gas to
escape.

Radiogenic xenon supplies two additional arguments for large-scale escape. Some 7% of
atmospheric 129Xe is from the decay of radioactive 129I (half-life 15.7 Myr). The atmospheric
inventory of radiogenic 129Xe is about 0.8% of what it should be given the primordial abun-
dance of 129I in meteorites. This means that, over the course of accretion, Earth and the
protoplanets, planetesimals, km-size bodies, loose boulders, grains and dust motes that built
it lost 99.2% of their 129Xe (Porcelli and Pepin 2000).

Another radiogenic xenon is the product of spontaneous fission of the very nearly extinct
244Pu (half-life 81 Myr). Plutonium was never abundant but its abundance in primary solar
system materials is known. Fission yields a spectrum of neutron-rich daughter nuclei. Five
xenon isotopes—129, 131, 132, 134, 136—can be produced this way. It is difficult to sep-
arate 244Pu fission products in air from nonradiogenic xenon in air, or from confusion with
the similar products from spontaneous fission of 238U, but fissogenic Xe is seen unambigu-
ously in mantle samples. The interesting point is that most of the fission xenon is missing
from the atmosphere (Ozima and Podosek 2002, pp. 235–241). For the atmosphere we have
two model-dependent estimates that a disinterested student can regard as upper limits. Ex-
pressed in terms of 136Xe (the most fissogenic xenon isotope), Pepin (1991) concluded that
4.6% of the 136Xe in air is fissogenic, while Igarashi (1995) found that 2.8% is fissogenic.
Both models have questionable features. Pepin (1991) made use of a hypothetical primor-
dial xenon (“U–Xe”) that is distinctly depleted in fissogenic isotopes when compared to
solar wind samples, while Igarashi (1995) treated the composition of fissogenic isotopes as
unconstrained by the known fission yields from 244Pu or 238U. This problem is currently
unresolved. But even Pepin’s fission xenon is only 30% of what we would expect of a thor-
oughly degassed mantle with chondritic Pu. It is possible that Xe was still being lost (either
to space, the core, or the deep mantle) more than 200 million years after the meteorites were
made.

4.2 Water

The most probable original source of Earth’s water was ice, either condensed locally in
the planetesimals from which the bulk of Earth was made (Abe et al. 2000), or in more
distant planetesimals scattered from what is now the asteroid belt (Morbidelli et al. 2000;
Raymond et al. 2004), or in comets. This is not to say that this water was in the form of ice
when it reached the Earth. Rather, much of the water was in the form of hydrous silicate
minerals. Chemical reactions between silicates and meltwater inside the planetesimals were
the source of the hydrated silicate minerals that are abundant in many meteorites (Bunch
and Chang 1980). Other possible sources of water involve oxidation of organic molecules
or of primary H2 (Abe et al. 2000). If the water came in planetesimals, either of local origin
or from the asteroid belt, the water came with the building blocks of the Earth, and therefore
likely predated the Moon-forming impact. Dynamical simulations (Levison and Duncan
1997; Levison et al. 2001) show that after Jupiter formed the chance that an object from the
outer solar system hits Earth is ∼3 × 10−7. This means that an outer solar system source
of water either predated the formation of Jupiter (and therefore predated the Moon-forming
impact), or that by happenstance Earth was struck by a Pluto-sized body. If there were once
104 Plutos (the summed masses of Uranus and Neptune), the chance that a Pluto hit Earth
after Jupiter formed is only ∼0.3%. The odds favor water’s co-accretion.
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5 After the Moon-Forming Impact

The Moon-forming impact is presently thought to have occurred at around 30–50 Ma
(Fig. 2). By coincidence the Sun reached the main sequence ∼50 Ma (Fig. 1). This is a
good place to take up Earths’ story.

Most of the mantle was melted by the Moon-forming impact, and ∼20% was vaporized
(Stevenson 1987; Canup 2004). Strong heating occurred extensively: throughout the hemi-
sphere that was hit, everywhere in the upper mantle where impact ejecta fell back into it,
and in the deep mantle because of the energy released by merging the two planets’ cores. If
appreciable solid mantle survived the impact it probably sank into contact with the hot core
and was melted. Canup’s (2004) simulations show large parts of the mantle heated by less
than 1,000 K, large parts of the mantle heated by more than 4,000 K, and substantial mantle
heated to all temperatures in between. She also found that the surface is hottest (∼8,000 K),
with the silicates captured from Theia being especially hot. Even higher temperatures are
found at the top of the core, mostly in materials that came from Theia’s core. That Theian
materials would be especially hot on Earth is unsurprising given their high pre-impact ki-
netic energies (as measured against the center of mass frame).

The Moon-forming impact may or may not have expelled a significant fraction of Earth’s
pre-existing volatiles, and the Earth may or may not have had abundant volatiles to lose. It
is generally agreed that the volatiles on the side of Earth that got hit were lost, but it is an
open question how volatiles on the other side could be lost. Theory suggests that the answer
depends on whether there had been a deep liquid water ocean on the surface. It is possible
that a thin atmosphere over a thick water ocean could be expelled. Otherwise the atmosphere
is retained (Genda and Abe 2003, 2005). One notes that water is retained in either event. The
view taken here is that the proto-Earth did have water oceans (cf. Abe et al. 2000) and that
the atmosphere was incompletely expelled.

Canup’s numerical simulations give no indication that significant escape from Earth oc-
curs in the Moon-forming impact. At 8,000 K there would be some thermal escape, but
radiative cooling is extremely competitive: it takes less than a day to cool 100 bars of sili-
cate vapor at 8,000 K. On such prompt time scales escape is possible only if the gas carries
within it all the energy it needs to escape. At 8,000 K this implies that a quantitatively
escaping gas would have to have had a mean molecular weight of less than 3, which is plau-
sible for a hydrogen atmosphere but unachievable otherwise. Thus a giant impact provides
thermal energy sufficient to dissipate a primary atmosphere but not enough to dissipate a
secondary atmosphere. Such events are too abrupt to produce isotopic fractionation. Pre-
sumably Earth’s primary atmosphere was removed by an earlier giant impact long before
the Moon was made.

5.1 A Fog of Rock Vapor

Once the atmosphere settled down it was mostly rock vapor topped by silicate clouds at
∼2,500 K. For a thousand years the silicate clouds defined the visible face of the planet. The
Earth might have looked something like a small star or a fiery Jupiter wrapped in incandes-
cent clouds. Silicates condensed and rained out at a rate of about a meter a day. Mixed into
the atmosphere, at first as relatively minor constituents but becoming increasingly promi-
nent as the silicates dropped out, were any volatiles initially in the mantle plus the air that
survived the impact. Because convective cooling requires that every parcel be brought to the
cloudtops to cool, it seems likely that the mantle would have degassed. This phase is labeled
“rock vapor” in Fig. 5.
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Fig. 5 A cartoon history of temperature, water, and CO2 during the Hadean. The Hadean begins with the
Moon-forming impact. For 1,000 years Earth is enveloped in rock vapor. CO2 and other gases are presumed
to degas from the convecting silicate gas, while water mostly partitions into the interior. A substantial green-
house effect and tidal heating maintain the magma ocean for some 2 million years. Most of Earth’s water
and the rest of the CO2 degassed as the mantle solidified. After the mantle solidified the steam atmosphere
condensed to form a warm (∼500 K) water ocean under ∼100 bars of CO2. This warm, wet early Earth
would have lasted while Earth’s CO2 stayed in the atmosphere. In this illustration CO2 is assumed to subduct
into the mantle on either a 10 Myr (solid curves) or a 100 Myr (dotted curves) time scale. The asymptotic
CO2 partial pressure is assumed to be controlled at low levels by chemical weathering of oceanic crust and
abundant ultramafic impact ejecta. Prior to the origin of life, in the absence of an abundant potent greenhouse
gas, the surface should have been ice covered and very cold, although occasional impacts brought brief thaws.
Finally, after the late bombardment, the CO2 is allowed to return to ∼1 bar levels in order that the surface be
clement; this too is arbitrary

After the silicates condensed what remained was a hot atmosphere over a deep magma
ocean. The composition of the atmosphere in detail depends on the oxygen fugacity of
the silicates, the temperature, the solubilities, and the chemical inventories of the differ-
ent volatile elements (Holland 1984; Abe et al. 2000). Popular buffers are QFM (quartz-
fayalite-magnetite) and IW (iron-wustite). The IW buffer is about 100 times more reducing
at 1,500–2,000 K (Lodders and Fegley 1998). Elementary calculations (see Holland 1984)
indicate that, for an oxygen fugacity bounded by these buffers, the CO2/CO ratio is between
0.5 and 5 at 1,500 K and between 0.2 and 2 at 2,000 K. Similarly, the H2O/H2 ratio would be
between 30 and 300 at 1,500 K and between 1 and 10 at 2,000 K. On the other hand, Sasaki
(1990) and Abe et al. (2000) both suggested that the ratio of H2O to H2 was between 0.1 and
0.3 for IW at 1,500 K, which leaves a hundred-fold disagreement that is hard to understand.

Water is relatively soluble in silicate melt (Holland 1984, pp. 81–82; Matsui and Abe
1986. Holland referred to Rubey 1951; evidently this is not a new idea). As the magma
freezes the water is expelled (Zahnle et al. 1988). In preparing Fig. 5 we used a solubility
of xs = 6 × 10−4√pH2O (bars) (Zahnle et al. 1988). The square root dependence indicates
that H2O dissolves in silicate as OH−. For Fig. 5 we partition the water between the mantle
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and the atmosphere according to the volume of the magma and the fraction of the surface
that is liquid.

Other gases are not very soluble in the magma ocean. Holland estimates that somewhat
less than half of the CO2 would go into a wholly molten mantle, and he suggests that other
gases, such as H2, CO, N2, and the noble gases probably behave similarly. It is possible that
this was when the solar component of Earth’s noble gases entered the mantle.

To first approximation the major atmospheric constituents over a 2,000 K magma ocean
would have been CO, CO2, H2O, and H2, in that order. But as the mantle cooled most of the
H2O degassed and the bigger molecules became relatively more stable, so that at 1,500 K
the composition would have become H2O, CO2, CO, and H2 in that order. For simplicity in
preparing Fig. 5 we have ignored H2 and CO.

A silicate vapor atmosphere is hot enough that hydrogen readily escapes to space, al-
though escape is selective. The maximum rate that hydrogen can diffuse through a back-
ground atmosphere takes the form of a flux, usually called the diffusion-limited flux, that
sets the limit to selective escape (Hunten and Donahue 1976; Zahnle and Kasting 1986).
Among other things, the diffusion-limited flux sets an upper limit on how quickly hydrogen
can be separated from oxygen. For example, for Earth or Venus, it takes at least 20 million
years to separate the hydrogen from the oxygen in an ocean of water. Over 1,000 years this
is obviously a negligible amount of oxidation. Over 2 million years Earth might lose as
much as 10% of its hydrogen. For our purposes this is probably negligible; in any event we
still have enough. But one hesitates to say the same for Venus, which because of proximity
to the Sun spends more time in the runaway greenhouse state. The lead author (for one)
suspects that hydrogen escape may have doomed Venus very early. For hydrogen escape to
play a significant part in oxidizing the Earth it needs to have taken place over many tens or
hundreds of millions of years while Earth was more-or-less normal.

The post-silicate atmosphere may also have contained moderately volatile elements such
as cadmium. The most abundant of these are S, Na, Zn, Cl, and K. These may not fully
condense until after the magma ocean freezes. We might therefore expect the first crust to
be enriched in these elements. Mass balance would imply an early chalcophilic crust a few
km thick. Presumably the hot new ocean would interact with the crust preferentially. A salty
sea seems slated from the start.

5.2 Steam Atmospheres and Magma Oceans

While the magma ocean was everywhere hotter than the liquidus convective cooling was ex-
tremely fast (Abe 1993; Solomatov 2000). A crude estimate of the thermal energy available
to the magma ocean is to assume that the whole mantle was on average 800 K hotter than
the liquidus (roughly the difference between the condensation temperature at the cloudtops
and the melting temperature), so that it contained ∼4 × 1030 J of readily accessible heat. To
this can be added another ∼2 × 1030 J of excess heat in the core. Together these correspond
to ∼20% of the impact energy, which may be a little high.

Tidal dissipation complicates the budget by providing an energy source that is of the
same order of magnitude as the thermal energy. If the Moon formed just beyond the Roche
limit (Kokubo et al. 2000), it would have formed at ∼3 Earth radii and Earth’s day would
have been ∼5 hours long. The energy dissipated inside the Earth while raising the Moon’s
orbit provides another 3 × 1030 J. We will return to tidal heating in Sect. 5.2.1.

The rate that Earth cooled after the silicate clouds condensed is determined by thermal
blanketing by the atmosphere and by the surface temperature of the magma ocean. Figure 6,
adapted from Abe et al. (2000), illustrates the effect. If the surface is cool enough and the
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Fig. 6 Radiative cooling rates from a steam atmosphere over a magma ocean. The radiated heat is equal to the
sum of absorbed sunlight (net insolation) and geothermal heat flow. The plot shows the surface temperature
as a function of radiated heat for different amounts of atmospheric H2O (adapted from Abe et al. 2000).
The radiated heat is the sum of absorbed sunlight (net insolation) and geothermal heat flow. The different
curves are labeled by the amount of H2O in the atmosphere (in bars). The runaway greenhouse threshold is
indicated. This is the maximum rate that a steam atmosphere can radiate if condensed water is present. If at
least 30 bars of water are present (a tenth of an ocean), the runaway greenhouse threshold applies even over
a magma ocean. Note that the radiative cooling rate is always much smaller than the σT 4 of a planet without
an atmosphere

atmosphere thick enough, the thermal blanketing can be extremely effective. But as the tem-
perature increases the atmosphere becomes more transparent to thermal radiation from the
surface, and it becomes harder for water to condense. This was shown by Kasting (1988)
and by Abe and Matsui (1988) and exploited in some 1980s models of terrestrial planet
accretion (Abe and Matsui 1988; Zahnle et al. 1988). If water does condense, then the fa-
miliar runaway greenhouse limit applies and the rate of radiative cooling is very slow. A dry
atmosphere is not subject to the runaway greenhouse limit because it has already run away.

The atmosphere stays in a runaway greenhouse state while the magma ocean is fluid and
the geothermal heat flow is high enough. Given at least 20 bars of water, the surface can be
held at the melting point of rock by a stabilizing negative feedback between water vapor’s
control over the surface temperature and water’s solubility in the liquid magma (Abe and
Matsui 1988; Zahnle et al. 1988). To illustrate the feedback, add water to the atmosphere.
This raises the surface temperature. The fraction of the surface covered with liquid magma
increases. Hence more water dissolves in the magma, and the extra water is removed from
the atmosphere.

Once water condensed the atmosphere entered the runaway greenhouse state3, in which
thermal radiation is emitted to space at a fixed rate of ∼310 W/m2 (Fig. 6) set by the physical
and optical properties of water (Kasting 1988; Abe 1988). For 500 bars of water (which,
including the mantle, approximates Earth’s total inventory today), water begins to condense

3The usual runaway greenhouse refers to the response of a wet planet to too much sunlight, in which case the
oceans evaporate into steam. It can be told as a cautionary tale: “Don’t go too close to the Sun, or you’ll end
up like Venus.” In detail the runaway greenhouse is best understood in terms of the thermal radiation a planet
emits to space. The “runaway greenhouse limit” refers to the particular rate of thermal emission where the
phase change between oceans and steam takes place.
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Fig. 7 A cartoon illustrating
conditions inside the Earth ca. 1
million years after the
Moon-forming impact.
Schematic adiabats and melting
curves are indicated. Tidal
heating is concentrated at the
base of the mantle. The mostly
liquid mantle is probably fully
stirred and equilibrated with the
atmosphere. Temperature in the
mantle follows the adiabat. At
this early time the core is liquid
but probably not convective. It is
more likely that is heated from
above by conduction. Therefore
there is no reason to expect a
substantial magnetic field. Slag
layers may form at the top and
bottom of the mantle

when the surface temperature drops below 1,800 K (Fig. 6). Absorbed sunlight provides
120–170 W/m2, depending on the albedo. The difference, 140–190 W/m2, is made up by
the geothermal heat flow associated with secular cooling4. If water is not the most abundant
gas, the runaway greenhouse threshold can rise to ∼400 W/m2 (Nakajima et al. 1992), for
which the geothermal heat flow would be 230–280 W/m2. If there is less than 20 bars of
water, water does not condense until after the magma ocean has frozen, but this is not a
plausible state for Earth. For specificity we will use 140 W/m2 (equivalent to a 30% albedo)
as the amount of geothermal heat flow required to maintain the runaway state.

5.2.1 Tidal Heating

The mantle freezes from the bottom up because the melting curve is steeper than the adiabat.
This is illustrated by Fig. 7. Consequently tidal heating is concentrated at the bottom of the
mantle. Fast-growth of Rayleigh–Taylor instabilities guarantees that the mantle’s tempera-
ture profile obeys the adiabat (Solomatov 2000).

Viscous damping of tidal motions generates heat. Therefore tidal heating occurs most
strongly in materials that are solid but close to melting. This introduces the possibility of a
governing feedback that works through the dependence of viscosity on temperature. If tidal
dissipation exceeds what the atmosphere can radiate, the excess heat raises the temperature,
which lowers the viscosity, which in turn lowers the rate of tidal dissipation. This looks like
a stable feedback.

It follows that, while tidal dissipation was important, the base of the mantle was solid but
the rest of it was fluid, and tidal heating generated almost all of the thermal energy radiated
to space. In the limit of an asymptotically thick steam atmosphere, tidal dissipation would
have been regulated to generating heat at the runaway greenhouse limit of ∼140 W/m2.

The runaway greenhouse limit is a good approximation as the magma ocean cooled, but it
is not as good an approximation when the magma ocean was much hotter than the liquidus
and most of the water was dissolved in the melt. In preparing the mantle cooling history

4If the geothermal heat flow is too low to support the runaway greenhouse, rain falls, oceans accumulate, and
the surface of the mantle would be cold. A cold surface contradicts the assumption of a liquid magma ocean.
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Fig. 8 A cartoon history of
mean heat flow during the first
billion years after the
Moon-forming impact. Epochs
correspond to those in Fig. 5.
Tidal heating plays an important
role in prolonging the magma
ocean. Tidal forcing wanes as the
Moon evolves away from the
Earth. Thereafter heat flow is
controlled by convection of the
solid mantle. By 4.4 Ga the
global average heat flow would
have been ∼0.5 W/m2. Later in
the Hadean typical heat flows
would have been 0.2–0.3 W/m2,
not enormously larger than what
they are now. For comparison
heat flow today is 0.065 W/m2

through the continents and 0.1
W/m2 through the ocean crust.
Computational assumptions are
given in the text

shown in Fig. 5 we have self-consistently used (1) the cooling rates from Fig. 6; (2) water’s
solubility in liquid basalt; (3) assumed that water is confined to the molten fraction of the
mantle; (4) assumed a total Earth inventory of 500 bars of water; and (5) assumed a heat
capacity of 1.2 × 107 ergs/g/K and a heat of fusion of 4 × 109 ergs/g for the melt. Tidal
heating was arbitrarily concentrated toward the beginning of the magma ocean.

In this model, after ∼1.4 million years the Moon will have evolved far enough away from
the Earth that tidal dissipation5 drops below the ∼140 W/m2 threshold. Thereafter secular
cooling takes over, and a freezing front rises through the mantle until it reaches the surface.
This transition marks the end of the liquid magma ocean (Fig. 5). As the mantle freezes
the solubility feedback tries to keep the surface molten by degassing water. In some models
most of Earth’s water is degassed in a terminal event like this (Zahnle et al. 1988). But once
the mantle solidified heat flow fell under rheological control (Solomatov 2000), dropping
to (unknown) levels well below those required to sustain a runaway greenhouse atmosphere
(Fig. 8). Thereafter water condensed and rained out at ∼1 meter per year until the oceans
returned6.

In preparing Fig. 5 we assume that heat flow decays inversely as the one-third power of
viscosity after the collapse of the runaway greenhouse. This is like conventional parameter-
ized convection in the limit that the only temperature dependence to matter is viscosity’s.
Viscosity varies by at least 15 orders of magnitude over a small temperature range when
near the solidus (Liebske et al. 2005). We arbitrarily assume that viscosity is an exponential
function of temperature, with e-folding scales of 43 K below the solidus and 3.3 K above the

5For conservative values of the quality factor Q. Q is the ratio of power in the tides to dissipation. Low Q

implies lossy tides.
6The net rainfall rate of ∼1 m/yr refers to the global mean difference between rainfall and evaporation.
It is not obvious what a rain gauge would report. Ishiwatari et al. (2002) computed average rainfall rates
exceeding 10 m/yr in a GCM study of a runaway greenhouse atmosphere, but their simulated climates are far
out of balance, and feature cold poles and a lot of hot, dry air. A passively cooling steam atmosphere may be
too bland to demand heavy rain.
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solidus. The heat capacity of the mantle is taken as 6 × 1027 J/K and 1.4 × 1028 J/K below
and above the solidus, respectively. The latter takes into account latent heat of fusion. The
core is ignored, although it was probably a significant heat source to the mantle on these
time scales. Radioactive heating is 0.2 W/m2 using conventional K, Th, and U abundances.
Tidal heating is estimated using a “Q” value that is at first 10-fold more dissipative than
Io’s (where Q = 36, Schubert et al. 2001), and which linearly increases to Io’s value as the
Moon’s orbit expands to half its current distance. These assumptions take their cue from our
sense that tidal dissipation ought to have been most efficient before the mantle hardened.
An illustrative thermal history is presented in Fig. 8. The mantle reaches the solidus at 20
Myr. Global heat flow is 0.5 W/m2 after 100 Myr and drops to 0.2 W/m2 by the end of the
Hadean. For comparison, heat flow on Io is 2.0 W/m2 (Spencer et al. 2000).

The mantle volatile content is set by the solubility (in the melt) or the stability (of min-
erals in a solid) at the surface, at least while the mantle is strongly convective. The surface
acts like a cold trap, and while the mantle remains strongly convective, every parcel visits
the surface. What this means for water is that, if hydrous minerals are unstable at the surface,
even the deep mantle dries out, irrespective of the stability of water-bearing minerals at high
pressure. What this means for gases that are sparingly soluble in the melt is that they degas
as the mantle freezes. Hence the gases that were left behind in the mantle represent a small
sample of the atmosphere at the time of the last major magma ocean.

The argument that the mantle should rid itself of water and other volatiles as it froze
implicitly assumes whole mantle convection. If instead the young mantle convected in sep-
arate layers such that the deep mantle was isolated, the greater stability of hydrous phases at
high pressure may be relevant. This opens the possibility that substantial amounts of water,
initially incorporated as solute, could be stored indefinitely in the lower mantle. Later, when
layered convection broke down, the stored water would emerge and be degassed. In this way
it is possible for the oceanic volume to grow over time. Such a model must make a host
of other predictions. Conventional layered convection, in which the lower mantle remains
convectively isolated over the whole history of the planet, renders the composition of the
lower mantle irrelevant to the history of volatiles at the surface.

5.2.2 History of the Lunar Orbit

The history of the lunar orbit has been lucidly discussed many times (Goldreich 1966;
Touma and Wisdom 1994, 1998). Figure 9 is not a substitute for these studies. Rather it
merely shows the distance to the Moon and the length of the day during the Hadean for the
tidal heating history shown in Fig. 8. Figure 9 assumes a circular orbit and conservation of
angular momentum of the Earth–Moon system.

The lunar orbit is inclined by ∼5° to the ecliptic. Integrations of the lunar orbit back-
ward in time indicate that the 5° inclination to the ecliptic today maps directly into a ∼10°
inclination to Earth’s equator when the Moon was near Earth (Goldreich 1966; Touma and
Wisdom 1994). An inclined birth-orbit is deeply puzzling, because the giant impact origin
of the Moon generates the Moon from a debris disk that revolves in the Earth’s equator,
and the disorderly precession of inclined orbits causes collisions that ultimately drive all the
debris into orderly equatorial orbits.

Touma and Wisdom (1998) suggested that the Moon acquired its inclination via two
resonances that occur early in the evolution of the lunar orbit. The first of these occurs when
lunar perigee precesses with a period of one year (the resonance is between perigee and
perihelion). This resonance pumps up eccentricity. The second resonance is between the
year and the combined precessions of perigee and the Moon’s inclination with respect to
Earth’s equator. This resonance converts eccentricity into inclination.
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Fig. 9 The distance to the Moon and the length of Earth’s day in the Hadean after the Moon-forming impact.
Here the rate of evolution is at first controlled by the runaway greenhouse effect. This is 100–1,000 times
slower than tidal evolution would be in the absence of an atmosphere (cf. Touma and Wisdom 1998)

To capture the lunar orbit in these resonances requires that the lunar orbit evolve at least
2 orders of magnitude slower than conventional models predict. Thermal blanketing by a
steam atmosphere can do this. At the runaway greenhouse limit, tidal evolution is slowed
by 3 orders of magnitude compared to conventional models. Thermal blanketing also unbal-
ances the rates of tidal dissipation in the Earth and Moon, which meets another of Touma
and Wisdom’s (1994) requirements. Thus the history of the lunar orbit both sets a lower limit
on the duration of Earth’s magma ocean and suggests the presence of a significant amount
of water on Earth at the time of the Moon-forming impact.

5.3 Hot Water

The state of the atmosphere after the deluge depends on how much CO2 was available. If
most of Earth’s modern CO2 inventory were in the atmosphere as CO2, the surface tempera-
ture would have been ∼500 K (Fig. 10). Presumably carbonate rock formed quickly, but the
capacity of the oceans and ocean crust to store carbonate is limited, and the bulk of the CO2

remained in the atmosphere until the carbonates were subducted into the mantle or unless or
until there were stable continental platforms on which to put it (Sleep et al. 2001).

Today most subducted carbonate enters the mantle rather than erupting through arc volca-
noes. Was subduction more efficient in a hot mantle? Higher temperatures made carbonates
less stable, but the lower viscosity let foundering crustal blocks sink more quickly. If they
sank quickly enough they would have taken their carbonates to the bottom of the mantle,
thereby scavenging the atmosphere of its CO2.

We follow the discussion of Sleep et al. (2001). It is unlikely that the seafloor itself at any
one time could have held more than ∼10 bars of CO2 as carbonates. This estimate comes
from assuming that the seafloor is ultramafic and hydrothermally altered to a depth of 500 m,
and that most of the available cations were used to make carbonates. This is a small fraction
of the >100 bar planetary inventory. At some stage—after 20 million years in the cartoon—
global heat flow waned to 1 W/m2. This crust would have resembled 1 Ma ocean crust
on Earth today. It was a significant CO2 sink. Carbonate now forms within the uppermost
hundreds of meters of young oceanic crust. If there was no CO2 degassing from foundered
crust, the global resurfacing time of 1 Ma implies that it could have taken as little as 10 Ma
to remove 100 bars of CO2 from the atmosphere and inject it into the mantle. How long it
actually took to remove the CO2 depended on how efficiently carbonate was subducted. For
specificity in preparing Fig. 5 we assume this takes either 10 Myr or 100 Myr, but we cannot
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Fig. 10 The H2O–CO2 greenhouse. The plot shows the surface temperature as a function of radiated heat
for different amounts of atmospheric CO2 (after Abe 1993). The albedo is the fraction of sunlight that is
not absorbed (the appropriate albedo to use is the Bond albedo, which refers to all sunlight visible and
invisible). Modern Earth has an albedo of 30%. Net insolations for Earth and Venus ca. 4.5 Ga (after the
Sun reached the main sequence) are shown at 30% and 40% albedo. Earth entered the runaway greenhouse
state only ephemerally after big impacts that generated big pulses of geothermal heat. For example, after
the Moon-forming impact the atmosphere would have been in a runaway greenhouse state for ∼2 million
years, during which the heat flow would have made up the difference between net insolation and the runaway
greenhouse limit. A plausible trajectory takes Earth from ∼100 bars of CO2 and 40% albedo down to 0.1–1
bar and 30% albedo, at which point the oceans ice over and albedo jumps. Note that CO2 does not by itself
cause a runaway. Also note that Venus would enter the runaway state when its albedo dropped below 35%

guarantee that it even happens at all. However, we note that there is no obvious buffer on
CO2 levels other than those producing hot (∼500 K) and cool or cold (∼270 K) climates
(Sleep et al. 2001).

By contrast hydrated minerals are not very stable at high temperatures and low pressures.
If they survive a fast passage to the mantle they may not have stayed there. They ought to
have formed water-rich melts at the base of the magma ocean that ascended as proto-granitic
plumes. We therefore expect that water was mostly partitioned into surface reservoirs during
the magma ocean, and that the early oceans were if anything deeper than the oceans later
became.

6 Hadean Geography and Geodynamics

Earth today has a global mean heat flow of 0.086 W/m2, which much exceeds heating by ra-
dioactive decay (0.040 W/m2). The mismatch is even bigger if the continents aren’t included
in the accounting. The mismatch shows us that mantle convection is not well described by
textbook boundary layer theory, which predicts that heating and cooling are nearly equal.
To fix this with plate tectonics requires taking the strength of the plates into account (Sleep
2007). When this is done, the model of plate tectonics that gives the observed behavior
predicts that heat flow is nearly independent of the mantle’s temperature. This has several
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interesting consequences, including possible non-monotonic thermal histories7. Plate tec-
tonics of this kind cannot handle a heat flow much greater than 0.1–0.2 W/m2 (Sleep 2007).
Something else is needed between the end of the magma ocean and the advent of plate
tectonics.

Jupiter’s volcanically active moon Io provides an interesting albeit imperfect analogy. Io
is dry, its surface gravity is only 1.8 m/s2, and its heat is generated by tides. But the heat flow
is big. Io’s global mean heat flow is observed to be 2.0 W/m2 (Spencer et al. 2000). This is
higher than what we expect for the Hadean Earth after the first 10 Ma. Io cools itself by lava
flows, layer upon layer, each thin and each well cooled. Cooling by flood volcanism is very
efficient (Sleep and Langan 1981). The old cold flows sink slowly back into the crust. This
leaves a thick cold crust atop a hot mushy ocean (Keszthelyi et al. 1999). Thermal emission
indicates that Io’s lava flows are very hot when erupted, >1,600 K. The high temperature
suggests an ultramafic composition (McEwen et al. 1998), which implies that Io’s mantle
is not highly differentiated (Keszthelyi et al. 1999). In particular Io does not seem to have
generated a compositionally distinctive crust of low-melting-point magmas. Cooling by lava
flows explains this as well, because differentiation occurs only on the scale of the individual
lava flows, which are thin (Sleep and Langan 1981).

We might expect similar behavior on Earth for a few tens of millions of years after the
Moon-forming impact when heat flows were still high and tidal heating was still important.
A heat flow of 1 W/m2 equates to a resurfacing rate of ∼1 cm/yr (i.e., 100 km in 10 Myr).
On Earth the ultramafic lavas would react with abundant water and abundant CO2 to make
hydrous minerals and quite a lot of H2, and possibly CH4. When recycled the hydrous ultra-
mafics would make bonanites, and these upon dehydration become dense enough to sink into
the mantle, thereby erasing much of the evidence. In any event we do not expect that Earth
spent a long time in such a state, assuming that it did enter such a state, because heat flows
>1 W/m2 cannot be long sustained given that radioactive heating was only ∼0.2 W/m2 and
the Moon was receding.

We speculate that the missing link between Io-like hyperactive volcanism and mod-
ern plate tectonics was a basaltic mush ocean about 100 km thick (Fig. 11). Modern fast
ridge axes provide an analogy. Magma entering the axis freezes quickly (Sinton and Detrick
1992). The bulk of the “magma” chamber is mostly crystalline mush at the basalt solidus;
it is almost melt-free and when fresh flows like a glacier. Only a thin (tens of meters) lens
of fully molten rock exists at the axis. The heat flow at the ridge axis can be estimated
from the dimensions of the magma chamber, the latent heat of fusion, and the spreading rate
(Sleep et al. 2001). The fastest spreading ridge on Earth today corresponds to a heat flow of
40 W/m2. Such rapid cooling was unsustainable globally for more than a few million years.
When the magma ocean froze to mush, it was only a few 100 K hotter than the modern
mantle.

The 100 km thickness of the basalt layer is self-regulated by the stability field of garnet,
resulting in a phase change that makes pressurized basalt more dense than mantle. The
bottom of a thicker pile would spontaneously sink into the mantle. The hot basaltic mush is
topped by a colder frozen basaltic crust. In a thick mush ocean the material is solid by the
time it sinks to the base of the ocean. Some of it gets heated by the hot mantle underneath
and melts a little. It is buoyant and rises. This is solid state convection with a “solid-fluid”
that is somewhat less viscous than the mantle but a lot more viscous than melt. Blocks of
the base of the solid crust founder as at ridge axes. In this regime the basalt is fluid enough

7If heat flow in plate tectonics is constant, the mantle reached a peak temperature at 2.7 Ga.
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Fig. 11 Cartoon of crustal cycling in the Hadean. A basalt mush ocean sits atop the solid mantle. Heat flow
is determined by convection in the solid mantle. The less viscous basalt does not substantially impede heat
flow. The basalt ocean spreads and subducts much like the modern oceanic lithosphere. The basalt ocean is
fed by partial melting of the underlying mantle and drained by subsidence into the mantle, the latter enabled
by the phase change to garnet that occurs at a depth of ∼100 km (after Sleep 2007)

that the bottleneck on heat flow is set by solid state convection of the underlying mantle.
The viscosity dependence of the upper mantle provides the thermostat. The basalt is fed by
partial melting of the mantle and is drained by subduction of solid sinking slabs. The overall
behavior of the basalt—upwelling at ridges and sinking of slabs—resembles plate tectonics,
especially at the surface, but global heat flow does not depend upon subduction.

Impact churning of the seafloor suggests that Hadean basalts would be more deeply and
thoroughly hydrated than their modern analogs. Upon sinking the basalts would be heated
and the resulting hydrous melts would erupt as granitic rocks. These would be much more
voluminous than now both because the extent of hydration was greater and because the speed
of the recycling was greater. Kamber et al. (2005) emphasized that early “granites” would
carry such a high abundance of radioactive elements that they would melt themselves if thick
or deeply buried, which implies that early granites would tend to segregate themselves to the
surface.

Neither heat flow nor the interior temperature need have decreased monotonically with
time (Sleep 2000; Stevenson 2003; van Thienen et al. 2007, this issue). The surface heat flow
as a function of mantle temperature may be multivalued, with a high heat flow from a mush
ocean and relatively low heat flow for plate tectonics. It is possible that the lowest heat flow
achievable with a mush ocean exceeds the highest heat flow achievable in plate tectonics,
in which case the system either overcooled or alternated between regimes. Relatively brief
episodes of mush ocean might have been key periods of rapid continent generation.
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6.1 Zircons

The chief source of terrestrial data for the Hadean are ancient detrital zircons found in
Archean and Proterozoic quartzites in the Jack Hills of Western Australia (Amelin et al.
2000; Wilde et al. 2001; Mojzsis et al. 2001; Valley et al. 2002; Cavosie et al. 2004;
Cavosie et al. 2004; Harrison et al. 2005; Valley et al. 2005). Zircons are ZrSiO4 crys-
tals that are renowned for their durability. Zircon crystals readily incorporate uranium and
hafnium. U–Pb dating gives accurate ages that can be as old as 4.4 Ga. The old zircons re-
semble those from modern granites (sensu latu) (Cavosie et al. 2004 and references therein).
In particular, some of the granites apparently formed at the expense of sediments derived
from meteoric weathering. Oxygen isotopes in ancient zircons provide compelling evi-
dence that rocks on Earth were being chemically altered by liquid water before 4.2 Ga
and probably before 4.3 Ga (Wilde et al. 2001; Mojzsis et al. 2001; Valley et al. 2002;
Cavosie et al. 2005). The zircons are silent on whether the water was 273 K or 500 K, but
they suggest that Earth’s oceans were in place by 4.2 Ga.

Radiogenic Hf in 4.01 to 4.37 Ga zircons suggests that Lu, a more incompatible element
than Hf and therefore quicker to segregate into a granitic crust, was already separating from
Hf at 4.5 Ga (Amelin et al. 2000; Harrison et al. 2005). This result is somewhat controversial
because interpreting the hafnium depends on the age of the zircon, but old zircons typically
have many ages, and the hafnium is harvested from volumes that are large enough to sample
several different ages. Nevertheless the least radiogenic hafnium demands separation before
4.4 Ga. Overall, the Lu–Hf data suggest that continents of a sort were already a significant
presence on Earth’s surface within a hundred million years of the Moon-forming impact.
Segregation may even imply subaerial weathering in order to separate Lu from Hf in the
sediments from which zircons were forged.

The existence of old zircons implies that there were places near the surface where zircons
could be protected from subduction for hundreds of millions of years. Cavosie et al. (2004)
presented a constraint on the vigor of crustal recycling processes after 4.4 Ga. Age gaps and
clusters exist within their sample suite, just like with a modern orogenic belt. If further sam-
pling confirms this finding, terrane-scale regions experienced tens of million year periods
of quiescence. The age gaps between 4.4 and 3.8 Ga are 50–100 m.y., compared with 500–
1000 m.y. for the subsequent history, including modern zircon suites. Taken at face value,
this implies that crustal recycling rates were ∼10 times what they are now. The correspond-
ing heat flow was ∼3 times the present, or 0.2 W/m2. This cooling rate is consistent with
those shown in Fig. 8. The lithosphere would have been 40 km thick, enough like the mod-
ern Earth to show plate-like characteristics. In any case, tectonics after 4.4 Ga were sluggish
enough that some Hadean continental crust survived to at least the end of the Archean.

As a counterbalance to the natural tendency to over-interpret the zircons, we should not
forget that until now ancient detrital zircons have been found in only one place on Earth.
There is no guarantee that this one occurrence is representative, or that ancient continents
were more than a local anomaly.

It is sometimes suggested that the impacts of the late bombardment are the reason why
there are so few Hadean rocks, but if so the mechanism was probably indirect. First, both
the Moon and Mars retain ancient surfaces despite impacts. Second, the expected (i.e., most
probable) total energy released by late Hadean impacts on Earth would have been on the
order of 1029 J, an order of magnitude less than the total geothermal energy over the same
interval. Basic thermodynamics suggest that the geothermal forces did more work (Steven-
son 1983). Cavosie et al. (2004) found no evidence of impacts in their sample of detrital
zircons going back to ∼4.4 Ga. This includes zircons with metamorphic rims, which might
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show annealed shock features. On the other hand, impact statistics are described by power
laws in which much of the energy is concentrated in the single largest event. If this event
was itself extreme (we are deep in the realm of small number statistics here), then we could
imagine the whole rock record erased by a single impact, with an estimated likelihood on
the order of 10% (such an impact would vaporize the oceans and melt much of the exposed
crust). The greater likelihood is that impacts played a major role in preparing early conti-
nental material for subduction, but it was Earth itself that erased its history.

6.2 Continental Crust

The debate about the timing of crustal growth rumbles quietly on. In the 1970s and 1980s
Armstrong (1981) challenged the widely held belief that continental crust has grown con-
tinuously and that little crust existed before about 3.8 Ga. He suggested that the crust had
reached its present volume by the end of the Hadean and that recycling has counterbalanced
growth ever since. Since then some geochemists continue to argue for crustal growth (e.g.
Coltice et al. 2000), but several factors have tilted the balance Armstrong’s way. Widespread
discoveries of ultrahigh pressure metamorphism (Coleman and Wang 2005) and seismic-
tectonic evidence of subduction of lower continental crust in the Himalayas have provided
a credible mechanism of crustal recycling (von Huene and Scholl 1991; Jahn et al. 1999;
Elburg et al. 2004). Relicts of very old continental crust continue to be found in all Archean
cratons. The outcrops of 4 Ga Acasta gneiss total at most a few square kilometers and rep-
resent only a minute fraction of the original Acasta continent: the rest was lost by recycling
or reworking. And the Mt. Narryer zircons record the existence of Hadean continents from
which no rock remains; yet the survival of these zircons for a billion years at the surface of
the unstable Hadean Earth requires the persistence of a stable platform which can only have
been continental lithosphere.

6.3 Ocean Volume and Depth

Many Archean volcanic rocks appear to have erupted under water onto a continental sub-
strate. At Kambalda in Australia, for example, pillow basalts (which indicates underwater
eruption) contain old zircons and geochemical signatures that record assimilation of old con-
tinental crust; and the Belingwe belt in Zimbabwe is made up of a shallow- to deep-water
sequence of volcanic and sedimentary rocks that unconformably overlies an older granitic
basement. It seems that at the time these rocks formed during the late Archean, oceans
flooded much of the continental crust.

The simplest explanation is that the volume of the oceans was greater. Earlier we de-
scribed how hydrogen is lost to space decreasing the Earth’s water content. The total amount
of water was greater in the Hadean than at present. But the volume of the oceans depends
also on the partitioning of the water between the surface and the mantle and this depends on
mantle temperatures. At present water and other volatiles migrate to the surface in partial
melts and are returned to the mantle in subducting plates. Much of the altered oceanic crust
that contains the water dehydrates at shallow depth. Most of the water escapes to the surface
in subduction-related magmas and only a small fraction penetrates deeper. The dehydration
reactions are temperature dependant and the plate is stripped of water shallower and more
efficiently when the mantle is hotter. If the mantle cooled progressively though Earth history,
the ocean volume should have progressively declined; while if the mantle hit a maximum
temperature in the mid to late Archean (Sleep 2000), the proportion of water at the surface
should also have been greatest during the mid to late Archean.
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7 Hadean Atmosphere and Climate

Hades can also suggest icy wastes trapped in perpetual winter. It is not as certain that Earth
was at times bitterly cold as it is certain that Earth was once infernally hot, but the argument
that a lifeless young Earth should have been very cold when not very hot is good. The key
point is that the young Sun was much fainter than it is now (Fig. 1). If a snowball Earth
seems plausible in the Neoproterozoic, when the Sun was 96% as bright as it is now, it
should seem more plausible when the Sun was just 71% as bright as it is now. A warm
Hadean Earth needs either enormous geothermal heat flow or abundant greenhouse gases.
As discussed earlier, geothermal heat was comparable to insolation during accretion, and at
times much bigger, but its role was confined to aftermaths of big collisions. Geothermal heat
was probably climatologically insignificant after 4.5 Ga. Of greenhouse gases the only good
candidates are CO2 and CH4

8. Methane can help provided that there are reducing agents
and catalysts to generate it from CO2 and H2O. On Earth today methane is mostly made by
biology. Methane is a good candidate for keeping Earth warm once it teemed with life, but
it is not clear what the catalysts for making it would be when Earth was lifeless (Shock et
al. 2000).

That leaves CO2. It takes about a bar of CO2 in the atmosphere to provide enough
greenhouse warming to stabilize liquid water at the surface (Fig. 10). Although this is only
about 0.5% of Earth’s carbon inventory, it is 3,000 times more than is there today. CO2

would have been scoured from the Hadean oceans by chemical reactions with abundant
ultramafic volcanics and impact ejecta to make carbonate rocks (Koster van Groos 1988;
Zahnle and Sleep 2002). The relatively fast time scales governing the early Hadean CO2 cy-
cle suggest that oceanic CO2 was controlled by a fast crust–mantle cycle. The first question
is whether carbonates were subducted into the mantle. If they were, the CO2 atmosphere
would have been thin and the surface very cold. If not, and if there were no continents on
which to store carbonate rocks, the CO2 would have remained in the atmosphere (Sleep et
al. 2001) and the surface would have approached 500 K (Fig. 10). Sleep et al. (2001) did not
identify a mechanism to sustain CO2 at the intermediate ∼1 bar level needed to maintain a
clement climate, which is not to claim that such a mechanism does not exist.

7.1 Ice

Ice thickness on a snowball Earth is a matter of active debate (McKay 2000; Warren et al.
2002; Pierrehumbert 2004; McKay 2004; Pollard and Kasting 2005). Thick ice solutions
occur when the ice is white and opaque, full of bubbles and flaws. In a thick ice solution,
ice thickness is determined by thermal conduction of geothermal heat. At a Hadean heat
flow of 0.3 W/m2, the ice would be 300 m thick. Thin ice solutions occur near the equator
if the ice is transparent (black ice). In a thin ice solution, ice thickness is determined by
thermal conduction of sunlight transmitted through the ice. Thin ice is predicted to be 1–
5 m thick and easily broken up by winds. Using standard algorithms for sea ice, Pollard
and Kasting estimated that a thin ice solution would typically present 2% open water. This
is more than enough to permit efficient gas exchange between the atmosphere and ocean
(Sleep and Zahnle 2001). Available evidence suggests that sea ice freezes as black ice if it
freezes slowly (McKay 2004; Pollard and Kasting 2005).

8Water vapor is in fact the most important greenhouse gas, but it is a dependent variable, mobilized from
oceans and ice sheets as needed.
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The chief data-based argument favoring thick ice stems from a particular theory for how
the cap carbonates formed. The NeoProterozoic snowball Earth events end with several-
meter-thick carbonate beds of anomalous isotopic composition. The cap carbonates can be
explained as volcanic CO2 that had accumulated in the atmosphere to levels great enough to
melt the ice (Pierrehumbert 2004). The chief data-based argument that the ice was thin is that
the evolutionary record of life on Earth seems unaffected by the Neoproterozoic snowball
events (Knoll 2003), which is surprising given that an ice shell thick enough to segregate
oceanic and atmospheric CO2 reservoirs would also be thick enough to extinguish most
photosynthetic organisms9.

In the Hadean, the fainter Sun favors thick ice, while Earth’s faster rotation and generally
higher heat flows favor thin ice. For an early Hadean heat flow of 1 W/m2, the thick ice
solution would be only 100 m thick. Even when the average heat flow was 0.3 W/m2, heat
flow would not have been the same everywhere, and we might reasonably expect substantial
areas with heat flows in the range of 1 to 10 W/m2, thinning the thick ice to 10–100 m. Io
provides some guidance here. Much of Io’s heat flow is concentrated in a few hot spots. The
biggest volcano generates ∼1.2 × 1013 W (Spencer et al. 2000). This one volcano accounts
for 15% of the global heat flow. The heat flow around it is equivalent to 10 W/m2 over an
area 1,000 km across. A heat flow of 10 W/m2 implies that even the thick ice solution would
be only 10 m thick. Thin ice solutions, which depend on diffusion of sunlight through the
ice, are independent of heat flow once established, but obviously could be triggered by high
local heat flow.

As the global heat flow declined the prospects for thick ice improved. One can imagine
a thermostatic negative feedback, roughly analogous to the stabilizing negative feedback
we posited for water over an ocean of magma, in this case operating between atmospheric
greenhouse gases and the surface areas covered by thin and thick ice (Pollard and Kasting
2005). In this feedback volcanic CO2 would build up to the point where there are enough
regions of thin ice near the equator to permit adequate ocean-air gas exchange. The ocean
crust would provide the sink on CO2.

7.2 Doubts

Our cold early Earth is a product of pure reason. We start from the best established datum—
the faint Sun—and conclude that the Hadean ought to have been cold provided that the
seafloor consumed CO2. But in fact the temperature of the Archean, and by extrapolation of
the Hadean, is a topic of vigorous debate. The major sources of data are inferred weathering
rates and oxygen isotopes. Proponents of a cool Archean cite evidence that Archean weath-
ering rates were not markedly different from today’s (Holland 1984; Condie et al. 2001;
Sleep and Hessler 2006), while proponents of a hot Archean make similar arguments for
their side (Schwartzman 2002). Weathering rates depend on many things including temper-
ature; there does not yet appear to be anything approaching a consensus.

The oxygen isotopes are more directly interpreted as a thermometer. Presumptively
ocean-deposited carbonates and silicates show a progressive increase in oxygen isotopic
fractionation over the history of the Earth. This can be interpreted as a change of seawa-
ter composition (traced to changing temperatures of rock-water interactions), as a product
of diagenesis (the older samples are on average more cooked), or as a direct measure of

9Plausible refugia in hot springs or in endolithic communities on islands or continents make complete extinc-
tion unlikely (Kirschvink 1992).
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decreasing seawater temperatures (so that the precipitates become increasingly more frac-
tionated with time). If the latter, the mid-Archean oceans would have been ∼340 K (Knauth
and Lowe 2003). Such high temperatures require a potent greenhouse effect. Three bars of
CO2 would be needed (less if supplemented by a lot of CH4).

This sort of atmosphere is most likely if (1) the seafloor sink was insignificant (so that
continental weathering was the main CO2 sink); (2) emergent continents were few (to shrink
the sink); and (3) biology has always been an important catalyst of chemical reactions be-
tween CO2 and continental rocks (Schwartzman 2002). By presumption the catalytic weath-
ering powers of biology have improved as life evolved. In this picture the history of at-
mospheric CO2 presents an inverted image of the history of biological evolution (ibid).
These arguments imply that the Hadean would also have been hot if the Hadean seafloor
was not a significant sink of CO2.

8 The Late Bombardment

A major scientific result of the Apollo program is that the Moon was hit by several 100-km-
size asteroids and by hundreds of 10-km-size asteroids ca. 3.9 Ga (Wilhelms 1987). Earth
was hit at the same time, and because Earth’s effective cross section is 20 times bigger than
the Moon’s, Earth was hit 20 times as often. Not only was Earth hit by a hundred 100-km
asteroids (or comets), it was also hit by a dozen bodies bigger than any to hit the Moon.
Here we speak of probabilities in lieu of direct evidence, but the biggest asteroid likely to
hit the Earth ca. 3.9 Ga would have been comparable to Vesta or Pallas; that is, as big as
any asteroid now in the asteroid belt. Whether these impacts were the tail end of a sustained
bombardment dating back to the accretion of the planets or whether they record a catastrophe
associated with a rearrangement of the architecture of the solar system (e.g. Gomes et al.
2005) is contentious but obviously of some importance to the Hadean environment.

8.1 The Lunar Record

Debate over the lunar cratering record has tended to emphasize two extreme views. Hart-
mann et al. (2000) and Ryder et al. (2000) provided recent reviews written from the perspec-
tives of active participants in this debate, while Chyba (1991) and Bogard (1995) provided
careful reviews written from more centrist perspectives. Different conceptions of the lunar
cratering record are illustrated in Fig. 12.

At one end, Hartmann (1975) and Wilhelms (1987) presumed that the observed basins
and craters mark the end of a monotonically declining impact flux that extrapolates
smoothly back in time to the origin of the Moon. Such enormous hidden impact fluxes
present serious challenges. There isn’t enough contamination of the lunar crust by ex-
treme siderophiles (elements such as iridium that partition strongly into the core) that
would have been abundant in the impacting bodies (Sleep et al. 1989; Chyba 1991;
Ryder 2003), and the ancient anorthositic crust has not been obliterated, as would be the
case if the Moon were saturated with Imbrium-sized basins (Baldwin 1987a, 1987b). Mars
too shows little evidence of a hidden history of catastrophic cryptic craters. The preservation
of a 4.5 Ga martian rock—the famous martian meteorite ALH84001, which was found in
Antarctica—is inconsistent with the ancient Martian surface being pulverized into oblivion.
And how did the differentiated asteroid Vesta survive with its basaltic crust intact? More-
over, it is difficult to point to any otherwise inexplicable data that might be explained by
extremely high impact fluxes predating the observable crater record.
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Fig. 12 Four concepts of the late lunar bombardment. The “100 Myr half-life” is Neukum’s standard lunar
crater curve for times after 3.86 Ga. It is calibrated to crater counts and surface ages from Apollo landing
sites and the Imbrium impact basin (Neukum and Ivanov 1994; Neukum et al. 2001). The steeper “50 Myr
half-life” extrapolation uses the same data but it also uses the young 3.92 Ga age for the Nectaris impact
basin and crater densities on still older but undated surfaces (after Wilhelms 1987). The “single cataclysm”
is a schematic but quantitatively representative late cataclysm as advocated by Graham Ryder (2002, 2003).
“Multiple cataclysms” scatters several cataclysms over the Hadean (Tera et al. 1974). Available data do not
favor the more aggressive 50 Myr half-life before 4.0 Ga. The terrestrial and Vestan impact records favor the
higher standard impact rates ca. 3.2–3.5 Ga

The other extreme view is that the late lunar bombardment was an actual event confined
to a relatively short period of time. This hypothetical event was named the “late lunar cat-
aclysm” by Tera et al. (1974). The late lunar cataclysm remains an important and testable
hypothesis. In its most extreme form, Ryder (2002, 2003) limited the total lunar impact
record to just those craters and basins that survive today, and he stuffed them all into a 50–
100 Myr window ca. 3.9 Ga. In Ryder’s view, impacts may have been as infrequent before
3.95 Ga as they are now.

Both extreme points of view are represented on Fig. 12. Although a cartoon, the figure is
quantitatively faithful. The cataclysm is shown either as a single event (Ryder) or as several
events (Tera et al. 1974). Also shown on the Fig. 12 is Neukum’s “standard” lunar cratering
history, which is in wide use in discussions of inner solar system chronometry (Neukum and
Ivanov 1994).

There is some evidence that sides with the cataclysm. Tera et al. (1974) gave several
arguments, the most durable of which is lead-based. Taylor (1993, p. 172) gave an updated
version with shortened error bars. The argument is that a 207Pb–206Pb plot for lunar highland
breccias gives a straight line—a mixing line between end-members at ∼4.46 Ga and ∼3.86
Ga—that is distinct from the curved concordia that one would see if all intermediate ages
were represented. Tera et al. interpreted this as evidence for a lead mobilization event ca.
3.9 Ga, which they attributed to impact shock metamorphism.

Lunar basins Imbrium (3.85), Serenitatis (3.89), Crisium (3.91), and Nectaris (3.92) have
been independently dated (see Ryder et al. 2000) and, if these dates are correct, clearly
cluster around 3.9 Ga. Crater densities superposed on the ejecta blankets from these basins
imply that ca. 3.85 Ga the impact flux decayed with a half-life of ∼50 Myr. The four big
nearside basins also provide an obvious source of ∼3.9 Ga impact metamorphosed nearside
highlands rocks. Whether farside lunar breccias share this common age is unknown.
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Histograms of Apollo data suggest an impact spike but don’t demand it (Wetherill 1975;
Bogard 1995). An alternative to a cataclysm is to argue that the Imbrium impact reset all
the radiometric clocks (Haskins 1998). Another alternative chronology dates Imbrium at
3.77 Ga (Stadermann et al. 1991), a blasphemy that Ryder rejected without comment.

Cohen et al. (2000) avoided Apollo sampling biases by using lunar meteorites recovered
in Antarctica. They found a scattering of dates, none older than about 3.9 Ga. They argued
that the distribution of ages supports a cataclysm at 3.9 Ga. However, using Antarctic mete-
orites introduces a different bias, one that favors strong competent target surfaces (Melosh
1989; Warren et al. 1989; Gladman 1997). All but one of the meteorites from Mars were
ejected from young basalts—clearly a biased sample. Lunar meteorites are much smaller
and no more numerous than martian meteorites. The straightforward story is that it is diffi-
cult to eject rocks from the Moon into space by impact because strong rocks are rare near
the surface, and it is more difficult to launch old rocks because old strong rocks are even
more rare.

8.2 Other Sources of Data

The asteroid Vesta is a ∼500 km diameter fully differentiated world (core, mantle, basaltic
crust) that resembles a miniature terrestrial planet. It is located near the inner edge of the
asteroid belt and is a significant source of meteorites. These meteorites carry a record of
strong shock events that correspond to the late bombardment of Vesta. These shock ages are
spread between 3.4 and 4.1 Ga (Bogard 1995). The record at Vesta seems inconsistent with
an inner-solar-system-wide late cataclysm.

The Archean Earth also retains evidence that big impacts were still relatively fre-
quent as late as 3.2 Ga (Lowe and Byerly 1986; Lowe et al. 1989; Byerly et al. 2002;
Kyte et al. 2003). The evidence takes the form of spherule beds, which from their siderophile
element abundances were almost certainly impact generated. There were at least four of
these events between 3.2 and 3.5 Ga. The extant spherule beds are all much thicker than
those left behind by the K/T impact. To the extent that one can extrapolate worldwide
catastrophes from a small number of samples, all four appear to have been bigger than the
K/T event. Extrapolation suggests that the thickest spherule bed corresponds to an impact on
Earth 50–300 times bigger than the K/T (Kyte et al. 2003), making it as big as the Imbrium
impact on the Moon. Such an impact is big enough to boil off 40 meters of ocean water. To
our knowledge there is no evidence of such a catastrophe, although the geologic record of
the time is scanty and controversy surrounds even the most basic issues.

8.3 Theorists Prefer Cataclysms

Öpik–Arnold simulations of orbital evolution suggested that the characteristic time scale for
sweep up of stray debris in the inner solar system was some ∼100–200 Ma years (Wetherill
1975). This result implied that a monotonic decline in the impact rate was easy to explain,
but cataclysm required something special. Wetherill (1975) showed that collisional disrup-
tion of a Vesta-sized asteroid is a 1011 year event in the current solar system, which makes
a collisional source of the late bombardment a ∼1% chance event. Wetherill suggested that
tidal disruption of a Vesta-sized body passing Earth is more likely.

Öpik–Arnold simulations use Monte Carlo techniques to perform otherwise impractical
computations. When more powerful computers made direct numerical integrations possible,
it was found that Öpik–Arnold methods greatly underestimate the chance that a stray body
hits the Sun. The longest-lived inner solar system reservoir has only a ∼40 Myr half-life
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(Morbidelli et al. 2002). This is too short to explain a monotonic impact history. A suitable
longer-lived source of more distant asteroids in unstable orbits has yet to be identified, al-
though there may be reasonable candidates in the outer asteroid belt or beyond that haven’t
been fully studied.

There are a lot of dynamical theories that can explain a spike in the impact rate. In
general these posit a rearrangement of the architecture of the solar system taking place ca.
3.95 Ga. A good recent example is a series of papers by Gomes et al. (2005) that posit
Saturn and Jupiter evolving through the 2 : 1 resonance10. Another story posits Uranus and
Neptune forming between Saturn and Jupiter, with both being scattered out to their present
locations (Thommes et al. 2002). A third possibility is that a small planet in the asteroid belt
was ejected by Jupiter after a suitable interval, producing a rain of asteroids (Chambers and
Lissauer 2002).

In the theories the rearrangement itself is a brief event, and precisely when it occurs
is up to the discretion of the modelers, although a time scale of hundreds of millions of
years is physically plausible. The key consequence of rearranging the planets for the late
bombardment is that Jupiter moves, and when Jupiter moves, the resonances that disturb
the asteroid belt move with it. The net effect of moving major resonances into a previously
stable part of the asteroid belt is to unleash an asteroid shower onto the inner solar system
(Levison et al. 2001). The natural time scale of the asteroid shower is some 20–100 million
years (Levison et al. 2001). The magnitude of the asteroid shower depends on the mass of
the primordial asteroid belt near important resonances, but is plausibly that of the lunar late
bombardment.

It is also probable that moving the planets triggers a comet shower into the inner solar
system (Levison et al. 2001). The comet shower is brief, lasting some 10–20 Myr (Levison et
al. 2001). In these theories Uranus and Neptune come to rest by landing in a thick primordial
belt of planetesimals. The magnitude of the comet shower is estimated by multiplying the
presumed mass of the belt (30 Earth masses) by the probability that a stray body in the
vicinity of Uranus or Neptune will hit the Moon (∼10−8, Levison et al. 2001). The predicted
comet flux of 2×1018 kg is about a tenth of the inferred mass of the lunar LHB (Chyba 1991;
Ryder 2002; Zahnle and Sleep 2006), which is close enough to be interesting, but two orders
of magnitude short of what it is needed to give Earth its oceans.

On balance, we prefer cataclysms over monotonic decay. To our minds the most telling
argument against a huge unseen Hadean impact flux is that it doesn’t explain anything else
in the solar system that needs explaining; it’s a kind of dead end. By contrast, a cataclysm
(or cataclysms) fits in well with current concepts of how a solar system might evolve. Mech-
anisms devised to generate a cataclysm have suggested explanations for other unexplained
solar system properties. Background impact rates before a cataclysm would have been much
higher than they were afterward, because there were vastly more stray bodies in the solar
system before the cataclysm cleared them away. An issue is that the impact rate after 3.9 Ga
decays more slowly than theory predicts. In our opinion this failure is better attributed to
incompleteness in the theory than to a fundamental flaw.

10The idea is that Saturn was formed closer to the Sun and evolved outward. When Saturn’s year was twice
Jupiter’s year (2 : 1), the resonance between their orbits caused havoc that launched showers of asteroids and
comets into the inner solar system while quickly driving Saturn further from the Sun. The theory explains
several traits of the solar system.
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8.4 Transient Environmental Effects of Impacts

Today, the total number of prokaryotes on Earth is estimated to be 4–6 ×1030 cells (Whit-
man et al. 1998). The nature of the first micro-organisms on Earth and how they survived
the early conditions on Earth is necessarily a matter of some conjecture, but asteroid and
comet impacts must have played an important role in the emergence of life and its prebiotic
precursors.

The evidence of heavy bombardment in the Hadean suggests that impact events played
a role in defining the physical characteristics of the early Earth, and thus the physiological
traits of organisms that would have been required to colonize ecological niches periodi-
cally subjected to these events. The emergence of life, or at least the isotopic evidence for
its presence, occurs soon after the period of late bombardment (e.g., Schidlowski 1988),
suggesting that prebiotic or biological processes were ongoing during bombardment and
radiated rapidly as the impact flux declined.

Impactors larger than 500 km could have boiled the entire ocean. Based on the statisti-
cal properties of lunar basin-forming impactors, we expect some zero to four impacts big
enough to evaporate the oceans and heat the surface to the melting point (Fig. 13) between
the time of the formation of the Earth and ∼3.8 Ga ago. In such events life evolving in
the oceans may have been extirpated (Sleep et al. 1989; Zahnle and Sleep 1997). These
events may have favored life in the deep regions of the Earth below the oceans. Russell and
Arndt suggested that prebiotic evolution in hydrothermal vents would have created aceto-
genic precursors to life, which may have migrated into the ocean floor. The presence of these
precursors in the ocean floor would have allowed for the evolution of life in environments
protected from impacts (Russell and Arndt 2005).

The occasional boiling of the oceans provides a compelling explanation for the hy-
perthermophilic root of the phylogenetic “tree of life” (Pace et al. 1986; Lake 1988;
Maher and Stevenson 1988; Sleep et al. 1989). Of course, the hyperthermophilic root of
life does not suggest that life originated in hot conditions, nor does the first organism need
to have been a hyperthermophile; the tree of life merely suggests a bottleneck resulted in the
survival of hyperthermophiles that led to the diversity of life on Earth today. Impact events,
by periodically boiling the oceans and providing a globally distributed source of heat, may
have caused this bottleneck. But if life did originate and evolve to something like its current
complexity in hydrothermal systems at the bottoms of oceans, life should be widespread in
our solar system, independently evolving wherever one finds hydrothermal systems charged
with simple C- and N-containing molecules. Several icy moons meet or have met these cri-
teria; many of the larger asteroids, comets, and Kuiper Belt Objects have met them too.
Hydrothermal origin of life is therefore a testable hypothesis.

It is not clear that, even if early impactors had extirpated the entire biosphere by boiling
away the oceans and heating the early crust, life would have been completely reset. Impacts
can lift surface rocks into orbit essentially unshocked and unheated (Melosh 1989). Going
into orbit might be viable strategy (Sleep and Zahnle 1998; Mileikowsky et al. 2000; Wells
et al. 2003). Modeling results suggests that life could have been launched in rocks into
space, to return to the Earth several thousand years later and reseed the planet (Wells et al.
2003). Wells’s data suggest that with an initial cell population of 103–105 cells/kg, at least
one cell in this material would return after 3,000–5,000 years following a sterilizing impact.
Qualitatively similar conclusions have recently been obtained by Gladman et al. (2005) who
showed that 1% of the impact ejected material might eventually return to Earth.

Recent experiments on the shock survival of the microorganisms, Bacillus subtilis and
Rhodococcus erythropolis suggest that they can survive high shock pressures (up to 78 GPa)
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Fig. 13 History of an ocean vaporizing impact. (a) The impact produces 100 bars of rock vapor. Somewhat
more than half the energy initially present in the rock vapor is spent boiling water off the surface of the ocean,
the rest is radiated to space at an effective temperature of ∼2300 K. (b) Once the rock vapor has condensed the
steam cools and forms clouds. Thereafter cool cloudtops ensure that Earth cools no faster than the runaway
greenhouse threshold, with an effective radiating temperature of 270 K. (c) The steam atmosphere becomes
cool enough for rain to reach the surface. Some examples of what happens after smaller impacts on Earth are
shown in the chapter by Nisbet et al. (2007, this issue).

associated with launch from a planetary surface (Burchell et al. 2004). The low temperatures
inferred from the mineralogy of the interior of meteorites from Mars (Weiss et al. 2000)
also suggest that meteorites can re-enter the Earth’s atmosphere while maintaining internal
temperatures low enough to preserve viable organisms. Depending on how long they remain
in space and the degree to which their DNA is damaged by radiation exposure, it seems that
escape from Hadean impacts and later return to Earth is plausible.

After about 3.8 Ga, impact events would have had effects confined to boiling of the
surface layers of the oceans. The boiling of the surface layers has been suggested to have
delayed the evolution of photosynthesis since a sufficient flux of light for this mode of
metabolism requires living in the top ∼200 m of the oceans. Maher and Stevenson (1988)
also pointed out that episodic darkness caused by the injection of dust and rock into the
atmosphere would have been inhibitory to photosynthesis by blocking a source of light.
These events need not have prevented the establishment of photosynthesis, however.

Smaller impacts are less potent but there would have been hundreds capable of melting
oceanic ice sheets. Each big impact triggers a brief impact summer. Impacts big enough to
melt the ice occurred on a ∼1 Myr time scale (Fig. 14).

The other potentially life-changing aspect of late impacts is their power to drive chem-
istry (Kasting 1989). An obvious agent of change would have been the big iron asteroid.
These exist; indeed they were probably rather plentiful. Chemical reactions of H2O and
CO2 with iron can generate considerable amounts of reduced gases, H2 and CH4 in particu-
lar. Methane is both a greenhouse gas and a desirable starting point for prebiotic chemistry.
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Fig. 14 An exemplary Monte Carlo slice of the Hadean during the LHB. Big impacts occasionally melt the
ice and create temporarily warm or even hot conditions. The figure shows the warmest events occurring over
a random 20 million year interval; each point plotted is the warmest event in a 100,000 year interval

The aftermath of a big iron impact seems an especially auspicious time to try to generate
life.

Hydrogen and methane are also generated by serpentinization of ultramafic impact ejecta.
We estimated that ca. 3.85 Ga impact ejecta were mobilizing ferrous iron at an inconstant
rate on the order of 1013 moles/yr (Zahnle and Sleep 2002). The generic serpentinization
reaction is 3FeO + H2O → Fe3O4 + H2, so that at 3.85 Ga the H2 source might have been
on the order of 3 × 1012 moles/yr (about an order of magnitude larger than the current
source). In the aftermath of big impacts the H2 source would have been at least an order of
magnitude larger still and, especially when coupled with a similarly enhanced CH4 source,
would have had profound influence on atmospheric chemistry.

9 Conclusion

In this essay we first set the stage for the Earth, and then we track Earth through the Hadean.
The general point of view is to bracket the Hadean Earth between boundary conditions.
The Moon-forming impact provides the initial condition, while a smooth transition from the
Hadean into the early and mid-Archean almost a billion years later provides the end point.

The embryos of the terrestrial planets formed quickly, perhaps less than 1 million years
after the origin of the solar system. Fast formation implies that they captured primary nebular
atmospheres. Evidence of primary atmospheres is preserved in the noble gases. The colder
embryos also held indigenous stores of water ice or hydrous minerals made from melted
ice. Collisions and mergers between the embryos built up a smaller number of larger ones,
which by this point can be called planets. Much of this growth took place after the solar
nebula was dispersed. Collisions between the planets and a generally corrosive environment
outside the nebular cocoon caused the planets to lose volatiles as they evolved. Losses were
most severe for the smaller planets and the planets nearest the Sun. These losses were offset
for planets that accreted planets or embryos or stray bodies from the colder, more-distant
reaches of the solar system, where condensed volatiles were more abundant. This picture
provides plausible context for the collision between a Mars-sized planet that had lost its
volatiles and a larger, Earth-sized planet that had held on to its own.

The Moon-forming impact took place some 40–50 Ma after the solar system formed.
The aftermath left Earth enveloped in a hot silicate atmosphere. At this time Earth’s effective
radiating temperature—∼2,500 K—was set by the optical depth of silicate condensates. Fast
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cooling at high temperature ensured that the silicate vapor atmosphere did not last long. The
silicates would have condensed and receded into the depths of the planet within ∼1,000 yrs.
Volatiles would have partitioned according to their solubility in silicate melt, with much of
the H2O partitioning into the mantle, while CO2 and most other gases were left behind as a
deep thick atmosphere.

Thereafter thermal blanketing by the atmosphere reduced the effective radiating temper-
ature dramatically. The latter gradually approached the asymptotic ∼300 K radiating tem-
perature of a water vapor atmosphere. The resulting cooling rate was orders of magnitude
slower than for an airless planet with a magma surface. We estimate that, because of thermal
blanketing, it took would have taken ∼2 Myrs for the surface of a magma ocean to freeze.
During this time tidal heating by the new Moon was a major energy source in the mantle.
But because the atmosphere controlled the rate of mantle cooling, thermal blanketing would
have controlled the pace of lunar orbital evolution. The slow lunar orbital evolution that
results can help explain how the Moon acquired its inclination.

Water was expelled from the mantle as the magma ocean froze. This generated a thick
steam atmosphere. The steam atmosphere kept the surface near the melting point until the
mantle dried out. Thereafter the mantle solidified and geothermal heat was no longer cli-
matologically significant. Without the support of geothermal heat the steam condensed and
rained out over a relatively short time, forming oceans of hot water. At this point the at-
mosphere was dominated by ∼100 bars of CO2, and the surface temperature was ∼500 K.
Further cooling was governed by how quickly CO2 was removed from the atmosphere. Vig-
orous hydrothermal circulation through the oceanic crust and rapid mantle turnover could
have removed 100 bars of CO2 from the atmosphere in as little as 10 million years. How-
ever, the balance of the CO2 cycle remains obscure, which makes it difficult to predict how
quickly this would have happened and what the asymptotic atmospheric CO2 level would be.
If carbonate subduction were efficient, and its scavenging from the atmosphere and ocean
promoted by abundant ultramafic crust and abundant impact ejecta, a lifeless Earth should
have been cold and its oceans white with ice. But if carbonate subduction were inefficient,
most of the CO2 could have stayed in the atmosphere and kept surface temperatures near
∼500 K for many tens of millions of years. Intermediate states exist but require a finely
tuned CO2 cycle. Hydrous minerals entered the hot mantle less easily than carbonates, which
suggests that the mantle was dry and Earth’s water was mostly partitioned into oceans.

The transition between vigorous magma ocean convection and modern plate tectonics is
unlikely to have been simple or direct. Plate tectonics as it works now has difficulties with
heat flows much greater than 0.1 W/m2 from a mantle distinctly warmer than it is now; it
was probably inadequate to handle typical Hadean heat flows of 0.2–0.5 W/m2. In place of
plate tectonics we suggest that the mantle was topped by a ∼100 km deep basaltic mush
that, unlike modern plates, was relatively permeable to heat flow. This picture resembles the
idealized physics of parameterized convection, more so than plate tectonics does. Recycling
and distillation of hydrous basalts produced granitic rocks very early, which is consistent
with preserved >4 Ga detrital zircons.

Earth could have been habitable as early as 10–20 Myrs after the Moon-forming impact if
CO2 entered the mantle efficiently. But in the absence of potent greenhouse gases, the faint
Sun suggests that the Hadean would not have enjoyed a stable, pleasant climate. Simple
models suggest that the modest 1 bar CO2 atmosphere needed to maintain a clement climate
represents an unlikely balancing point for a lifeless planet: the simple models favor either too
little CO2 (efficient subduction) or too much (inefficient subduction). Of course these are just
models; moreover the real world would have presented a range of subduction environments
that might have averaged out just right. Nevertheless we take the view that a lifeless Hadean
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Earth was likely ice-covered at most times and places, that the ice was thin near the equator
or over regions of locally high heat flow, with the thin ice broken by lanes and patches
of open water, and that major impacts induced hundreds or thousands of transient impact
summers.

As we emphasized in the Introduction, the Hadean is not data rich. The only points of
surety are that the impact that made the Moon melted and superheated the Earth; that some
700 million years later recognizably terran rocks began to leave a permanent record of their
existence; and that some zircons forged in the knowledge of liquid water found refuge there,
so that today they can tell their tale. The rest of it is variously informed speculation intended
as a framework (or foil) for further work. A few topics stand out. One is the importance
of tidal heating to the thermal and perhaps the compositional evolution of the mantle as
the magma ocean froze. Another topic is the mechanism of mantle convection between the
freezing of the magma ocean and the onset of plate tectonics. A possibly related topic is
how continents formed (or did not form) under these conditions. What was the clock that
inserted a ∼30 Myr time delay between the Hf–W and U–Pb dating systems? Was it related
to tectonic style or continent formation? Did the cooling mantle generate persistent slag
layers and dregs layers at the top and bottom of the mantle? Did the Earth long maintain an
ultramafic crust? Another general topic is how fast carbon dioxide was removed from the
atmosphere into the mantle. This depends on the details of carbonate mineral stability as
crustal blocks foundered into the mantle. It controls the evolution of the climate. Was there
a feedback mechanism to provided the right amount of greenhouse warming to counter the
faint Sun, or was the Hadean Earth really as cold and icy as we have surmised? These are just
a few of the issues raised here. But the main goal for future research is simply to describe
the full diversity of the Hadean surface and near surface environments. Until then we won’t
be close to an answer to the big question: just what was it about the Hadean that made it the
Garden of Eden?
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Abstract The factors that create a habitable planet are considered at all scales, from plan-
etary inventories to micro-habitats in soft sediments and intangibles such as habitat link-
age. The possibility of habitability first comes about during accretion, as a product of the
processes of impact and volatile inventory history. To create habitability water is essential,
not only for life but to aid the continual tectonic reworking and erosion that supply key redox
contrasts and biochemical substrates to sustain habitability. Mud or soft sediment may be a
biochemical prerequisite, to provide accessible substrate and protection. Once life begins,
the habitat is widened by the activity of life, both by its management of the greenhouse and
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by partitioning reductants (e.g. dead organic matter) and oxidants (including waste prod-
ucts). Potential Martian habitats are discussed: by comparison with Earth there are many
potential environmental settings on Mars in which life may once have occurred, or may even
continue to exist. The long-term evolution of habitability in the Solar System is considered.

Keywords Mars · Water · Fluvial erosion · Habitable surfaces · Rock cycle

1 Introduction

This chapter follows the creation of habitability on all scales, on Earth and on Mars. It
examines the creation of habitability on a planetary scale, then the formation of a suitable
surface environment, then focuses down to the formation of local zones, such as muds, where
habitation could occur. Habitability is not just macro-suitability, having a planet in the right
place next to the right star. It is also micro-scale: the availability of cell-sized, cell-friendly
habitats. Moreover, habitability must be sustained over billions of years—fortunately life
has self-sustaining character.

The focus is on the one planet we know to be habitable: the Earth. Mars is also discussed
towards the end of the chapter. The implications range more widely: to be habitable, extraso-
lar planets will need to be suitable both on the grand planetary scale, and on the micro scale.

A habitable planet must be able to sustain life over eons. The fundamental environmen-
tal requirements for habitability include providing favorable conditions for the assembly of
organic molecules and energy sources to sustain metabolism. Less obvious is that far more
than offering a single specific environment (which will obviously be short-lived), habitabil-
ity needs diversity. To continue, life needs an ongoing suite of environments that communi-
cate through the exchange of materials and which are sustained in time.

A habitable planet must “live” geologically. It must renew its surface. It has to be active
volcanically and tectonically. Habitable environments must provide a highly flexible ex-
change medium for chemical and biochemical components. Although it is conceivable that
other solvents could carry out this role (e.g. ammonia), the obvious (and possibly unique)
medium for exchange is water (Brack 2002). If so, the planetary environment must sus-
tain liquid water. Water’s physical prerequisites constrain the abundance and distribution of
habitable zones, managing every aspect from hydrothermal systems to UV control.

During the earliest Hadean, the primary construction of the planets was accomplished.
The sites for the potential houses for life were marked out, each with its distinct power
service from the Sun’s light. The foundations accreted, planetesimal by planetesimal; the
bodies were put up by much bashing and crashing. The plaster was thrown onto the walls.
Then in the mid-Hadean finishing-work on the various rooms for life was begun. What was
rough and uninhabitable slowly took on the appearance of a living room, where life could
make itself comfortable. Life appeared and claimed its habitat—at least on Earth, perhaps
on Mars; just possibly on Venus. And once it had arrived, life began changing the room
immediately: not only did it fill the room with furniture, but it began to replaster the walls
and eventually even to remodel the foundations themselves.

In this chapter we follow the story from the end of the mid- to late-Hadean, around 4.2
to 4 Ga ago, when the main work of accretion was completed but some bombardment was
still continuing, to the beginnings of what we recognise as a ‘modern’ oxic habitat, ∼2.3 Ga
ago. The central focus of the account is water and its interactions with the planet and with
life. The first part of the chapter discusses the degassing of the oceans and the interaction
between water and rock. Then the water-rich habitable environments are explored, and the
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sources of the chemical disequilibrium that supported early life. The early record of life on
Earth is explored: what signatures has early life left in the rock record and in our own genes
in modern life? What impact did life have in remodeling its home? Mars is explored—are
there such habitats there. Finally, the issue of sustained habitability is discussed.

The Zimbabwean geologist A.M. Macgregor (1927), pointed out that the modern at-
mosphere of the Earth is a biological construction. What came before presumably had far
more carbon dioxide; life remade the air. Macgregor also pointed out that in changing the
air, life also reshaped the controls on greenhouse temperature. It risked changing life-giving
water into hard rock, setting off glaciation. In general, life shapes, changes and sustains its
own conditions.

2 The Planetary Scale: Creating Habitability

For long-term habitability by carbon-based life, a planet needs both:

1) Liquid water to provide a medium of chemical exchange (Brack 2002), and
2) Sustained thermodynamic disequilibrium between chemical species in close spatial prox-

imity. The latter is most effectively done by utilizing solar photons, which are grossly out
of equilibrium with conditions on the Earth.

Water is the most abundant condensable material in the cosmos. It is arguably the likeliest
chemical compound to be delivered to a new planetary surface. Here it is taken as granted
that the early Earth and many other planetary bodies in the solar system had significant water
inventories at the end of accretion.

The problem for the biologist is that at least some of this water must be on the surface
of the planet, not dissolved in its interior. Indeed, for many years the lifespan of oceans
remained an unsolved problem for geologists over time, why does the water not simply sink
into the ground and vanish? That is exactly what it has mostly done on Mars. Only with the
discovery of plate tectonics did the answer come for Earth—because the Earth’s interior is
hot, hydrated oceanic crust does indeed sink in, but the water is recycled by partial melting
in subduction zones.

Water exists as a liquid at pressures above 6.1 mbar and temperatures above 273 K. On
planetary surfaces temperatures are determined by the solar irradiance, the planet’s albedo
(reflectivity), and the atmosphere’s greenhouse effect. Both the albedo and the greenhouse
effect depend in turn on the response of water to surface temperature. The albedo is sen-
sitive to ice, snow and clouds, while the greenhouse effect is dominated by the opacity of
water vapor to thermal radiation. The chief independent variables are the irradiance and
the abundance of other greenhouse gases. The latter can be something of a wild card, but
the irradiance is a simple well-defined function of the stellar luminosity (L) and distance
(D) from the star: L/D2. Thus, phase conditions suitable for liquid water depend on the
distance from the central star. Conservative estimates for the innermost and outermost dis-
tances where liquid water is stable in our solar system are 0.95 and 1.37 AU, respectively
(Kasting et al. 1993). This range of distances has been called the “habitable zone”.

It is noteworthy that this habitable zone moves outwards from the Sun over time. This is
because the Sun becomes brighter as it ages. The Sun is now about 30% brighter than it was
4 Ga (see Fig. 1, Zahnle et al. chapter, this volume) ago. We will discuss the deep past and
the deep future in more detail at the end of this chapter.

The inner edge of the habitable zone is hard to finesse short of painting the planet white,
but the outer limit is negotiable, provided that there be greenhouse gases enough. Popular
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Fig. 1 Phases of H2O (triple
point is at 6.1 mbar and 273 K)

candidates include CO2, NH3, and CH4, but there are many more a technological civilization
can manufacture new ones (e.g. C3F8) by the dozens. Stevenson (1999) pointed that with
enough hydrogen in the atmosphere there may be no effective outer limit at all.

Another option is provided by internal heat sources (such as radioactive or tidal heating).
With heat welling up from below planetary crusts can provide protected insulated subsurface
conditions that allow a liquid phase of H2O in planetary bodies even outside the habitable
zone of liquid water. Therefore subsurface habitable environments may be a major target in
searching for extant and extinct extraterrestrial life, if we could access them, for example by
targeting outflow regions. Otherwise, the search must be confined to surficial life and the su-
perficial qualities of life, until deep drilling on Mars or Europa becomes possible. Outcrops
with evidence of fossil subsurface life may be found on present planetary surfaces, however,
because to some extent impact craters exhume underlying material. Shallow drilling (<5 m)
in Martian gully regions might also be a possibility to look for organics.

3 Making a Habitable Zone: The Planetary Skin in the Hadean

Chapter 2 has shown how the planet was assembled. By 4.4 Ga ago it had a cool surface
with liquid water: the first prerequisite for habitability.

A cool surface is not enough. There must be chemical differences that life can exploit.
On the Hadean Earth and early Mars this was provided by the thermodynamic difference
between atmosphere/hydrosphere chemical species created by solar photons, entering the
top of the atmosphere, and those interacting with magma from the interior. The interior
provided air, and below it water, and cycled that water in hydrothermal systems. The exterior
setting in the solar system provided energy—photons—that reworked the components of the
ocean/atmosphere system, creating chemical species out of equilibrium with the interior.

The temperature of the interior is crucial. On modern Mars, it is low. On early Earth it was
high. The potential temperature of the mantle is the temperature of a piece of the mantle if it
were suddenly brought unmelted to the surface. Immediately after the Moon-forming event,
temperature would have been very high, above 2500 K. By the late Archean the “potential
temperature” of the mantle (“potential temperature” is a thermodynamic term defined as the
temperature at which magma would rise adiabatically to the surface) had fallen to about
1800 K (Nisbet et al. 1993). Today the potential temperature is about 1600 K.
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To form a solid lid on the Earth’s surface, over a molten interior, the surface temperature
must fall below about 2000 K (Sleep et al. 2001). By the time a first proto-crust formed, the
potential temperature was about 2500 K (Sleep et al. 2001). This was probably the potential
temperature before 4.4 Ga ago, at a time a few millions of years after the Moon-forming
event. Sleep et al. (2001) suggest that this could have been around 3 million years after
the global melting event, assuming a massive CO2 atmosphere did not exist. There would
then follow an interval during which the surface heat flow from the interior, at around 70–
100 W m−2, would have been sufficient to maintain equable surface conditions around 30°C.
For comparison, the modern Earth receives a very roughly comparable heat input from the
Sun. However, such an environment would be barely habitable—the crustal rind would be
some tens of meters thick, with molten rock below. This would not be mechanically stable,
and any newly-born living cells would be soon tipped into the inferno by minor quakes.

3.1 Hadean Surface Temperature: The Cool Early Earth

The oldest material on the Earth is found in the interiors of single crystals of zircon, some
of which formed as early as 4.4 Ga ago (Wilde et al. 2001). From the δ18O values of these
zircons, some broad generalizations about conditions on the planetary surface conditions
can be inferred. Their titanium contents, used as a geothermometer, provide evidence of
formation in water-rich granitic magmas (Watson and Harrison 2005). The only unusual
aspect of the 4.4 Ga zircons is their age. In all other respects they are closely similar to later
(Archean) zircons. From this similarity it is inferred that they incorporated oxygen from
water that had been in contact with the planetary surface.

The chain of logic is as follows: 1) δ18O values in zircons are nearly constant for the long
time interval 4.4 to 2.6 Ga ago. 2) liquid water oceans must have been present throughout the
2.6 Ga to 3.8 Ga period, to deposit the clastic and chemical sediments that are ubiquitous in
the Archean record. 3) Zircons made in the late Archean incorporate water from hydrother-
mal systems linked to liquid oceans. Ergo 4) the Hadean zircons, that are closely similar to
the Archean examples, also incorporate oxygen from liquid oceans. Thus the conclusion is
that liquid water existed as early as 4.4 Ga ago.

From this type of reasoning, Valley et al. (2002) inferred a surface temperature of lower
than 200°C at 4.4 Ga. This is consistent with the finding of Sleep et al. (2001), that if the
entire CO2 inventory were placed in the air, the temperature would have been around 230°C.

Sleep et al. (2001) showed the transition from massive CO2 greenhouse to cool surface
temperature probably took place rapidly but not instantaneously. Widespread surface condi-
tions hospitable to hyperthermophilic microbial organisms (say around ∼100°C) probably
persisted for a few million years (range <1 to ∼20 million years). Thus for a brief period,
probably around 1 million years but possibly as long as 20 million years, it might be possi-
ble to maintain surface temperatures around 100°C, suitable for hyperthermopile life. After
the close of this interval, the system would cool and the surface temperature would begin
to drop, eventually towards glacial conditions. In a late Hadean icehouse, hyperthermophile
habitats with temperatures around ∼100°C would be tightly restricted to the hydrothermal
systems in the vicinity of volcanic activity.

Nevertheless, the ‘brief’ <1 to ∼20 million years of widespread warm oceans is a very
long time, especially when thought of in terms of microbial generations. Any line of living
organisms born at this early time would be preadapted to take refuge in hydrothermal sys-
tems as the world ocean cooled. Such an early hyperthermophile biota would be likely to
suffer one or more ocean-boiling meteorite impacts before the end of the Hadean at ∼4 Ga.
Nevertheless, cells might survive a global heating event if they had refuge in the rock, in
hydrothermal systems.
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3.2 The Lively Interior: The Contribution from Volcanism

Hadean volcanism would have occurred in an already formed ocean, as demonstrated by
the zircon oxygen isotope evidence (Valley et al. 2002; Wilde et al. 2001). After each mid-
Hadean impact (a 10 km-size body each 0.1 Ma at that time), massive quantities of basaltic
and komatiitic ejecta would have been thrown out and then landed back into the seas. Mas-
sive komatiitic volcanism was probably occurring, locally intensified in the aftermath of
major impacts. Consequently there would be large-scale interaction of ocean water with hot
mafic rock. This hydrothermal interaction would have been much more rapid than today:
perhaps such that every million years or less a volume of water equal to the volume of the
oceans would pass through hydrothermal systems.

The consequence of this would be pH and geochemical control on the water body. Close
to hot vents, hydrothermal fluids would be acidic, but komatiitic volcanism was very wide-
spread and the dominant cooler exiting flow may have been more alkaline. As far as pre-
biotic conditions are concerned, it is likely there was an array of settings, from highly alka-
line around cool hydrothermal systems in ageing ultramafic lavas, to highly acid in proximal
settings to active basaltic volcano vents.

Elsewhere in this book (Chap. 1) we argue that, other things equal, the faint young Sun
would render surface conditions cool to icy, except immediately after very large-scale impact
events. Ice is a good insulator, and ambient geothermal heat would be trapped underneath
it. Thus an ocean that was 5 km thick would not be frozen solid. Even today, Antarctica has
huge lakes under the ice for this reason: the ambient geotherm. Volcanic vents would add
to this ambient heat, and would have provided warm oases, where liquid water might reach
the surface. Typical Hadean heat flows would have kept the ice ∼100 m thin, and over ridge
axes or hotspots the ice would have thin enough (<10 m) that sunlight would have played a
major role in the ice sheet’s heat budget.

Even if the bulk of the planetary surface was ice, some pools would exist around the
abundant active volcanoes (especially given the higher potential temperature of the mantle)
or as leads between jostling ice masses. The zircon evidence for subduction implies that
crustal blocks sank toward the mantle, which suggests that new crust was forming at the sur-
face (as opposed to say a stagnant lid regime). We argue elsewhere in this book that Hadean
tectonics would have superficially resembled plate tectonics in having sea-floor spreading
and subduction. Hadean mid-ocean ridges may have been komatiitic, with huge far-running
lava flows. Hence large pools of liquid water would be expected along the lengths of the mid-
ocean ridge systems, perhaps under thick icy cover. Because mid-ocean ridges are linear and
connected, there could have been major warm sub-ice lakes.

On very early Venus, D/H evidence implies a warm or hot ocean existed, liquid through-
out, perhaps several km deep (Watson et al. 1984). On Mars, conditions would be more like
the Hadean Earth, with short-lived hot phases after major impacts, but with a puddle ocean
and active tectonics (Sleep 1994). The volcanism would be less vigorous and perhaps some-
what cooler—dominantly mafic rather than ultramafic. Heat flow would have declined faster.
Impacts would create major topographic features such as depressions and lakes. Impacts
would also cause porosity in subsurface rocks, which would be taken up by hydrothermal
fluids. On Mars this porosity would extend several km deep. On Earth, with higher gravity
and temperatures, porosity would anneal better.

Around hydrothermal system vents in all three planets, muds would have formed. On
early Earth muds were probably dominantly palagonitic, rich in smectite clays (nontronite,
saponite, etc.) characteristic of pillow debris. However the presence of old zircons implies
that locally at least there were granitoid bodies, and thus it is likely that some muds were
felsic-derived clays.
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4 Impact Modeling—Tilling the Surface: Processing the Habitability Zone

A young planet experiences major impacts. Each such major impact would have tilled the
surface of the planet. Very large impacts destroy extant habitability, though may increase
it later. More modest impacts can enhance habitability. Craters exhume material and thus
investigation by drilling may not always be warranted: the experiment is already done.

The history of impacts on early Earth is discussed in the chapter by Zahnle et al. in
this book. The Moon is the chief source of data. The face of the Moon has been sculpted
by uncounted myriads of impact craters, ranging from vast basins thousands of kilometers
across to the microscopic. Earth, because it is bigger, was hit by twenty projectiles for every
one that hit the Moon, and with a high degree of confidence we can assert that Earth was hit
by several projectiles that were much bigger than any that ever hit the Moon. The big ones
posed a serious recurrent hazard to life on Earth (Zahnle and Sleep 1997, 2006).

Figure 2 shows a model realization of the aftermath of a very large impact on Earth. The
model is based on conservation of energy and the radiative properties of steam atmospheres.
It is akin to, but simpler than, the model of Earth’s cooling history following the Moon-
forming impact described in the chapter by Zahnle et al. (this volume). The key features of
the model is that it presumes that a significant fraction of the impact energy of a very large
impact is invested in making and spreading rock vapor around the planet. The rock vapor
cools by radiating upward to space or downward onto the seas. In a big impact the latter is
the bigger term because the rock vapor atmosphere is hotter at the bottom than at the top.
As the rock vapor cools it condenses into rock raindrops that fall out and quench in the
seas. The energy absorbed by the seas—the thermal radiation and the cooled molten rain—
evaporates water. The water vapor builds up in the atmosphere until the energy of the rock
vapor is exhausted. Thereafter the steam atmosphere cools radiatively until the excess water

Fig. 2 Aftermath of a S. Pole-Aitken or Hellas scale impact on Earth. The energy released is 1027 joules.
The figure plots ocean depth, sea surface temperature, atmospheric temperature, and the gas pressures of rock
vapor and steam while in the atmosphere. The modern terrestrial atmosphere contains 1 bar of nitrogen and
oxygen
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vapor has fully rained out. How long this takes is governed by the thermal energy of the
atmosphere, the latent heat of condensation of the water vapor, and the radiative physics of
the runaway greenhouse effect (see the chapter by Zahnle et al., this volume). More details
describing these sorts of models are given by Zahnle and Sleep (1997, 2006) and Sleep and
Zahnle (1998).

The impact modelled in Fig. 2 is comparable to the largest impacts recorded in the ex-
tant crust of the solar system: those which made the South Pole-Aitken basin on the Moon
(2500 km wide, 13 km deep) or the Hellas Planitia (2100 km wide, 8 km deep) basin on
Mars. The energy released in these impacts was on the order of 1027 joules. The figure plots
ocean depth, sea surface temperature, atmospheric temperature, and the amount of steam
and rock vapor in the atmosphere as a function of time.

The response occurs on two basic time scales—a period of a few days during which rock
vapor is present in the atmosphere, and a longer period of more than 100 years during which
the atmosphere contains abundant hot steam. Energy in the rock vapor evaporates a few
hundred meters of seawater. The surface waters of the ocean heat to nearly 500 K, but the
deep waters can remain cool. Hot fresh rainwater pools at the top of the ocean, so that the
ocean is stably stratified both by temperature and by composition.

An impact on this scale would have been disastrous for photosynthetic life: in short, the
habitat zone would be eliminated. However, hydrothermally-hosted life in deep water might
have survived.

Figure 3 shows the results of a slightly smaller impact, on the scale of that which made
the ∼1000 km wide lunar basins, such as Mare Imbrium or Orientale. These basins are
prominent because they host lunar maria—dark basaltic lavas that flooded the low parts of
the Moon and make up the pattern of light and dark known as the “Man in the Moon”. The
energy released is 2 × 1026 joules. As before, there are two basic time scales – a day or
so during which rock vapor is present in the atmosphere, and a longer period of 30 years

Fig. 3 Aftermath of an Imbrium or Orientale scale impact on Earth. The energy released is 2 × 1026 joules.
The figure plots ocean depth, sea surface temperature, atmospheric temperature, and the amount of steam and
rock vapor in the atmosphere
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Fig. 4 Aftermath of a hypothetical 5 × 1027 joule impact of on Earth. A small number of impacts on this
scale are likely on Earth at the time when the lunar Imbrium and Orientale impact basins formed. The figure
plots ocean depth, sea surface temperature, atmospheric temperature, and the amount of steam and rock vapor
in the atmosphere

during which the atmosphere contains abundant hot steam. In this case, energy in the rock
vapor evaporates only 50 meters of seawater. The surface waters of the ocean heat far less, to
nearly 150°C, but the deep waters remain cool. As before hot fresh rain waters pool at the top
of the ocean, so that the ocean is stably stratified both by temperature and by composition,
though less so than in the case of the larger impact. Even so, contemporary photosynthetic
communities may have fared ill.

Figure 4 considers an impact even bigger than the Hellas and the S. Pole/Aitken events.
The figure illustrates the aftermath of a hypothetical 5 ×1027 joule impact on Earth. A small
number of impacts on this scale (perhaps a half-dozen) are likely on Earth at the time when
the lunar Imbrium and Orientale impact basins formed. Aside from the bigger scale of the
event, the figure is directly analogous to Figs. 2 and 3. The two basic time scales here
are a few weeks for rock vapor and 600 years for an atmosphere of hot steam. There is
enough energy in the rock vapor to evaporate more than a kilometer of seawater. The surface
waters of the ocean heat to 550 K. Boiled brine sinks into the ocean and contains enough
energy to heat the unevaporated sea waters by 50 K. Whether the deep oceans actually do
get hot depends on whether the oceans mix. The deep waters are at first cold and dense
and therefore stable against convection. However the oceans may mix by other means, for
example through shear instabilities if currents are strong, as they might be expected to be.
Later, hot fresh rainwater would tend to pool on top of the remnant salty ocean. Again,
static stability would inhibit convection, and it is possible albeit not guaranteed that the hot
fresh waters would long remain afloat atop the colder denser remnant waters. Ecological
consequences would be severe and mesophilic ecosystems may not survive.
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5 Adding Components of Habitability to the Planetary Skin: The Impact Heritage on
the Surface Inventory

Giant impacts totally rework the planetary body (Sleep et al. 2001). The largest (bodies
of hundreds of km diameter) create a magma ocean and a huge steam or molten silicate
atmosphere. Were one to have occurred in the past 3.5 Ga (billion years), life would have
been eliminated. Large impacts (say 5–50 km diameter) do not terminate microbial life, but
can cause mass extinction bottlenecks, even among prokaryotes. Impacts on a smaller scale
do not produce any global changes but can provide changes in local environment, which can
be favorable for habitability (warm ponds, nutrients, etc.) (Sleep et al. 2001).

The volume of a crater produced by a hypervelocity impact is hundreds of times larger
than that of the projectile. Most of that volume is fractured rocks, which fall to surface near
the crater. Solid state shocked rocks can contribute to habitability by creation of multiple
rock cracks with fresh (i.e. chemically active) surfaces, moderate warming, and possibly by
some effects of shock metamorphism (decomposition of volatile bearing minerals, mobility
of rock-forming elements, etc.).

The volume of melted rock is from several to tens of times of the volume of the pro-
jectile. Impact-induced melting releases incorporated volatile components. Part of the melt
is deposited in large craters as sufficiently well mixed and rapidly solidified bodies, which
provide long term heating of subsurface crater material stimulating hydrothermal activity.
For typical asteroidal impacts (with velocities of 10–25 km/s) silicates are not completely
vaporized (Pierazzo and Melosh 2000). Partial vaporization creates a gas phase of volatile el-
ements and leaves refractory elements in the residual melt. The vapor is about equal in mass
to the projectile. This vapor forms fireball ejecta with starting temperatures up to 5000–
6000 K and pressures up to several thousands of bars. As the vapor plume expands it cools,
and condenses.

Gerasimov et al. (1999) have shown that the end products after expansion and quenching
at high-temperature appear to be formed in strong disequilibrium, quite different from prod-
ucts expected in the normal planetary environment. Once formed, the fireball products are
widely dispersed over the planetary surface. This must have provided a major input of chem-
ically reactive components on the Hadean surface, capable of providing the thermodynamic
contrasts to support metabolism.

5.1 Impact-Produced Gases

Low-velocity impacts decompose volatile-bearing minerals to release H2O, CO2 and SO2.

Gerasimov et al. (1984) showed that impact vaporization thermally releases oxygen as O2

and O into the plume. Though its lifetime would have been extremely short some oxy-
gen may have escaped into the wider atmosphere. Carbon gases are also released in this
process, mainly in the form of CO and CO2 in a ratio of about 1 : 1, close to the ther-
modynamic equilibrium ratio (Gerasimov et al. 2002). SO2, COS, H2S, and CS2 also oc-
cur in impact processes (Ivanov et al. 1996; Gerasimov et al. 1994a, 1994b, 1997). Ni-
trogen is released from impacts mainly as N2 and some oxides NOx . Synthesis of HCN
and traces of CH3CN occurs. The amount of nitrogen in the impact-released gases is
limited by its trace concentration in meteorites and surface rocks. More nitrogen can
be involved in impact chemistry by interaction of a projectile or expanding plume with
a nitrogen-containing atmosphere. Passage of a large asteroid through the Earth’s at-
mosphere may in theory have produced nitrous oxides and hydrogen cyanide in an air
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shock wave. Acidic rains from dissolution of nitrous oxides in the water could be suf-
ficient to increase ocean acidity and to perturb biological activity (Fegley et al. 1986;
Prinn and Fegley 1987).

5.1.1 Redox State of Impact-Induced Gases

Gas mixtures formed after impacts are in disequilibrium compared to normal conditions. In
addition to oxidized components the gases contain significant quantities of reduced compo-
nents, including the simultaneous presence of H2 and O2, SO2 and H2S, CO2 and CH4. The
most abundant reduced gases in quenched mixtures are H2, H2S, CH4, and light hydrocar-
bons up to C6H6. Coexistence of O2 and H2 in high temperature silicate vapors is supported
by thermodynamic calculations (Gerasimov 2002).

Iron is present as Fe0, Fe+2, and Fe+3 reflecting complex redox processes in the vapor.
Formation of metallic iron is accompanied by the increase of the portion of Fe+3 compared
to the starting sample. The main rock-forming element, silicon, has complex redox behavior,
detected in Si0, Si+2, and Si+4 states (Yakovlev et al. 1993).

5.1.2 Formation of Organics During an Impact

Organic molecules can be synthesized in impact-induced vapors. Reported impact-generated
hydrocarbons include: CH4, C2H2, C2H4, C2H6, C3H4, C3H6, C3H8, C4H2−8, C4H10, and
C6H6 (Mukhin et al. 1989). Production of unsaturated hydrocarbons is noticeably higher
than of saturated. The only experimentally proven oxygen-containing organic molecule is
likely to be CH3CHO. The output of organics in and after an impact is correlated with the
total amount of C and H in the starting material of the impact. The mechanism of hydrocar-
bon synthesis is still unclear. Possibly Fischer–Tropsch synthesis occurs (Zolotov and Shock
2000; Sekine et al. 2003), involving reaction of carbon monoxide and molecular hydrogen
(abundant in the vapor). This reaction uses surfaces of condensing particles as catalysts and
goes different ways depending on the type of catalysis (Chichibabin 1953)

nCO + 2nH2
Ni,Co−→ CnH2n + nH2O,

2nCO + nH2
Fe−→ CnH2n + nCO2.

The role of surface catalysis is also supported by observed synthesis of sufficient amount of
complex kerogen-like organics bound to condensates, which were insoluble in solvents but
detected by C–C and C–H bonding (Gerasimov et al. 2002).

5.1.3 Impact-Generated Silicate Vapor

Most of an impact-generated plume is silicate vapor. This mostly condenses into nanoscale
particles during expansion and cooling of the plume (see Fig. 5). The cumulative mass of
these particles is comparable to the mass of the projectile. Impacts on a scale similar to the
putative K/T event would provide global dispersion of these particles, generating a dusty
atmosphere, affecting global albedo and hence climate.

Analysis of experimentally produced condensates shows that the solids made in the ex-
periment have structures that are highly out of equilibrium. Such disequilibrium products of
late Hadean impacts may have provided a useful supply of reductants and oxidants to the
first living communities.
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Fig. 5 Transmission electron
microscope image of typical
condensed particles. These are
formed in an expanding vapor
plume after high-temperature
vaporization of a pyroxene (from
Gerasimov et al. 1999)

Fig. 6 Scanning electron
microscope image of Fe-metal
and FeS (large) liquates on the
surface of ∼9 µm glass spherule.
From experiment on
high-temperature pulse heating of
carbonaceous chondrites
(Murchison). The scale bar is
1 µm (from Yakovlev et al. 2002)

X-ray photo-electron spectroscopy analysis indicates the simultaneous presence of struc-
tures with isolated, chain, and framework polymerization of silicon–oxygen tetrahedrons
(Gerasimov et al. 2002). Multivalence elements usually exist in collected condensates in all
possible states. Redox behavior is also experimentally observed in impact condensates con-
taining the main rock-forming element, silicon, which has been detected in Si0, Si+2, and
Si+4 states.

Iron in impact condensates as Fe0, Fe+2, and Fe+3 may have been important in habit-
ability by providing redox contrast. Metallic iron particles absorb siderophile elements and
other reduced elements (Si, Ni, S, Mn, Pt, etc.). Such compositions in turn provide catalysts
for various properties. Impact reduction of iron into a metallic state proceeds with formation
of metallic nanoparticles. These are immiscible and segregate into a separate phase from
the silicate melts . They can be dispersed into the vapor or found on the surface of silicate
droplets (see Fig. 6).
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6 Habitability Zones on the Surface: The Volume of the Oceans, the Emergence of
Land

We now move from considering the inventory of materials to a discussion of the wider
environmental constraints put on habitability by planetary tectonics.

Significant Freeboard, that is, the height which continents protrude from the ocean, is
probably necessary for habitability. The oldest large body of rock, Greenland’s Isua belt
(up to ∼3.8 Ga), includes clastic sedimentary material—i.e. liquid (presumably water) was
present. Unlike Venus, which has a unimodal relief, the Earth’s surface is divided into con-
tinents and ocean basins. Sleep (2005) has pointed out the lucky coincidence that Earth, as
always the Goldilocks planet, has just enough water that tectonics and erosion/deposition
tend together to maintain continents that marginally rise above sea level. Continents are not
inundated, nor are they immense and dry, as on Mars. Hynes (2001) showed a relationship
between continental crustal thickness, continental crustal volume, and mantle temperature.
Buoyancy of the oceanic lithosphere is controlled by the amount of melting at the ridges and
mean age of the ocean floor (themselves functions of mantle temperature).

Galer and Mezger (1998) investigated the antagonistic relationship between uplift and
rifting processes driven by tectonics and the erosion and deposition of the sedimentary cy-
cle. They inferred that the balance between the two was the main mechanism that kept
continental freeboard constant, by regulating continental thickness. From an assessment of
the geological settings of ten relatively undisturbed greenstone belts, they inferred that at
3 Ga ago the mean continental thickness was ∼46 km at the time of crustal stabilization,
and the mean thickness of oceanic crust was around 14 ± 2 km. This thickness of oceanic
crust tallies with evidence for a somewhat hotter mid-Archean potential temperature of the
mantle (Nisbet et al. 1993).

As far as habitability is concerned, it is clear that some continents have protruded from
the Earth’s oceans ever since the mid-Hadean (Nisbet 1987). In searching other planets, this
may be a useful though not perhaps necessary criterion: that there is freeboard.

7 The Small Scale—From the Volcano to the Ion: Supply of Key Components for
Biochemistry

Life is small, especially single-celled microbial life. Habitability is defined on the scale of a
cell, not a planet. A planet is only habitable if it is habitable at the very smallest scale. There
must be a supply of key components that is accessible to life that is restricted in movement
on the micron scale.

At the chemical core of biochemistry are the metal centers of the metalloenzymes. These
are ‘house-keeping’ proteins, many of which may have origins in the very greatest antiq-
uity. Iron in particular is central to a wide array of enzymes that appear to be of very great
antiquity. Typically Fe is in association with S. The iron enzymes include catalases, per-
oxidases, ferredoxins, oxidases, and all nitrogenases. Nickel examples include enzymes
such as the hydrogenases (used in dealing with hydrogen and probably very ancient) and
urease (essential to the nitrogen cycle). Carbon monoxide dehydrogenase, which is at the
center of the acetyl-coA metabolic pathway, contains nickel, zinc, iron and molybdenum.
Methanogens use coenzyme F430 and hydrogenase, both nickel enzymes: thus nickel is
essential to methanogenesis. Nitrogenase (at the core of the nitrogen cycle), is an Fe-Mo
enzyme. A particularly interesting class of enzymes includes metal–4N groups. The best
known of these include chlorophyll and bacteriochlorophyll, which have Mg at the center,
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and haem, with Fe. Metal-4N groups occur in alkaline conditions, such as those in hydrother-
mal systems around komatiites.

The presence of Mo in sediment has been seen as evidence for oxic waters in deep time
(Siebert et al. 2005), as oxic conditions are needed to mobilize the Mo. There that there are
other ways to mobilize Mo: thiosulfate, which is plausible in Archean oceans, will mobilize
reduced Mo. Arsenic resistance may be ancient (Gihring et al. 2003) and may even pre-date
the last common ancestor.

All these house-keeping proteins suggest a geological origin where the metals and S
would be in abundant supply. The first life could not seek out metals in the way modern life
does. The metals must have intruded into the organism: i.e. for the ‘unskilled’ organism to
incorporate metal ions, the setting must have had abundant and accessible supplies, such that
entry of metal into the cell was inevitable, not a rare accident. The most probable setting is in
and around hydrothermal systems. Fe–S, for example, immediately suggests hydrothermal
settings, as does the Fe–Mo association. Moreover, the commonness of metal–S groups
immediately suggests sulphides to a geologist: hydrothermal settings.

The high potential temperature of the Hadean mantle is relevant here. If the tempera-
ture of the mantle in the late Hadean was, say, around 1800 K, then komatiitic volcanism
would be extremely common. Komatiites are highly magnesian: they are very hot; they
contain abundant Ni. During submarine eruptions, hydrothermal activity probably begins
very early, as a komatiite lava flows, creating Ni–S rich layers in the cooling lava. The high
MgO content means that the fluids can be very alkaline. We speculate that Ni-enzymes and
also Mg–4N complexes first evolved in such settings. Had the mantle been cooler (i.e. no
komatiites), then such settings would not have been possible. In other words, the high poten-
tial temperature and the consequent presence of komatiites may have made the Earth much
more habitable than a similar but colder planet, more conducive to the origin of life as we
know than the cooler Earth we live on now.

Saito et al. (2003) have studied the trace metal preferences of cyanobacteria. They
showed that trace metal preferences in cyanobacteria are consistent with their evolution
in a sulphidic ocean setting. Saito et al. (2003) suggested a variant on the hydrothermal hy-
pothesis put forward above. They pointed out that in an early anoxic ocean, dominated by
high concentrations of Fe, and with abundant Fe supply, and dissolved sulphidic species, the
relative availability of trace metals would have been similar to the availability in a sulphidic
system. In order, the availability would have been Fe > Mn, Ni, Co � Cd, Zn, Cu. Saito
et al. (2003) suggested it is possible that strong aqueous metal-sulphide complexes were
as important as mineral precipitation in incorporating metal enzymes into biology. Possibly
marine geochemistry and marine biology have co-evolved.

8 The Small Muddy Doorway of Habitability

There must have been a pre-biotic ‘doorway’ (not a window, but an entry point) of habit-
ability, when life could begin. But this doorway would have been small. It would only have
been open where there was local thermodynamic disequilibrium, created by geological and
atmospheric/space contrasts.

Figures 7 and 8 illustrate this. The late Hadean surface environment would typically
support only small and local redox contrasts. Volcanisms would have been prolific, given
the mantle’s high potential temperature. Volatiles such as SOx that were degassed from
volcanoes would have been oxidized in an atmosphere that was photolytically losing H to
space: this would provide a somewhat more oxidized ocean. Lavas erupting would provide a
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Fig. 7 Mud—the habitat

Fig. 8 Thermodynamic contrast
before life. The atmosphere
would have been marginally
more oxidized (because of H
escape to space and more
generally from photolysis) while
the interior would be more
reduced

somewhat more reduced geological substrate. Methane haze and CO from photolysis would
also be accessible.

A major early source of redox contrast may have been supplied by the hot lava via the in-
termediary of H2. When lava and seawater interact, hydrolysis of ferrous oxide components
in rocks produces hydrogen, e.g.:

3Fe2SiO4 + 2H2O = 2Fe3O4 + 3SiO2 + 2H2.

The liberation of H2 is always associated with formation of magnetite as this phase stabilizes
ferric iron at low redox potentials. Epidote too does this. Hydrothermal systems similarly
can produce inorganic methane.

The crucial site of contrast would be the ocean/mud interface, especially in and around
hydrothermal systems. ‘Mud’ is the clay of life. In the Hadean, muds would have been
sparse and magnesian–saponitic and nontronitic, not aluminous kaolins. Perhaps it was in
the alkaline muds around hydrothermal vents from a recent seafloor komatiite flow, that
key early housekeeping metal–4N proteins like the cytochrome family first formed. In such
settings, brucite would scavenge borate and phosphate from seawater. Abiotic formation of
pentoses, particularly ribose, would be promoted by the high pH (Holm et al. 2004) and
boron (Ricardo et al. 2004).
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The presence of redox contrast between different parts of the habitat is essential. An on-
going contrast is only sustainable if geological processes continually introduce supplies of
relatively oxidized and relatively reduced species. The supply of reduced species in a hy-
drothermal system, especially one that involved very hot ultramafic rocks, would be abun-
dant. Both H2 and CH4 would be likely. However, the supply of relatively oxidized material
must depend on photons. Oxidized species would originate in the air. They would have to
exchange with ocean waters by rainfall and wave bubbles, and then the supply to the puta-
tive early cells would depend on the interaction between water currents and the water/mud
interface.

Sulfate, thiosulfate, elemental sulfur, and perhaps carbonyl sulfide (OCS) would be the
most likely carriers of redox contrasts. They would all rain out of the atmosphere into the
ocean. Both thiosulfate and OCS can help to mobilize metals. On the modern Earth, sulfur
in arc volcanoes is in part from subduction of sulfide originally precipitated in the ocean
crust by hydrothermal circulation, which in turn derived the S from sulfate. In the modern
ocean the sulfate is mostly in this oxidation state because of photosynthesis. In the pre-
photosynthetic planet, sulfate would thus not necessarily be so readily available.

9 Exploiting the Muds: Widening the Habitability of the Earliest Archean Ecosphere

Life makes its own habitat. One of the many paradoxes of life is that the planet is habit-
able because it is inhabited. Today the atmosphere is an almost wholly biological construct:
the nitrogen fluxed by nitrifying and denitrifying bacteria, the oxygen and carbon dioxide
cycled by photosynthesis and respiration, the methane by methanogens and methanotrophs.
Even the abiotic argon is arguably biologically controlled, as it is brought to the surface
via granitoid magmas, that need subducted water, and water is stabilised on the planetary
surface by the biological thermostat.

The arrival of life immediately makes the planet change: life generates its own habit-
ability. This is because life in one niche of habitability immediately creates new niches of
habitability. Imagine, for example, a tiny population of first living cells existing in a small
vesicle in porous rock on the outer edges of a hydrothermal system, exploiting a supply of
H2 from water reacting with the rock, or using the redox contrast between a) incoming fluxes
of slightly more reduced S species in the hydrothermal fluids and b) intermittent inputs of
slightly more oxidized ambient seawaters. For the first few generations, the population will
expand until the local habitat’s resources are exploited. But there will be much cell death,
either in ‘drought’ periods when one or the other inputs is absent for too long, or simply
because of the Malthusian corrective that the population expands until some cells are driven
to the edge.

Once there is cell death, there is reduced carbon lying on the floor—a new niche of
habitability. There will be hydrogen coming up from the water-rock system below: thus
there will be a new niche of habitability, using H2 to turn the dead bodies into methane.
In the air, methane haze and CO from photolysis provide substrate for life. The result of
life’s activities is to focus the redox boundaries more sharply: that in turn defines the zone
of habitability and increases the productivity of the system, which goes from a disseminated
one-niche to a set-apart two-niche system. Dead bodies foster life.

Sustained habitability makes sophisticated use of dead bodies. Like the ancient Greek
hero Trygaeus, who saved Peace by riding to the Moon mounted backwards on a dung beetle,
which he fuelled himself, life rises to the heavens on its own excreta. The use of hydrogen
to recycle dead bodies made of organic carbon compounds will generate methane. Methane
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Fig. 9 Remaking the habitability
of the mud, before
photosynthesis. Even before
photosynthesis began, life would
begin to rearrange redox
gradients in the mud. Dead
organic matter would collect in
the lower mud, making it more
reducing (i.e. more CH4 and
H2S, less SO4) while upward
release of more oxidized species
such as CO2 would make the
upper environment more oxic.
Microbial organisms typically
focus redox contrast, and create a
sharply defined zone where life
flourishes

in turn is a fuel to consortia of cells that can use it to reduce sulfate: a new niche arises.
By early Archean time, perhaps in the interval 4 Ga to 3.8 Ga ago, before the Isua belt was
laid down, the pre-photosynthetic community could likely have created a very diverse set of
niches, remaking the planet to be far more habitable than before life (Fig. 9). This biosphere
would have been non-photosynthetic, depending purely on available redox contrast. In other
words, the habitable part of the planet would have been limited to the close proximity of
volcanic hydrothermal systems.

10 Habitability of Highly Mineralizing Environments

There is a potential paradox here: on one hand, for all the reasons above, volcanic hydrother-
mal systems were probably the first habitable zones on the early Earth; on the other hand,
they are dangerous for life, because of the lethal effects of mineral precipitation on cells.
Fossilization of microbial cells possibly occurs by precipitation of many different minerals:
e.g. silica (e.g. Westall et al. 1995; Toporski et al. 2002; Benning et al. 2004), manganese
oxide (Tebo et al. 2004), calcium phosphate (Benzerara et al. 2004a, 2004b). Cells can be
totally entombed in the precipitates (Benning et al. 2004; Benzerara et al. 2004a, 2004b).

The ecological and evolutionary implications of fossilization are profound (see Cald-
well and Caldwell 2004 for a conceptual view of these issues). Mineralization processes
have a major influence on habitability. The traditional view considers microbes to be purely
“passive” in the precipitation of the minerals: microbes modify indirectly the chemical con-
ditions of the surrounding environment by their metabolic activity and hence foster mineral
precipitation. This is substantiated by chemical/thermodynamical modeling (e.g. Frankel
and Bazylinski 2003).

It is possible that the ability to biomineralize may only be a side-effect of metabolism. It
does not provide a selective advantage to a microbe. It may actually be disadvantageous: the
precipitation of few hundred nanometer thick layers of minerals around cells may limit dif-
fusion of nutrients necessary for life; the formation of nanometer-sized crystals may disrupt
cellular structures and hence be lethal. The fitnesses (i.e. an individual’s ability to propa-
gate its genes) of a microbe promoting biomineralization vs. that of a microbe inhibiting
biomineralization have, however, never been measured.

Some strategies developed by microbes to inhibit precipitation of minerals on their mem-
brane might be operating in highly mineralized environments. One example is the formation
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of sheaths, which are extracellular tubes surrounding microbes and that offer preferential
nucleation sites for crystals. Microbial cells can get rid of these tubes and form new sheaths
(Phoenix et al. 2000; Konhauser et al. 2001). Emerson and Ghiorse (1992) showed that
sheathless variants arise spontaneously in laboratory cultures if predation and mineral pre-
cipitation are no longer present. Schultze-Lam et al. (1992) proposed that some cyanobac-
teria synthesize protein surface layers (S-layers), which provide nucleation sites for calcite
precipitation and that they can shed when encrusted in mineral precipitates.

There is however no conclusive evidence that those strategies are more developed in
microbes inhabiting highly mineralizing environments than anywhere else. Moreover, the
comparison of the various studies on mineral precipitation on bacterial cells is confusing
regarding whether this process is lethal or not (see Kappler et al. 2005). Some authors sug-
gest that biomineralization on cell walls occurs during or after death of cells (e.g. Wierzchos
et al. 2005), while others report the existence of viable cells encrusted by minerals (e.g.
Phoenix et al. 2001; Tebo et al. 2004).

Seemingly passive biomineralization may actually provide an advantage to microorgan-
isms. First of all, some studies contest that mineral precipitation on cells is always a passive
mechanism (Castanier et al. 1999). They suggest that some species have a better ability
than others to precipitate calcium phosphates or calcium carbonates (Castanier et al. 1999).
Could this ability to precipitate minerals be advantageous in some cases?

Several potential advantages have been proposed for extracellular biomineralization:
detoxification of toxic heavy metals, reactive oxygen species, UV light, predation or viruses;
protection against immune system for pathogenic microbes; protection against grazing;
storage of an electron acceptor for later use in anaerobic respiration; scavenging of mi-
cronutrient trace metals (e.g. Sommer et al. 2003; Mire et al. 2004; Tebo et al. 2004;
Ghiorse 1984). Chan et al. (2004) suggested that extracellular iron oxide precipitation may
provide energy to microbial cells. Whereas this has almost never been proposed for min-
erals like silica, calcium carbonates or calcium phosphates, it is usually considered that
lead phosphate precipitation by bacteria is a detoxification process. Microbially driven cal-
cium phosphate precipitation, though, shares many similarities with biomineralization of
lead phosphate. It is thus reasonable to consider that microbial calcium phosphate precipi-
tation may have a similar ecological ‘status’ as lead phosphate precipitation and such bio-
mineralization processes may have played a role in the habitability of highly mineralizing
seemingly “toxic” environments.

11 Sub-Surface Habitability

Modern marine microbial life does not only live in the water and water/mud interface. It is
prolific down to several kilometers below the terrestrial surface and the seafloor. This is a
large habitat, that preserved a wide anoxic environment even when the air became oxic.

The limit for life essentially is given by the increasing temperature and probably corre-
sponds broadly to the 120◦C isotherm (Kashevi and Lovley 2003) or, in the case of Earth,
a depth of 2–12 km (typically 4 km), depending on the geotectonic setting. Both sediments
(Aitken et al. 2004; D’Hondt et al. 2002, 2004; Parkes et al. 1994, 2005; Pedersen 2000) and
igneous rocks (Moser et al. 2005; Pedersen 2000; Stevens 1997; Stevens and Mckinley 1995;
Stevens et al. 1993) are inhabited by microbes. Colonized voids may range from microscopic
pores to caves (Boston et al. 2001) and include active faults (Moser et al. 2005).

In muds and sediments undergoing diagenesis, very abundant microbial life occurs, liv-
ing by exploiting the buried archive of more and less-reduced material: reacting dead or-
ganic matter with sulfate, for example, in processes such as anaerobic methane oxidation.
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In igneous rocks, microbial colonization has not just been documented as recent activity
but there is also evidence of a fossil record of subsurface life (Furnes et al. 1999; Furnes
and Staudigel 1999; Hofmann and Farmer 2000; Kretzschmar 1982; Mckinley et al. 2000;
Trewin and Knoll 1999). There is free energy in basaltic glass relative to crystals. It has
been proposed that endolithic microorganisms can form long channels in basaltic glass and
use the oxidation of Fe(II) as an energy source (e.g. Furnes et al. 2005). Although the
biogenicity of those structures is debated (Brasier et al. 2005), it is ascertained that mi-
crobes can promote dissolution and hence affect habitability (Rogers and Bennett 2004;
Benzerara et al. 2005).

Compared to surface environments on Earth, the subsurface microbial biomass has very
low productivity, but can be very long-lived and cell populations can be abundant (though
many orders of magnitude less than on the surface). Most subsurface life is indirectly de-
pendent on the surrounding inventory of surface derived oxidants or reduced organic debris.
Even in the case of absence of surface-derived oxidants, microbial life based on methano-
genesis using abiotically produced hydrogen (from water-rock interactions) and CO2 is
possible (Stevens and Mckinley 1995; Chapelle et al. 2002). It has been estimated (Ped-
ersen 2000) that the subsurface biomass is similar to the combined continental and ma-
rine biomass. On a planet subject to surface catastrophe—for example a cometary or me-
teorite impact, or undergoing a snowball, the subsurface community provides habitabil-
ity that protects the long-term continuity of life. Also, where surface conditions have de-
graded over time (e.g. Mars), the subsurface may still provide a water-rich (Burr et al. 2002;
Clifford and Parker 2001) habitat for microbes long after the demise of all surface life.
Moreover, peroxide reacting with iron or relict organic matter can provide a photolysis-
based niche (e.g. on Mars).

The crucial factor for subsurface life is the presence of suitable redox couples to main-
tain a source of energy. Since the very action of microbial life will, in a closed system,
eventually lead to a state close to chemical equilibrium, an input of oxidants from outside
is required (Weiss et al. 2000). In sediments and fractured igneous rocks, diffusion and/or
advective flow of water containing surface derived oxidants is required. This, in addition to
temperature, is the limiting factor for subsurface life. However, non-terrestrial sources of
redox contrast will in general be different from those on Earth. Here, even the mid-ocean
ridge black smoker communities are dependent on surface oxygenic photosynthesis (which
provides free oxygen and sulfate to seawater, the main oxidants reaching the hydrothermal
community).

On a planet without oxygenic photosynthesis, or even without an ocean, redox contrast
would be harder to find but may be related to photolysis reactions in the atmosphere as in
the case of early Earth. The Martian subsurface is an obvious candidate to host such settings
with accessible redox contrast, for example where large units of methane clathrate (pro-
duced abiotically by water-rock reactions with hot lava) are in proximity with oxic waters
circulating to the surface.

Subsurface life on Earth is very ancient. Buried carbon and sulfur in the Belingwe belt
(Grassineau et al. 2006) has probably gone through microbial processing during diagenesis.
It is likely that subsurface sediments and igneous rocks have hosted microbial life, including
anaerobic methane oxidizers, ever since the early-mid-Archean (Westall et al. 2006aa). On
present Earth, microbial life is ubiquitous in sediments to depths of hundreds of meters and
in igneous rocks to several km.

Subsurface habitats likely exist on other planets. Even where the surface is barely habit-
able, subsurface environments may be suitable for microbial life in a similar manner as on
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Earth. The deep terrestrial subsurface is relatively good analogue for such subsurface habi-
tats on other planetary bodies, such as Mars. Deep fluids in both cases are low in oxygen and
largely controlled by water–rock interaction. The major difference is the presence of abun-
dant oxidants at the Earth’s surface, while the deep Martian subsurface is largely sealed from
surface water circulation by permafrost. Besides the possibility of present subsurface life on
other planetary bodies, the palaeosubsurface is a promising area to search for extinct life.
Any former cavity in a rock must be considered a potential palaeohabitat. Non-sedimentary
rock formations, especially where signs of aqueous alteration are present, must not be ne-
glected in the search for former life. Suitable biosignatures allowing the recognition of such
ancient subsurface life may be of morphological (well-preserved filaments) or geochemical
nature (e.g. evidence of low-T sulfate reduction).

In this context, the discovery of methane in the Martian atmosphere (Formisano et al.
2004) is interesting. It could be a microbial waste product. However, an abiogenic source
is also plausible—formed, possibly many millions of years ago, by hydrothermal systems
around volcanism, and recently sweated out of clathrates by seasonal cycling. Given the
ubiquitous oxidation of the Martian surface, sites of methane venting, whether the gas is of
abiotic or biogenic origin, could support a marginal community of methane oxidizers.

12 The Intangible Air, Connector of Habitability: The Methane Greenhouse

In particular, methanogens would have been important in the pre-photosynthetic Earth.
The methane would have had no obvious early biological sink (except perhaps anaerobic
methane oxidation, but limited by sulfate supply), and methane would thus have collected
in the atmosphere. Methane would have warmed the planet. Just possibly, the Earth is hab-
itable because it is inhabited: possibly the methane produced by early life saved us from an
eternal snowball (Pavlov et al. 2001).

Such a world would sequester large amounts of methane in clathrate hydrate in icy sedi-
ments. Large sequestrations can cause burst-out catastrophes: e.g. where a volcano erupted
over a major clathrate-trapped pool of free gas. These very large methane bursts could then
trigger global warming and release of the other clathrates (as may have taken place more
recently, in the Paleocene/Eocene thermal maximum).

Over the eons, the carbon cycle has continuously released oxidizing power (Hayes and
Waldbauer 2006). Most of this oxidizing power is now represented by Fe3+ that has ac-
cumulated in the crust or been returned to the mantle via subduction, but about 3% is the
oxidized atmosphere (Hayes and Waldbauer 2006) and the rest sulfate. Nevertheless, in the
sediments methanogens can still dominate.

Walker (1987) suggested that at times the Archean biosphere was ’inverted’, with the
atmosphere more reduced than the muds (Fig. 10). In the long run, the contrast between the
more-reduced mantle and the more oxidized air, subject to solar photons and hydrogen es-
cape to space (Catling et al. 2001), would restore the normal state-of-affairs, but potentially,
Walker-world inversion events could have been sustained for long periods, when for some
time the methane-rich atmosphere was more reduced than the mud. Such events would trig-
ger major evolutionary changes. Mass extinction is unlikely in a microbial planet where, via
winds and ocean currents, even one surviving cell can repopulate a niche very rapidly, but
major changes such as a redox inversion could spur very rapid evolution into new niches.



Creating Habitable Zones, at all Scales, from Planets 99

Fig. 10 Walkerworld—the
upside-down biosphere. From
time to time in the Archean,
catastrophic release of methane
from mud may have
overwhelmed the slight oxidation
reservoir of the atmosphere,
creating an environment in which
the atmosphere was more
reducing than the magmagenic
interior of the planet

13 Reworking the Habitable Mud: Anoxygenic and Oxygenic Photosynthesis, and
Burrowing Metazoa

The history of the changes imposed by photosynthesis is beyond the scope of this chapter.
Nevertheless, a brief comment is tempting. The evolution of anoxygenic photosynthesis,
perhaps prior to 3.8 Ga ago, processing species such as H2, H2S, NH3, CH4, FeO, etc.,
would have vastly increased the habitability options. By 3.4 Ga ago, photosynthesis was
well-established (Tice and Lowe 2004; Westall et al. 2006aa) presumably anoxygenic as the
atmosphere was anoxic. Compared to today, the air was relatively CO2-rich 3.2 billion years
ago (Hessler et al. 2004).

Oxygenic photosynthesis, when it arrived, was a much more dangerous proposition than
anoxygenic light-capturing. Waste oxygen made life banished anaerobes from the surface,
and risked freezing the planet by destroying the methane greenhouse. This would have re-
duced habitability briefly. In the longer run, the vast increase in productivity (Kharecha et
al. 2005) would create a much greater habitat, both on the seafloor and in the water.

The arrival of the nematode would have been the next dramatic change in habitability. By
burrowing and fluxing fluid through the mud, the presence of worms very greatly expands
the productivity and hence habitability of the sea floor (Fig. 11). Though the overall range of
habitability would probably not have changed much (bacteria are deep in the sediment), the
fluxing of nutrient and redox power between sea and mud would have increased markedly.
Although microbial activity extends deep into the sediment column, on a microbial world
photosynthesis and hence the associated major zone of high productivity is confined to a
thin skin a few millimeters thick on an otherwise dead planet. In contrast, a biosphere with
worms enlarges the high-productivity surface-linked community by pumping fluids around.
The zone of prosperity becomes several meters thick, or more in good muds: the production
of the zone of habitability inflates like the universe itself. Of course, the burial biosphere is
much deeper, as much as several kilometers thick (and tens or hundreds of kilometers wide)
in sedimentary basins filled with cool organic-rich, but here productivity is much lower, even
if cell counts are high.
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Fig. 11 Wormholes—the
inflation of habitability. Where
worms pump fluid up and down
in the sediment, the access of
deeper microbial consortia to
oxidant is much improved.
Cycling of chemical species is
enhanced. This process creates a
more productive deeper
(reduced) zone and a matchingly
larger more oxic zone. The
interface is more focussed and
there the redox gradient becomes
sharper. The net redox sum
remains the same, but the two
opposite reservoirs increase

14 Habitability of Another World—Is There a Rock Cycle on Mars that Can Sustain
Life?

Minerals and rocks are stable only under the conditions at which they form, though kinet-
ics and activation energies permit sustained disequilibrium (if not, diamond rings would
vaporise to CO2). Changing these conditions will initiate metamorphism of the rock and
its minerals. Therein is disequilibrium, and resources for life. On Earth plate tectonics reg-
ularly remodels the face of the planet and is central to the sustained supply of ions and
disequilibrium for biogeochemistry. Is there also evidence for plate tectonics and related
disequilibrium among surface rocks on Mars?

The discovery of magnetic lineation in the southern Martian highlands (Connerney et
al. 1999) suggested that Mars experienced an early era of plate tectonics, forming surface
material by crustal spreading in the presence of a reversing dynamo (Connerney et al. 2005).
Sleep (1994) argues that tectonic features on Mars such as Gordii Dorsum resemble plate
break-up margins and that the Tharsis Montes volcanoes, which are located at the south to
north dichotomy boundary began as volcanic centers along a Martian subduction zone. This
suggests plate tectonics produced the northern lowlands of Mars. Possibly on early Mars
plates of cooled basaltic material might have subducted into a mafic-gabbro mush mantle.
Water release would then cause voluminous tonalitic (TTG) melts.

The magnetic lineation is correlated with the oldest surface units, implying the dynamo’s
demise very early in the Martian evolution (Nimmo and Stevenson 2000). Yet there is evi-
dence (Head et al. 2001; Frey et al. 2002) suggesting considerable crust formation after the
inferred end of plate tectonics at about 4 Ga ago. However, early-ceszation plate tectonics
models are difficult to reconcile with such substantial formation of post plate tectonics crust.
The more efficient the cooling, and the more thermal power is available for the dynamo, the
less likely is the production of crust after ceszation of the plate tectonics regime (Breuer and
Spohn 2003).

Van Thienen et al. (2004), using buoyancy arguments, suggest plate tectonics was un-
likely during early Martian history. There is only a relatively low operational temperature
window for plates (1300–1400◦C), outside which plates do not attain enough negative buoy-
ancy to subduct on Mars, within reasonable time scales.

The lower gravity of Mars allows deeper hydrothermal circulation through cracks and
hence more hydration of oceanic crust so that water is more easily subducted than on the
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Earth (Sleep 1994). However, the chemistry of the SNC meteorites has been interpreted
as implying Martian mantle has been dry since core formation (Dreibus and Wänke 1987,
1989; Carr and Wänke 1992). On the other hand, cooled basaltic material might subduct
into a mafic-gabbro magma ocean and due to lower gradient with depth on Mars slabs could
go down hundreds of kilometers (Warren 1993; Bridges and Warren 2006). The subducted
water might be responsible for extensive volcanic eruptions.

Lenardice et al. (2004) postulated a model tectonic history of Mars. In this, Mars initially
underwent active lid tectonics, driving a geodynamo and producing the southern highlands
through some mixture of melt generation and crustal accretion. The growth of the crust
increased the mantle temperature, lead to the ceszation of plate tectonics, with the tectonic
style transforming into a stagnant lid regime. If the model is correct, plate tectonics was
active, if at all, only for a very short period of less than 300 Million years at the beginning
of the planet’s history.

Evidence for rock diversity on Mars resulting from recycling induced by plate tectonics
is hard to find—yet this is central to habitability. If Mars did not cycle its chemistry, it would
soon have become uninhabitable, an unsuitable substrate, when life was starved of nutrient
supply.

14.1 Martian Volcanism

The bulk composition of the SNCs as well as the bulk composition of the Martian soil is
basaltic (McSween 1994; Rieder et al. 1997a, 2004; McSween et al. 2004; Mustard et al.
2005; Yen et al. 2005) with no evidence for alterations induced by subduction. Some rocks
at the Mars Pathfinder landing site are characterized by higher SiO2 contents >55% (Rieder
et al. 1997b; McSween et al. 1999) indicating a more andesitic composition (although the
measurement of higher SiO2 composition could also be due to some form of alteration rind
on the rocks, similar to desert varnish). On Earth, icelandites originate from fractionated
crystallization of basaltic magma in rifting anorogenic environment. The composition of
Martian andesitic basalts is broadly comparable to icelandites (McSween et al. 1999). Thus,
the composition of Martian basalts shows no direct evidence of formation under aqueous
conditions, but the high SiO2 content may indicate a volatile rich basaltic component. How-
ever, Bridges and Warren (2006) report on the evidence of water in the evolution of sher-
gottites give by their lithium chemistry and Dann et al. (2001) showed, that crystallization
of shergottitic melts under water saturated conditions can lead to Fe and Al2O3 depletion
and SiO2 enrichment to produce andesitic-like melts. Re-melting of hydrated mafic rock in
a mush magma ocean might have supported these processes.

Thus, although there is no clear evidence for subduction, there is abundant evidence of
volcanism that could have supported hydrothermal systems that were habitable.

15 Water-Rich Environments on Mars

Volatiles are crucial to habitability (see Chap. 4 of this book). Not only are they essential
for life, they also shape the enviroment. Although we do not have evidence for a rock cycle
driven by plate tectonics, alteration of rocks due to weathering and transportation is common
on Mars. The surface geology exhibits giant outflow channels which start fully developed
at discrete sources and expand for hundreds of kilometers. (e.g. Sharp and Malin 1975;
Baker et al. 1992; Carr 1996; Jaumann et al. 2002) branching down-stream and having
various streamlined bedforms on their floors. Valley networks are smaller but nevertheless
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show fluvial characteristics. Their origin is drainage dependent (e.g. Sharp and Malin 1975;
Pieri 1980; Carr 1996; Jaumann et al. 2002), with various glacial and periglacial features
(e.g. Squyres and Carr 1986; Kargel and Storm 1992; Neukum et al. 2004). There is evidence
for continuing activity (Malin et al. 2006).

Erosion on Mars was most likely driven by wind and water, either in liquid form or as ice.
Fluviatile phases are old and date back mostly to the Noachian and early Hesperian times
(e.g. Baker et al. 1992; Carr 1996; Jaumann et al. 2005). Glacial activities are ongoing, even
in younger Amazonian times. In parts they may be recent (Neukum et al. 2004; Head et al.
2005; Hauber et al. 2005b). Polar layered deposits occur. Mars had and has a hydrologic cy-
cle that varied in intensity with time. However, compared to Earth the erosion on Mars is not
well developed as indicated by the relatively rare distribution of fluvial and glacial features
and low erosion rates (e.g. Arvidson et al. 1979; Carddock and Maxwell 1993; Golombek
and Bridges 2000; Jaumann et al. 2005), which are a few orders of magnitude lower than
on Earth. Nevertheless fluvial and glacial erosion induces a rock cycle driven by sediment
production through weathering followed by transportation and re-deposition (Fig. 12).

Aeolian processes also contribute to erosion, by cycling the finest fraction of material.
Mechanical weathering produces dust and sand-like material, which is redistributed by wind
and deposited in dunes (Fig. 13).

Chemical alteration of rocks is found only in localized concentrations of hydrated phyl-
losilicates and sulfates such as gypsum and kieserite (Bibring et al. 2005; Langevin et al.
2005; Arvidson et al. 2005; Gendrin et al. 2005), mostly in northern circumpolar regions,
layered terrain in Valles Marineris and in Sinus Meridiani, indicating aqueous environments
but a minor role of water in modifying surface rocks. Due to the high cation to sulfur ra-
tio in typical mafic rocks the sulfur needs to oxidize rapidly compared to clay formation
so that CaO and NaO do not neutralize the acid. Therefore these environments are weak
biomarkers, as is jarosite.

Sedimentary rocks are exposed in the Meridiani region at the Mars Exploration Rover
Opportunity landing site. These sediments are flat lying, finely laminated with fine-scale
cross lamination in some areas. They are sulfur rich and contain abundant sulfate salts
(Squyres et al. 2004). These rocks are thought to be a mixture of chemical and siliciclas-
tic sediments formed by episodic inundation of the shallow surface by water in combi-
nation with evaporation and desiccation probably under acid-sulfate conditions (Klingel-
höfer et al. 2004; Squyres et al. 2004). Embedded hematite-rich concretions within these
sediments also indicate the involvement of water. Sulfur, chlorine and bromine indicate
chemical mobility and separation during a period of aqueous activity (Haskin et al. 2005;
Gellert et al. 2004). Although there is strong evidence for chemical alteration of rocks at the
Meridiani site, other places on Mars, particularly the Pathfinder and Gusev sites, indicate
that physical weathering might have played a more significant role than chemical weather-
ing in the rock alteration process on Mars (Morris et al. 2005).

The thin Martian atmosphere is not able to hold much water (less than 10 µm) vapor
and thus is a very water-poor environment. Current Martian climatic conditions of about
6 mbar and seasonal average temperatures below freezing, prohibit water on the surface in
most Martian surface regions and for the most time of the year. Small amounts of water may
be feasible on the surface during summer daytime temperatures and in low laying areas,
especially when perihelion occurs in Mars’s northern hemisphere. That said, today’s water
occurs mostly in the atmosphere and at the poles. The water content in the atmosphere is
about 1–2 km3, which is equivalent to a 10 µm global water layer. One meter of equiva-
lent global water layer translates to 1.44 × 105 km3. In contrast, the water in the Earth’s
atmosphere would cover Mars with a global layer of 10 cm.



Creating Habitable Zones, at all Scales, from Planets 103

Fig. 12 Valley and delta in Xanthe Terra on Mars (Hauber et al. 2005a). Remnants of an eroded older
channel (a) are superimposed by a younger channel (b) that ends with a delta feature (c) in a nearby crater,
which shows a small spill of and outflow into the older channel (d) indicate different periods of fluvial erosion
and deposition (Mars Express HRSC images, ESA/DLR/FUB HSRC orbit 905, 8.65°N 48°W scale bar 5 km)
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Fig. 13 Barchan dunes of fine
grained dark material on Mars.
(MGS MOC Image, MSSS.
MOC FHA00451, 292.93°W
8.83°N, NASA/JPL/MSSS, MGS
release no. MOC2-88, 11 March
1999)

Fig. 14 Ice and layered terrain of the Martian North Pole. (Mars Express HRSC image ESA/DLR/FUB
(G. Neukum) HSRC orbit 1167, 78°N 117°E, width of image in the front ∼100 km)

Apart from CO2, the polar caps contain water ice about equivalent a global water layer
about 0.6 m thick. In addition the polar layered terrains (Fig. 14) are assumed to contain
the equivalent of a global water layer between 6–29 m deep (Kieffer and Zent 1992). The
uppermost few meters of the Martian regolith contain about 35 ± 15 wt% H2O, at latitudes
>60◦, as measured by the High Energy Neutron Detectors of the Mars Odyssey Mission
(Feldman et al. 2002) and about 1 wt% in regions of lower latitude (Bieman et al. 1977;
Boynton et al. 2002). The H2O in the upper regolith is assumed to be not liquid but either
pore ice, adsorbed water (Möhlmann 2004) or mineral bound water (Boynton et al. 2002).
The total inventory of surface and near surface water is thus the equivalent of a global water
layer about 7–30 m deep.
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Clifford (1993) estimated the theoretical pore volume of the upper 8.5 km of the Martian
crust at about 7.8 × 107 km3 comparing to about 540 m equivalent global water layer. As
the Martian geothermal heat flow decreases with time the thickenss of the permafrost (the
cryosphere) increases, thus reducing the pore volume for liquid water. The thickness of the
cryosphere is z = κ[(T m − T a)/Q], with κ = thermal conductivity, T m = melting temper-
ature of ground ice, T a = mean annual temperature and Q = geothermal heat flux. The
geothermal heat flux was about 150 mW/m2 at the beginning and has decreased to about
30 m W/m2 today (Spohn et al. 2001) resulting in a mean increase of the cryosphere (the
permafrost layer) from about 0.5 km to over 3 km. If water is present in the cryosphere it
is frozen. However, according to the theoretical pore volume of 7.8 × 107 km3, between
5.7 × 107 km3 and 2.9 × 107 km3 should have been available over time for ground water
beneath the cryosphere, i.e. equivalent to a global water layer of about 400 m to 200 m.
Thus, the Martian subsurface has a high potential for water rich environments, either as ice
in the cryosphere, or as liquid groundwater beneath it.

However, was there enough water available on Mars to fill the pore volume? There is
much evidence for this on the surface of Mars, which exhibits fluvial and glacial ero-
sion. The amount of water involved in this surface erosion has been estimated by a num-
ber of authors (e.g. Carr 1987, 1996; Clifford 1993; Baker et al. 1991; Baker 2001;
Jaumann et al. 2002, 2005) using eroded volumes of material, erosion rates and water to
sediment ratios. Although the different estimates vary between equivalent global water layer
of 80 m to 1200 m, they suggest there should have been water available to fill at least part
of the available pore volume.

Valley networks (Fig. 15), chaotic terrain and outflow channels (Fig. 16) are the sur-
face expression of subsurface water release or precipitation episodes. However, almost

Fig. 15 Nanedi Vallis on Mars. Meander, terraces and interior channels indicate fluvial origin of the sinuous
surface feature. (Mars Express HRSC image ESA/DLR/FUB (G. Neukum) HSRC orbit 905, 5.25°N 311.8°E)
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Fig. 16 Outflow channels in Iani Chaos on Mars. Large scale erosion and flow features indicate rapid water
release. (Mars Express HRSC image ESA/DLR/FUB (G. Neukum) HSRC orbits 923 and 924, 1.5°N 342.2°E)

all of these features date back to 3.6 Ga or more ago (e.g. Scott and Dohm 1992;
Carr 1995; Masson et al. 2001; Jaumann et al. 2002), indicating that significant surficial
water environments outside the poles are very ancient and inactive today. Nevertheless,
these fluvial features together with sedimentary features (e.g. Malin and Edgett 2000a;
Squyres et al. 2004) (Fig. 17), show that water rich, and by implication, habitable envi-
ronments on the surface existed in early Martian history.

However, all the fluvial and sedimentary features on Mars are relatively poorly de-
veloped, indicating inadequate drainage and erosion (Carr 1995; Carr and Malin 2000;
Jaumann et al. 2005), and thus restricted time frames for water being present on the sur-
face. This is consistent with the distribution of hydrated minerals (Bibring et al. 2005).

Relatively young erosion features (a few tens to hundreds of million years old) on Mars
appear to be of glacial origin (Neukum et al. 2004; Hauber et al. 2005b; Head et al. 2005).
Recent water related surface features are restricted to small scale gullies (Malin and Edgett
2000b) and wet debris flows (Reiss and Jaumann 2003). The gully morphologies are most
consistent with a formation from near surface aquifers (Heldman and Mellon 2004). The
discovery of very recently formed light toned gully deposits suggest, that liquid water flowed
on the surface of Mars during the last decade (Malin et al. 2006).

In summary, although there are rare local recent water environments outside the polar
regions, most of the water is expected in the porous subsurface and all traces of significant
amounts of water on the surface are old (Fig. 18).
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Fig. 17 Layered deposits in the Valles Marineris on Mars indicate sedimentation. The layers are composed
of the sulfates gypsum and kieserite (Bibring et al. 2005). (Mars Express HRSC image ESA/DLR/FUB
(G. Neukum) HSRC orbit 243, 4.4°S 297.7°E length of deposit 60 km)

Fig. 18 Evolution of surface water and ice throughout the Martian history. A. . . valley networks; B . . .

lacustrine deposits; C . . . outflow channels; D . . . glacial and periglacial deposits; E . . . polar caps, low lat-
itude glaciers gullies; F . . . aeolian activity. (For references see e.g. Carr 1996; Malin and Edgett 2000a,
2000b; Masson et al. 2001; Jaumann et al. 2002; Head et al. 2003; Jaumann 2003; Head et al. 2005;
Hauber et al. 2005b)

16 Crustal Geothermal Processes on Mars

Creating a habitable environment is a complex process involving a wide variety of interact-
ing processes. But an energy source is the first prerequisite for any biological activity. The
other prerequisite is temperature: life needs liquid. The seasonal average surface tempera-
ture is below freezing (though summer daytime temperatures can be above the freezing point
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Fig. 19 Thermal modeling (Helbert et al. 2005) indicates that these glacial deposit on the northwestern
flank of Hecates Tholus still contain ice (Hauber et al. 2005b). (Mars Express HRSC image ESA/DLR/FUB
(G. Neukum) Location 148.8°E 32.8°N (center of image))

of liquid water, though not above the triple point). In the past and in the future, as orbital
cycles produce periods of more intense local solar forcing, Mars has more clement episodes.
Can life survive between periods of clement conditions by retreating underground?

Unfortunately our knowledge of geothermal processes or general thermal processes in
the crust or even in the near surface of Mars is still very limited. Calculated geotherms
(strictly termed Aresotherms, for Ares, Mars, as compared to Geos, Earth) from measure-
ments of heat producing elements in Martian samples show that the interior is cold for many
kilometers down. Cold, of course, is a subjective term: Hoffman (2001) estimated a crustal
temperature increase with depth of 6.4–10.6 K/km.

Volcanoes provide activity and habitat. There is ample morphological evidence for con-
tinuous but episodic volcanic activity over the geological history of Mars—especially now
with the image dataset obtained by Mars Express (for example Neukum et al. 2004). The
youngest ages determined by crater size-frequency measurements are about 2 Ma ago, sug-
gesting that the volcanoes are potentially still active today (Werner 2005). While we have
not yet observed any modern volcanic activity it seems that the likelihood for localized hot
spot activity or hydrothermal systems is high.

New infrared spectrometers (TES on Mars Global Surveyor, THEMIS on Mars Odyssey
and OMEGA and PFS on Mars Express) have permitted a more detailed insight into the
thermophysical properties of the surface of Mars (Christensen et al. 2004; Putzig et al. 2005;
Formisano et al. 2005). Our knowledge of these properties is however still limited to the first
few millimeters of the surface. Everything below this is accessible only by modeling. The
stability of subsurface ice and the possibility of extant stagnant ice cores within glacial
deposits remain controversial. It has been shown recently using thermophysical modeling
(Helbert et al. 2005) that a morphologically identified glacial deposit on the northwestern
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Fig. 20 A steaming fumarole on
Mount Erebus with a 10 m
ice-tower precipitated from
H2O-rich volcanic gas (from
Hoffman and Kyle 2003)

Fig. 21 Inside a grotto below an
ice-tower (from Hoffman and
Kyle 2003)

flanks of Hecates Tholus (Fig. 19) (Hauber et al. 2005b) might still contain a stagnant ice
core. Head et al. (2005) report several units on Mars which morphological evidence suggests
may be glacial deposits. Many of these units are found on the flanks of volcanic edifices.

Hoffman and Kyle (2003) suggested the ice towers of Mt. Erebus (Figs. 20, 21) as ana-
logues of biological refuges on Mars. They combined the idea of still existing near surface
ice deposits with the assumption that there is still some localized volcanic activity on Mars
today.

There are several examples from Mars that show a direct interaction between lava and ice
in the geological history of Mars. The most obvious cases are the rootless cones seen in the
northern lowlands. HRSC images show direct and violent interaction in the relatively recent
geological history, for example at the scarps of Olympus Mons. Mars today is in relatively
dormant phase, and any interactions which might be occurring today are presumably on a
much less dynamic scale. Nevertheless, they may be driving local hydrothermal systems.
Studying the geothermal processes in the first few tens to hundreds of meters below the
surface of Mars today might thus uncover a wide variety of new habitats where biological
activity may survive on this cold and dry planet.
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17 The Evidence that Habitability Was Achieved: Early Life and Its Signatures

We know the Earth was habitable, but if we are to seek out the habitability of other planets,
we must ask “what evidence do we have on Earth that habitability was actually achieved?”.
It is this type of evidence that we must use as a guide in seeking out life elsewhere.

Unfortunately the very dynamism of the Earth, essential for the upkeep of its habitability,
is also the cause of the destruction of the earliest history of life. Plate tectonic recycling of
the earliest continents and oceanic crust has effectively erased almost the first billion years
of rock record. Although ancient zircons dating back to about 4.4. Ga exist (Wilde et al.
2001), and although ancient gneisses from about 4.0 Ga are exposed in Canada (Bowring
and Housh 1995) and 3.7–3.8 Ga) metasediments occur at Isua, Greenland, the oldest low
metamorphic grade sedimentary rocks are only ∼3.5 Ga old. Sedimentary rocks are impor-
tant repositories of life’s history because of their formation in aqueous environments: as we
have seen above, water is the “spring of life” (Brack 2002).

It is not the aim of this chapter to air the heated debates surrounding the oldest traces of
life (see review in Westall and Southam 2006). Suffice it to say that volcanic and chemical
sediments in the ancient terrains (∼3.5–3.3 Ga) of the Pilbara in NW Australia and Bar-
berton in South Africa contain a plethora of traces pertaining to life—carbon and nitrogen
isotopic signatures, as well as macroscopic to microscopic traces in the form of stromato-
lites, microbial mats, biofilms and colonies of microorganisms. It is interesting to relate the
occurrence of these traces to the habitability concept (Fig. 22).

Fig. 22 Sketch showing the potential microbial habitats in the early-Mid Archean period. BS—black smoker;
WS—white smoker. In the deep sea area, the potential habitats include the fractured, hydrated crust, the thin
layer of sediments covering the crust, the black and white smokers, and the water column. In the shallow water
regions around the emerged land masses (mainly volcano tops and emerged platforms), again sediment and
fractured crust provide potential habitats, but the surfaces (subaqueous and subaerial sediment, lava, mineral)
exposed to the sunlight represent habitats for potential photosynthesizers. Sketch based on Nisbet and Sleep
(2001) and Westall and Southam (2006)
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Fig. 23 Microhabitats in shallow water, water-logged coastal, volcanic sediments from the “Kitty’s Gap
Chert”, Pilbara, W. Australia (3.446 Ga). Two main microhabitats are shown—the pore spaces and particle
surfaces in the subsurface (ideal habitat for chemolithotrophic microganisms) and a sediment surface that was
in the sunlight zone and stable for a short period of time (habitat for mat-building photosynthesisers)

We have seen above that the microhabitats available to life on early Earth were varied:
the most protected being subsurface niches, sheltered from UV radiation and the occasional
impact (cf. Lowe et al. 2003): the flux of UVb and UVc (DNA-damaging ultra-violet, the
radiation wavelengths most damaging to the genetic machinery of organisms), is estimated
to have been up to 1,000 times greater than today (Cockell 2000).

Clear evidence of life based apparently on a chemolithotrophic metabolism (whereby in-
organic sources of carbon and energy are used) is to be found in the waterlogged, subsurface
sediments of volcanic sands and silts deposited in a mudflat environment on the edges of a
shallow water basin reported by De Vries (2004); Westall et al. (2006a); and Orberger et
al. (2006) (Figs. 23, 24). These sediments host colonies of coccoidal microorganisms on
the surfaces of the volcanic grains. Both shallow and deeper water marine sediments con-
tain the resedimented remains of planktonic prokaryotes and shallow water microbial mats
(Walsh 1992; Tice and Lowe 2004; Westall et al. 2006aa). Hydrothermal chert veins con-
tain clots and wisps of carbonaceous material of enigmatic origin but with isotopic carbon
and nitrogen signatures that are consistent with microbial fractionation (Ueno et al. 2004;
Pinti and Hashizume 2001; Pinti et al. 2001; Orberger et al. 2006). It has been suggested
that this type of carbon is a purely abiogenic Fischer–Tropf synthesis (van Zuilen et al.
2002, 2005; see Westall and Southam 2006 for a discussion). Other putative traces of life
in a subsurface environment, namely corrosion pits in the vitreous surfaces of pillow lavas
(Furnes et al. 2004), have been evoked above. The possibility of microbial involvement in
the formation of “stalactites” in chert-filled vadose zone cracks in these Early Archean sed-
iments is also under investigation (Hofmann et al. 2006).

Despite the supposedly hostile conditions reigning at the surface of the Earth in the
Archean (high UVb and UVc radiation and impact extinction), there are numerous indi-
cations that life was not particularly perturbed and that biological activity not only survived
but flourished. Apart from the few resedimented remains of shallow water microbial mats,
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Fig. 24 Silicified microbial colonies in the “Kitty’s Gap Chert” sediments. A volcanic particle (a) hosts
colonies (c) of carbonaceous (b) coccoidal microorganisms (d) (Westall et al. 2006aa)

the silicified remains of mid- to late Archean in situ mats are relatively common (Walsh
1992, 2004; Westall et al. 2006b).

In general, all that remains of the mats are compacted layers of carbonaceous-rich hori-
zons in which occasionally stray filaments or bundles of filaments are trapped in a silica ma-
trix. Only where rapid fossilization caused by the deposition of a protective layer of silica, as
well as silica impregnation, has occurred, are these mats preserved well enough to provide
further information useful for environmental interpretations. Such a case is a filamentous
mat that formed 3.33 Ga ago on a beach surface under evaporitic conditions (Westall et al.
2006b, 2006c) (Fig. 25). Given the apparently healthy appearance of the microorganisms
prior to their silicification (from an outflow of hydrothermal silica that effectively killed
the mat off), it is clear that they were well adapted for coping with adverse environmental
conditions.

Another interesting characteristic of this and other microbial mats from this period is that
they were most likely formed by anoxygenic photosynthesisers (Westall 2003; Walsh 2004;
Tice and Lowe 2004; Westall et al. 2006b); indeed, mat-forming behaviour is, today, typi-
cal of photosynthetic microorganisms. Mats readily form even in ephemeral environments
(Stahl 1994). The silicified Early Archean beach mat described above is just one such
ephemeral environment. These mats are, however, poorly developed in the sense that, even
though anoxygenic photosynthetic metabolisms provide far more energy and therefore al-
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Fig. 25 Silicified microbial mat formed on a beach surface under evaporitic conditions (Westall et al. 2006b).
(a) Plan view of the evaporite mineral-encrusted and desiccated filamentous mat. (b) Portions of the mat
exhibit overturned filaments and bundles of filaments indicating initial formation under flowing water

low greater biological productivity than chemolithotrophic metabolisms, it still takes a long
time for a mat to be developed.

In comparison, the meter-high stromatolites found today in the protected habitat of Shark
Bay, Western Australia, formed by highly efficient oxygenic photosynthesising primary pro-
ducers (plus associates), are estimated to be several thousands of years old. This means that,
for any serious microbial mat development, the environmental conditions need to be stable
over long periods of time. The Early-Mid Archean environment, with its very active tec-
tonic cycle and rapidly changing basin edge scenarios, was not particularly conducive to the
construction of layers upon layers of slowly accumulating microbial mats.

There are some exceptions however and they are important also for the implications
regarding the changing tectonic regime of the geologically evolving Earth. Small stroma-
tolites do occur in the Pilbara and in Barberton (Byerly et al. 1986; Hofmann et al. 1999;
Allwood et al. 2006). Averaging about 10 cm or less in height, these bio-constructions are far
smaller than their larger, Later Archean to recent counterparts that testify to the effectiveness
of oxygenic photosynthesis. Despite their small size, the Early-Mid Archean stromatolites
probably required equally as long to grow, given the limitations of anoxygenic photosynthe-
sis. However, the important implication is that, at least in certain small areas of the Earth
at this period, stabilized continents with stable, shallow water continental platforms were
starting to come into existence. It was only through this geological evolution that suitable
habitats started to appear that provided the breeding grounds for opportunistic anoxygenic
photosynthesiers first and then the oxygenic photosynthesisers that made our planet what it
is today.

18 Sustaining Habitability: The Long Term Scale—Is There an Outlook?

Is Mars a lesson? Does habitability end? Will Earth become Mars-like?—or, for that matter,
Venus-like? Why has Earth, uniquely, sustained habitability?

The habitable zone is usually defined as the range of distances from the Sun where liquid
water is stable on the planet’s surface. This definition has both parochial and operational
aspects. The latter in particular focus attention on the kinds of extrasolar planets we might
plausibly detect within the horizons of our lives. The conventional definition excludes plan-
ets or moons for which liquid water is only present in clouds, or only present underground
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or under ice cover. It is widely thought that life on such extrasolar planets or moons would
be undetectable to telescopic inspection of extrasolar planets; in any event, if such life is
present now in our own Solar System, it has remained hidden from us.

The inner and outer limits of the habitable zone are determined by the evaporation and
freezing of water, respectively. Neither has been as clearly defined as we should like. A hard
inner boundary is set by the runaway greenhouse limit (see chapter by Zahnle et al.). If the
planet were any closer to the Sun, all liquid water on the surface would evaporate. There
is some uncertainty in the precise location of the inner bound that depends on how much
sunlight the planet reflects, compared to how much it absorbs. For a cloudy ocean world the
reflectivity would probably be around 40%.

Kasting et al. (1993) defined the inner limit to habitability as the threshold for hydrogen
escape. This is, however, not necessarily the crucial limiting factor. On Earth today hydrogen
escape is tiny because the top of the troposphere is cold enough that very little water reaches
the stratosphere or above. With very little hydrogen at high altitudes there is very little
hydrogen escape. If the Earth were somewhat closer to the Sun (0.95 AU) this atmospheric
cold trap would disappear and the limit on hydrogen escape would not exist. Kasting et
al. called this the “moist greenhouse”. However, such a planet would have liquid water
oceans—possibly for a very long time albeit not forever. Thus the hydrogen-threshold is not
obviously the limiting factor, especially if life can appear and evolve complexity faster than
it has done on Earth—say in a few hundred million years.

A second issue arises in the difference between wet and dry planets. The runaway green-
house limit applies only if water condenses in the atmosphere or at the surface. If a planet is
dry enough its tropical atmosphere can be truly cloud-free. If so, it can be sited closer to the
Sun than a wet planet and still have condensed water near the poles (Abe and Abe-Ouchi
2005). Because hydrogen escapes before the ocean evaporates, Kasting et al.’s (1993) moist
greenhouse could evolve into a dry planet without ever becoming uninhabitable. Indeed, it is
an interesting speculation if Venus could remain habitable by aerophile acidophiles floating
in the upper atmospheric smog.

The outer limit to the habitable zone is determined by the strength of the greenhouse
effect. In principle there isn’t an outer limit because, given the right gases and the will to
use them, there is no upper limit on the greenhouse effect. Stevenson (1999) pointed out that
a thick hydrogen atmosphere could even make a planet lost in space habitable. But would
such a planet be recognizable as habitable? For specificity Kasting et al. (1993) took the
conservative view that CO2 is responsible for the greenhouse effect. CO2 condenzation then
sets the outer boundary at ∼1.7 AU today in our Solar System.

How long can an Earth-like planet remain habitable? Figure 27 explores the bounds of
habitability for an Earth-like planet at a given current distance. Habitable planets have been
defined as receiving an insolation S between 0.7 and 1.4 times what Earth receives today.
These bounds correspond to the bounds for the habitable zone as defined in Fig. 26. The
more restrictive habitable zone for insolation 0.75 < S < 1.1 corresponds to the habitable
zone originally defined by Kasting et al. (1993); the inner bound the “moist” greenhouse of
the other figure. The less restrictive 0.4 < S < 1.4 sets the inner boundary by the runaway
greenhouse effect and the outer boundary includes a rough upper limit on the greenhouse
warming that can be obtained from CO2 clouds (Kasting 1996, 1997). The figure was pre-
pared using standard models of solar evolution applied over the full lifetime of our Sun. Late
in the Sun’s life, when it is a red giant, it becomes much brighter than it is now. During this
time the habitable zone leaves the realm of the terrestrial planets, but extends into the realm
of the giant planets. The structure in the curve arises from stationary points in the Sun’s
evolution.
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Fig. 26 The habitable zone over the first ten Ga of solar evolution. Here we consider the long-term habitabil-
ity of an Earth-like planet as the Sun evolves. Solar evolution is from Sackmann et al. (1993). The inner edge
of the habitable zone is set by the runaway greenhouse effect. This is more permissive for a desert planet (like
Mars) than it is for a planet with oceans of water (like Earth). The less permissive dashed curve refers to the
“moist” greenhouse, which Kasting et al. (1993) identify with the inner edge of the habitable zone. The moist
greenhouse describes a perfectly habitable ocean planet that suffers rapid hydrogen escape; the importance of
this is debatable. The outer edge of the habitable zone as drawn here is set by the condenzation of CO2 clouds
(Kasting et al. 1993). This is conservative. If the CO2 clouds themselves have a strong greenhouse warming
effect (Forget and Pierrehumbert 1997), or if other less volatile greenhouse gases are abundant, the habitable
zone expands. Stevenson (1999) argued that, because there is no upper bound on the greenhouse effect, there
is no outer limit to the habitable zone

Fig. 27 The wave of quickening.
As the Sun evolves, the habitable
zone sweeps through the solar
system (assuming the standard
solar evolution from Sackmann et
al. 1993). Figure 27 shows how
long any location in our Solar
System remains in the habitable
zone. More and less generous
assessments of the habitable zone
are shown. It is perhaps no
accident that Earth-bound natural
philosophers find that Earth is in
the best place in the Solar system

The main story is one of steady brightening during the roughly 11 Ga that the Sun spends
on the main sequence. This is the longest stage in the Sun’s life, when it fuses hydrogen into
helium in its core. The core is only 10% of the Sun’s mass. When hydrogen in the core is
exhausted, the Sun begins to fuse the rest of its hydrogen into helium, but to do so the Sun
must get hotter inside and therefore gets brighter. Thus begins the red giant phase, which
lasts about 1 Ga and consumes much of the remaining hydrogen. As it runs out of hydrogen,
the Sun becomes very big and bright and the habitable zone sweeps to Uranus and beyond.
At a certain point the helium in the core begins to fuse into carbon. When this happens the
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Sun enters a 100 million year stage of relative constancy that happens to put Jupiter and
its moons in the habitable zone. This is the reason why there is a local maximum, marked
“Europa”, in Fig. 27.

There, perhaps, lies our last home.
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Abstract Our scientific forefathers discuss the interrelationships between water, climate,
the atmosphere, and life on Earth and other terrestrial planets at a workshop in Nichtchâtel,
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Guillaume: Good morning everyone. My name is Charles Guillaume and I am very honored
to chair this session on “Planetary Volatiles, Atmospheres, and Habitability”. I look forward
to what our distinguished session speakers have to say about planetary habitability. I must
confess that I know nothing of the subject, having spent my entire career working on the
properties of nickel-steel alloys that have application in precision instruments. I thought this
was a worthwhile endeavor, and evidently so did the Norwegian Nobel Committee in 1920.
A reminder that our format will consist first of four talks, followed by a panel discussion
involving our speakers. We will first hear from Charles Messier, who will speak on “The
Origin of Earth’s Water”, followed by William Herschel, who will discuss “The History
of Water and Climate on Mars”. We then have Charles Lyell, who will present “Volatile
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Reservoirs and Exchange Processes on Earth and Mars”, and finally Charles Darwin, who
will finish with “Co-evolution of the Atmosphere and Life on Earth”. Well, we must stay
on schedule; this is Switzerland, after all, so I would like to introduce the first speaker,
Charles Messier. Mssr. Messier was a self-educated astronomer until he began working for
the French navy in 1751. Six years later he began searching for Comet Halley, which was
predicted to return in 1758. His independent recovery of that famous object in early 1759
launched his career as a comet hunter, but he is best known for the catalog of nebulae that
he developed while searching for comets. He was elected to the Royal Society of London in
1764, and to the Royal Academy of Sciences of Paris in 1770. He was appointed Astronomer
of the Navy the following year. Charles?

1 The Origin of Earth’s Water

Messier: Merçi. May I have the first slide? All life on Earth requires water; it seems to be an
immutable requirement of planetary habitability, at least for life as we know it. Therefore,
what is the origin of Earth’s water? Because Earth is not alone in this region of the solar
system, we should also consider the case of Venus and Mars, where liquid water is or could
have been present and where life might have emerged independently. Also, if we find a good
theory for the origin of water on Earth, it must also be compatible with the current content
of water on the two other planets.

In planetary environments, water typically exists in the following four forms: solid ice,
liquid, vapor, and as water molecules that are bound in a great variety of minerals, for exam-
ple, gypsum: CaSO2−

4 ·2(H2O). These minerals can liberate their water when they are heated,
which indeed occurred during the formation of the planets. Later, radioactive heating and
outgassing from the interiors of planets transferred this water to the oceans and atmosphere.

1.1 Planetary Inventories of H2O

The present inventory of water on the three planets is as follows. On Venus, where the crust
is hot and degassed, the only reservoir is in the atmosphere as vapor. If transformed into
liquid, it would represent a layer of only 3 cm. This estimate may be calculated from the
H2O vertical profile data obtained by Moroz et al. (1983), re-interpreted by Ignatiev et al.
(1997) as a constant mixing ratio of 3 ppmv. Let us take 3 cm as representative for Venus,
which makes it the driest, by far, of the three planets today. The Earth has 2.8 km of liquid
water, if spread uniformly over the surface, and an additional amount of chemically and
physically bound water in the crust and mantle of about 4 km equivalent thickness. It is
interesting that, if the Earth had more liquid water, a total of about 11 km or more equivalent
thickness, then there would be no land. The Himalaya summits would be submerged.

What is the quantity of H2O on Mars now? The main measurable reservoir is the perma-
nent North polar cap; its volume was measured by Mars Global Surveyor Laser Altimeter
(MOLA) (Zuber et al. 1998). This quantity of ice corresponds to a layer of about 9 m, if
spread uniformly as liquid on the surface. The Mars Express orbiter discovered that the
permanent south polar cap is made mainly of H2O ice, with a layer of CO2 ice on top
(e.g., Bibring et al. 2005). The visible permanent south polar cap is much smaller than
its northern counterpart, but overlays ice-rich layered deposits that rival its northern coun-
terpart. Neutron and gamma ray measurements on Mars Odyssey (Boynton et al. 2002;
Mitrofanov et al. 2002; Feldman et al. 2004) also discovered a large fraction of H in the sur-
face at high latitudes, but these techniques can probe only the first meter of the subsurface.
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Therefore, the total amount of measured H2O reservoir today is about 12 m (±2 m). This
corresponds to a volume of 1.7 × 106 km3 of water, a number to remember when William
Herschel will present later the geological evidence for erosion on the surface, and estimate
the amount of water necessary to create this erosion.

1.2 Evolution of Planetary Volatiles

Coming back to Earth, do we know the origin of its plentiful water? Well, to know better,
we have to journey backward in time to the formation of the solar system, 4.55 billion years
ago. And we have to combine two scientific disciplines that fortunately are communicating
with each other better and better, although each of them requires very specialized skills.
One discipline performs ever more refined measurements of elemental and isotopic com-
positions of Earth, Moon, and meteorites, including meteorites derived from Mars and dust
from comets. This allows us to reconstitute a remarkably detailed and accurate chronology
of a number of events in the early history of the solar system. The other scientific discipline
develops theories of the formation of planets through accretion of material from the proto-
solar nebula. Numerical simulations of mutual interactions between planet-forming objects
play an important role in model development.

In the early descriptions by Safronov (1969), small dust particles aggregated into km-size
bodies, called planetesimals, that eventually assembled into the planetary bodies, such as the
terrestrial planets, that assumed more or less their present orbital location and present sizes.
The giant planets accreted an additional huge amount of primitive nebula gas. One problem
with this picture is that the study of meteorites indicates that material formed inward of
2.5–3 AU (Astronomical Unit, equal to the Sun–Earth distance) was too dry to supply the
quantity of water in Earth’s oceans (Lunine et al. 2003).

However, the theory of accretion has progressed since the early picture of Safronov.
After the first stage of formation of planetesimals, dynamical simulations indicate that these
planetesimals combined to form Mercury- to Mars-mass planetary embryos in quasi-circular
and coplanar orbits, from 0.3 to ∼4 AU (Petit et al. 2001). These orbits extended outward to
the asteroid belt, where the original material contained minerals with bound water. Minerals
such as these have survived in a special class of meteorites, the carbonaceous chondrites.

Then, Jupiter accreted its gaseous envelope and reached its present mass, with enormous
consequences for the planetary embryos. In particular, the ones orbiting at more than 2 AU
and nearest the orbit of Jupiter, were either ejected from the solar system, sent to the Sun,
or sent to orbits crossing the orbits of the growing terrestrial planets, provoking gigantic
collisions, but providing a good supply of water to the otherwise dry planetary embryos
(Lunine et al. 2003). Interestingly, these and other simulations do not usually produce a
Mars-mass planet in an orbit similar to the Mars orbit; they are either much more massive
in a gas-free system, or, with gas drag, a number of very small planets form.

Venus and Earth were therefore growing through these gigantic collisions with embryos
sent by Jupiter from orbits beyond that of Mars. The development of this scenario was
stimulated by the work of Cameron and Benz (1991), who described a theory that the Moon
was formed through a gigantic impact of the Earth with a Mars-size body, now called Theia
in the literature. Though, by principle, we do not like to invoke catastrophic events to explain
what we see (and in particular our own existence), it seems that such a catastrophe is the
only way to explain the present composition of Earth and Moon, as inferred from samples
returned by the Apollo missions. This theory is now widely accepted, and the collision event
is now dated to have occurred rather precisely, at 40 to 50 million years after the formation
of the oldest meteorites, 4.567 billion years ago.
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But what happened to water during this terrible collision? It is easy to imagine that the
oceans definitively could have been lost to space. Detailed simulations of collisions show a
more complicated picture, however. If the Earth had only an atmosphere and no oceans (wa-
ter present only as steam), then 90% of the atmosphere would survive a moderate velocity
collision (Genda and Abe 2004). It is reasonable to assume that the collision occurred at a
moderate velocity because, otherwise, the Earth would have decreased in size and the Moon
would not have formed after the collision with Theia. But if there was an ocean (if water had
already condensed before 40 million years after accretion), then the mechanics of the shock
are entirely different. The transmission of the shock through the liquid phase is easier, the
resulting velocity of the shocked atmosphere is larger, even at antipode of the shock, and
the ocean might have been partially lost to space and the atmosphere totally lost (Genda and
Abe 2005).

If such an event indeed occurred, it could have lowered the content of 36Ar (a noble, non-
radiogenic gas) in Earth’s atmosphere to a quantity 50 times less than that on Venus, as is
found today. This difference has been a long standing-puzzle. If water existing only as steam
on Venus early in its history, then its primitive atmosphere, including original inventory of
36Ar, would have mostly survived the large collisions. Pursuing this scenario further, we
could very well imagine that, indeed, the gigantic collisions with the Earth could have also
eliminated a substantial fraction of the ocean. Some scientists believe that the challenge to
understanding the history of water on Earth is not to find an adequate source, because the
sources are large, but rather to find ways to eliminate a good fraction of its water. Maybe
the collision with Theia, or another large collision that preceded it, could have eliminated
80% of the water. Without this enormous loss of water, the ocean would have inundated the
Himalaya. Possibly life could still emerge on this Planet Ocean, but we would not be here
to speculate on the habitability of terrestrial planets.

Studies of deuterium to hydrogen ratios (D/H) in the atmospheres (and in the ocean) of
terrestrial planets and in meteorites and comets also offer clues about the origin of water
and its evolution through the aeons (Robert 2001). The terrestrial D/H value is 149 parts
per million, similar to that of seawater that is referred to as SMOW (Standard Mean Ocean
Water). It is very near the values commonly found in carbonaceous chondrites, whereas D/H
values found in the atmospheres of three long-period comets are twice as great (Balsiger et
al. 1995; Bockelée-Morvan et al. 1998; Meier et al. 1998). Such differences in D/H do not
favor comets as the main source of water on Earth. One may, however, claim that these three
comets are not representative, or invoke another, ad hoc source of water with less deuterium
that would combine to yield the present D/H ratio in the oceans (Owen and Bar-Nun 2000).

Over time the atmosphere of a terrestrial planet may be enriched in D through differen-
tial escape. Water vapor is transported upward and photo-dissociated by solar UV radiation
to yield H and D atoms that diffuse up to the exosphere, the most external part of an at-
mosphere, where the density is so low that essentially no collisions occur. Atoms having
velocities larger than the escape velocity are sent on hyperbolic trajectories and lost from
the planet. Clearly the higher mass of D atoms makes their escape less likely, with a sub-
sequent enrichment of HDO, relative to H2O, in the atmosphere. The escape of D atoms
may be further reduced by preferential condensation of HDO as ice, preventing much of the
HDO from attaining higher altitudes where it is photodissociated by solar UV (Bertaux and
Montmessin 2001).

The atmosphere of Venus is enormously enriched in HDO; its HDO/H2O value is ∼150
times that of SMOW (de Bergh et al. 1991; Bjoraker et al. 1992; Donahue et al. 1997). If no
D atoms escaped to space during the entire history of Venus after the end of big collisions
that provoked undifferentiated hydrodynamic escape to space, the atmosphere’s present-day
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HDO content would indicate that there was never more than 3 × 130 cm, or 4 m of water.
This is a very small quantity indeed, compared to Earth. But this is an absolute lower limit;
if there is now some escape of D atoms (and we will know with the forthcoming ESA Venus
Express mission), then some scaling to the present escape of H can be done and extrapolated
back in time for a more accurate estimate of past water inventories on Venus. For Earth, we
assume that the escape of hydrogen to space caused little or no enrichment in the D/H values
of the oceans and atmosphere. As a matter of fact, the present measured escape rate of H of
2 × 108 atoms cm−2 sec−1 represents a loss of only 4 m of liquid water during all of Earth’s
history (Bertaux 1974). On Mars, the HDO enrichment is found to be ∼5.5 SMOW (Owen
et al. 1988). Applying the same line of reasoning as for Venus, we infer that Mars once had
∼70 m of water, or 107 km3. Is this quantity sufficient to explain all of the water erosion
features that we observe on Mars? This inventory seems to be sufficient, especially when
considering that liquid water may have flowed many times, either through seasonal cycles
or through climatic cycles controlled by the rotation axis inclination and orbit eccentricity.
In this case, there might be no significant amount of water ice buried below the surface of
Mars. But William Herschel will now give the facts about what we have actually observed
on Mars.

Guillame: Thank you, Charles. Our next speaker is William Herschel. Sir Herschel began
his career as a musician—an organist, I believe—first in Germany and then in England.
In 1773, At the age of 35 he became interested in astronomy and started constructing the
world’s most advanced telescopes. Eight years later he discovered the planet Uranus and
was soon after elected to the Royal Society as well as appointed Court Astronomer. Besides
his work on nebulae, he also discovered two moons of Uranus, two moons of Saturn, and he
first proposed that the polar caps of Mars were made of ice and snow. William?

2 The History of Water and Climate on Mars

Herschel: Thanks. I will discuss the hydrologic history of Mars and what it means for
climate on that planet. Although the origin of the valleys and channels on Mars has been
debated for over thirty years their origin remains almost as puzzling as it was when they
were first observed in 1972 during the Mariner 9 mission. For liquid water to be thermo-
dynamically stable, temperatures must exceed 273 K and the atmospheric pressure must
exceed 6.1 mbar. For most of the planet the total pressure is less than 6.1 mbar and liq-
uid water at the surface would rapidly boil and freeze. Ice, on heating, would sublimate
rather than pass through an intervening liquid phase. Liquid water is stable at the pres-
sures and temperatures found at low elevations at midday in summer. However, the partial
pressure of water vapor in the atmosphere typically falls 2–3 orders of magnitude short
of 6.1 mbar and thus any liquid water would eventually evaporate. Liquid water could ex-
ist transiently in the upper centimeter of an ice-rich soil heated by the Sun, if water va-
por were inhibited from diffusing into the atmosphere, but the amount of water involved
would be minute. These conditions were mostly understood when the valleys and channels
were first discovered, so that an ice streams idea (Lucchitta et al. 1981), and origins other
than water erosion were explored. Included were faulting, mass wasting, and erosion by
wind, lava, liquid carbon dioxide, and other exotic fluids. Despite these possibilities, the
broad consensus is that most of the channels and valleys were cut by water. The consen-
sus has been reinforced recently by detection of water soluble minerals at the surface in
several places (Gendrin et al. 2005), by discovery of evaporites in water-lain sediments at



128 J.-L. Bertaux et al.

Meridiani (Squyres et al. 2004), by extensive aqueous alteration of rocks in the Columbia
Hills of Gusev Crater (Squyres et al. 2006), and by confirmation that water–ice is wide-
spread just below the surface at high latitudes (Boynton et al. 2002; Mitrofanov et al. 2002;
Feldman et al. 2004). In the following discussion we will assume that, except for lava chan-
nels in volcanic regions and some local mass-wasting and ice sculpted features, most of the
valleys, channels, and gullies are water-worn.

2.1 Stability of Liquid Water

With mean annual temperatures close to 215 K at the equator and 160 K at the poles, the
ground is everywhere frozen to kilometer depths. The exact depth at which liquid water
might be found depends on the heat flow, the thermal conductivity of the crustal rocks, and
the salinity of the water. Taking plausible ranges for these parameters Clifford (1993) and
Clifford and Parker (2001) estimated the mean thickness of the cryosphere (permanently
frozen crust) to be in the 2–20 km range. In volcanically active areas, the thickness of the
cryosphere could be reduced to zero as hydrothermal fluids reach the surface, but no such
areas, either fossil or active, have been detected. The thickness range applies not only to
today but probably to much of post-Noachian times since cold climatic conditions appear
to have prevailed for much of Mars’ history, and the increase in heat flow back in time
(McGovern et al. 2002) is unlikely to result in values that fall outside the range considered
by Clifford and co-workers. (The Noachian is the earliest epoch in Mars’ history ending
sometime between 3.8 and 3.5 billion years ago.)

Under present conditions, not only is liquid water unstable everywhere on the surface,
but so is ice, since the surface temperature everywhere exceeds the frost point at some time
during the year. It is unknown whether the polar layered deposits are currently in a state of
net deposition or net sublimation. At latitudes higher than 40 degrees, ice, while unstable on
the surface, is stable at depths greater than roughly one meter where the mean temperature
of the ground never exceeds the frost point. Consistent with these relations, hydrogen in
amounts equivalent to several tens of percent ice, has been detected below a thin dehydrated
layer at high latitudes (Boynton et al. 2002; Mitrofanov et al. 2002; Feldman et al. 2004).
In contrast, at low latitudes temperatures exceed the frost point at all depths so that ground
ice is unstable: Any ice present will eventually sublimate and the water vapor lost to the
atmosphere. Detection of several percent water at low latitudes by neutron and gamma-ray
techniques is, therefore, inconsistent with the stability relations. The water detected may
be chemically bound water, or water inherited from an earlier era when conditions were
different, and has yet to completely diffuse from the regolith.

The conditions just described are for the present day. The stability of water near the
surface is sensitive to the obliquity, and Mars may have recently emerged from an era when
its obliquity was higher (Laskar et al. 2002). At an obliquity lower than today’s, equatorial
temperatures rise and the amount of water in the atmosphere probably falls as the water–ice
polar deposits grow. As a result the latitude belt over which ice is unstable at all depths
widens (Mellon and Jakosky 1995). At a higher obliquity the reverse occurs. Equatorial
temperatures fall and the amount of water present in the atmosphere increases and with it
the frost point temperature. Ice may then be stable at shallow depths below the surface at
all latitudes. At the highest values of obliquity water ice may be driven from the poles and
accumulate on the surface at low to mid latitudes.

Given the stability conditions just described, a major issue with respect to the seemingly
water worn features is whether climate changes were required to form them and, if so, when
they occurred, what their magnitude was, how sustained the climatic changes were, and what
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caused them. Coupled to these issues are others such as the former presence of oceans and
the fate of the missing water discussed by Mssr. Messier. These issues will be addressed by
examining the different types of water worn features and what they might imply about the
hydrologic history of the planet.

Three classes of likely water worn features are recognized. Outflow channels are linear
swaths of scoured ground, tens to hundreds of kilometers across that commonly contain
streamlined remnants of the pre-existing terrain. Most start full size and have no tributaries.
Because of their close resemblance to terrestrial flood features, they are widely, although
not universally, believed to have formed by huge floods. Valley networks are comprised
of valleys that are typically only 1–5 km across, although they may be hundreds even
thousands of kilometers long. The networks they form resemble terrestrial river systems in
plan. They are thought to have formed mostly by slow erosion of running water. Gullies are
smaller still. They are restricted to steep slopes and are only several to tens of meters wide
and hundreds of meters long.

2.2 Outflow Channels

Outflow channels vary greatly in size. They occur in several regions of the planet and start
in several different types of geologic terrains (Fig. 1). They clearly do not all originate in
the same way. The most prominent concentration of outflow channels is around the Chryse
basin. The largest outflow channel on the planet, Kasei Vallis, enters the Chryse basin from
the west, and several large channels emerge from the cratered uplands to the south of the
basin and affect an 800 km wide swath of terrain clearly marked by longitudinal scour
and numerous teardrop shaped islands. The southern channels extend northward across the
Chryse basin to 25 N where they curl northwestward and merge with the scoured ground
from Kasei Vallis, and continue to roughly 40 N where traces of the channels become lost in
the northern plains. Crater counts and translation relations suggest that most of the circum-
Chryse channels are from the Hesperian (the middle epoch in Mars history ending sometime
between 3.5 and 1.8 billion years ago). Various estimates have been made of the discharge
Q implied by the large size of the channels. The estimates are based on relations observed
for terrestrial rivers, after correcting for the lower gravity on Mars (Komar 1979). The basic
equation is

Q = A

√
gmSR4/3

gen2
, (1)

where A is the cross-sectional area of the flow, gm and ge are gravity on Mars and Earth, S

is the local slope, R is the hydraulic radius (ratio of cross-sectional area to wetted perimeter
and n is the Manning roughness coefficient (Williams et al. 2000). The roughness coefficient
takes into account factors such as the roughness of the stream bed and the sinuosity of the
channel and is determined empirically from terrestrial rivers. Applying this equation to Mars
is uncertain because what value is appropriate for the Manning coefficient is uncertain, the
depth of the floods is usually unknown and (1) was determined from terrestrial rivers, which
are orders of magnitude smaller than the martian channels. For Kasei Vallis estimates for
the peak discharge range from 104 m−3 s−1 (Williams et al. 2000) to 109 m−3 s−1 (Robinson
and Tanaka 1990). The total amount of water involved is even more uncertain. Roughly
6 × 105 km3 was removed to form Kasei Vallis, suggesting that at least 106 km3 of water
was needed and possibly considerably more.

Many of the valleys that extend into the Chyse basin (e.g., Maja Vallis, Salbatana Vallis,
Ravi Vallis, and Ares Vallis) start full size in rubble filled hollows (Fig. 2a). The relations
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suggest that the floods were caused by catastrophic eruptions of groundwater followed by
collapse of the source areas (Carr 1979). To achieve the discharges needed the groundwa-
ter must have been under high pressure, possibly as a result of being trapped under a thick
cryosphere. Others valleys (Tiu Vallis, Simud Vallis, and Kasei Vallis) can be traced up-
stream into substantial canyons. In these cases, the relations suggest catastrophic drainage
of former lakes within the canyons. The presence of former lakes within Vallis Marineris
(and in Juventae Chasma) is supported by the presence of extensive internal layered de-
posits (McCauley 1978; Malin and Edgett 2001) containing gypsum and kieserite (Gendrin
et al. 2005). The lakes may have been ice-covered. Crater counts and superposition relations
indicate that most of the outflow channels in the Chryse region are upper Hesperian in age
(Scott and Tanaka 1986), probably 2.0–3.8 billion years old (Hartmann and Neukum 2001).

Several outflow channels in the Amazonis-Elysium region appear to have a different
origin from those around Chryse since they start at graben. The largest is Mangala Vallis
(Fig. 2b). It starts abruptly at a 10 km wide notch in a graben wall then extends over 1000 km
to the north, being in places up to 100 km wide. Like the Chryse channels it has a rich array
of teardrop-shaped islands, convergent and divergent striations and other streamlined forms.
Other smaller channels, Athabasca Vallis (10°N, 158°E) and Grjota Vallis (16°N, 163°E)
also start at graben among and to the west of the hills that separate Amazonis Planitia
from Elysium. The channels can be traced for hundreds of kilometers before they disap-
pear in low-lying Cerberus plains just north of the plains-upland boundary at 170°E. From
these plains emerges yet another large channel, Marte Vallis that extends northeastward
into Amazonis Planitia. These are the youngest outflow channels on the planet. Burr et al.
(2002), using the crater chronology of Hartmann and Neukum (2001), estimate that the ages
of Athabasca Vallis, Grjota Vallis and Marte Vallis are 2–8 million years, 10–40 million
years and 35–140 million years, respectively. If only approximately correct, these ages are
so young as to suggest that outflow channels such as these could form today. Other channels
in Tharsis, such as the Olympica Fossae and the Gordii Fossae, also start at graben. As with
Athabasca Vallis, channels with streamlined forms clearly formed from fluids that erupted
from the graben, but in these cases, whether the fluid was lava or water is more uncertain.

Eruption of water from graben could result from several causes. Faulting may simply
have disrupted the cryosphere seal over a deep aquifer, thereby allowing water from the
underlying cryosphere to reach the surface. The water may have been under high pressure
because of the regional topography. Alternatively, tectonic forces may have pressurized the
aquifer causing the water to flood to the surface when faults broke the seal (Hanna and
Phillips 2005). Another possibility is that pressurization resulted from the injection of dikes
that accompanied formation of the graben (Head et al. 2003).

Several valleys, including the Granicus, Tinjar and Hrad Valles emerge from graben on
the western flank of the Elysium dome. At higher elevations, the graben are typical of those
elsewhere on the planet, being narrow, steep-walled depressions. To the west, at lower eleva-
tions, however, they transition into channels with streamlined walls, teardrop-shaped islands
and scoured floors. Many have broad textured rims, with lobate outer margins, as though the
channels had overflowed and left a deposit on the rim. The latter observations suggested to
Christiansen (1989) that the channels were cut by or at least were utilized by lahars or mud-
flows. Fluvial landforms are generally restricted to elevations less than −3400 m (relative to
the 6.1 mbar datum), which suggests that this was the elevation of the local water table when
the valleys formed (Russell and Head 2003). As with the channels discussed in the previous
section, formation of the valleys likely resulted from tectonic disruption of the cyosphere,
possibly accompanied by dike injection.
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Fig. 2 Left: Maja Vallis and
Juventae Chasma. Maja Vallis
emerges from a 5 km deep
rubble-filled depression. The
outlet is at an elevation 4 km
above the floor of the depression,
so after Maja Vallis formed a lake
must have been left in the
depression, consistent with
detection of sulfates there
(Gendrin et al. 2005). The
relations indicate that Maja Vallis
formed by a massive eruption of
groundwater (Viking Orbiter
camera MDIM2). Right: Mangala
Vallis. The channel starts at a
notch in a graben, which suggests
eruption of groundwater as a
result of faulting and/or dike
injection. (Mars Thermal
Emission Imaging System,
THEMIS mosaic, Mars Odyssey)

The most puzzling features in this area are the Hephaestus Fossae and Hebrus Vallis
(Fig. 4a). The upper portions of both these valleys are fluvial in appearance but the lower
portions are distinctly non-fluvial. They consist of linear segments that meet at high angles
to form a pattern like a cracked pavement, except that the individual segments commonly
consist of lines of unconnected depressions. The origin of the networks is unknown. Lava
tubes form lines of depressions but not linear networks such as we see here. The pattern
more resembles karst. They may indicate subsurface drainage through soluble rocks, such
as carbonates, or through ice rich rocks.

Three large valleys, the Dao, Niger and Harmakhis Valles, start on the east rim of Hellas
and extend for over 1000 km down into the floor of the Hellas basin. The Dao and Niger
Valles both start near the volcano Hadriaca Patera, suggesting that the volcano was somehow
connected with their origin, possibly causing local melting of ground ice or explosive release
of groundwater following injection of hot magma into the hydrosphere and cryosphere.

Thus outflow channels occur widely across the planet with ages that range from over
3.5 billion years almost to the present. Most can plausibly be interpreted as the result of
flooding by release of groundwater that followed tectonic, volcanic, or other disruptions of
the cryosphere. High hydrostatic pressures in the underlying hydrosphere could have re-
sulted from a variety of causes, including regional topography, tectonic deformation and
volcanic intrusions. Another possible cause of flooding, particularly adjacent to the Valles
Marineris, is catastrophic release of water from lakes. The lakes may have formed also
by release of groundwater, possibly accompanying the massive faulting that caused much
of the canyon relief. If a cryosphere was present when the lakes formed they would have
quickly become ice covered. Most of the floods likely occurred under cold climatic con-
ditions when a thick cryosphere was present. This conclusion is consistent with formation
by massive eruptions of groundwater which had to be contained prior to eruption, with
the presence of geologically recent outflow channels such as Athabasca, and with low ero-
sion rates (Golombek and Bridges 2000) and low weathering rates (Haskins et al. 2005) of
the basalts on the Hesperian plains in Gusev, which suggests that if the surface experienced
warm episodes during the Hesperian and Amazonian (the latest epoch in Mars’ history), then
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these episodes were short. The larger channels must have left large bodies of water at their
termini, which would have rapidly frozen, given the likely presence of a thick cryosphere.

2.3 Valley Networks

The second class of water-worn feature is the valley network. Most of the cratered uplands
are dissected by networks of branching valleys, no more than a few kilometers wide but up
to hundreds, even thousands of kilometers long. Most are readily distinguishable from the
outflow channels. They occur mostly in the cratered uplands but are distributed unevenly.
Northwest Arabia and large areas to the west and southeast of Hellas, for example, are
sparsely dissected whereas the broad swath of terrain just south of the equator from 340°E
eastward to 180°E is highly dissected (Fig. 3). Most valleys are short and drain into local
lows. However, several valleys extending down the regional slope through Terra Meridiani
toward the Chryse basin are over 1000 km long. Valleys are typically 1–4 km wide, have
cross sectional shapes that range from V-shaped in the upper reaches to U-shaped or rec-
tangular in the lower reaches (Fig. 4b). In planimetric form they resemble terrestrial river
systems. Drainage densities range widely up to values at the low end of the terrestrial range
(Hynek and Williams 2001). Some of the most densely dissected surfaces are on the flanks
of volcanoes.

The ages of the valleys are difficult to determine. The vast majority of the valleys are in
Noachian terrain, which is mostly dissected with some exceptions, as noted above. In con-
trast, Hesperian plains such as Syria, Solis, Hesperia and Launae Plana are largely undis-
sected. While these generalizations are valid, there are numerous exceptions. Some of the
largest and freshest-appearing valleys such as Nanedi and Nirgal Valles cut Hesperian ter-
rain. Well-developed, dense networks cut Hesperian plains at the southern end of Echus
Chasma (Mangold et al. 2004) and on some volcanoes such as Alba Patera, Amazonian
surfaces are dissected. It appears that the dominant period of valley formation was in the
Noachian and that the rate fell dramatically at the end of the Noachian but formation contin-
ued either episodically or at a very low rate for much of Mars history. Quantitative measures
of stream profiles and basin shapes suggest that most martian valley networks are less well
developed than their terrestrial counterparts (Stepinski and O’Hara 2003). In most terrestrial

Fig. 3 Global map of valley networks. Most are in the southern uplands, although western Arabia and the
uplands between Argyre and Hellas are only poorly dissected. The plains are largely undissected (MOLA)
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Fig. 4 Left: Utopia Channels. Hephaestus Fossa and Hebrus Valles have both fluvial and tectonic character-
istics. Both start at irregular depressions, from which emerge fluvial-like channels. The Hephaestus Fossae
change downstream into an array of discontinuous, intersecting linear segments. The Hebrus Valles similarly
terminate in linear segments. The cause of the tectonic-like patterns are unknown. (MDIM2). Right: Warrego
Valles. The terrain here is densely dissected by small valleys. Such area-filling dense dissection is charac-
teristic of fluvial regimes in which surface runoff dominates and precipitation was widespread (THEMIS
mosaic)

basins the local slope S ∼ A−φ where A is the area upstream at the given point and φ is
called the concavity exponent, which is a measure of how concave the basin is. The values
for martian basins (0.2–0.3) are consistently less than terrestrial values (0.3–0.7) indicating
poor basin development. Another indicator of basin development is how the circularity of the
basin varies with elevation. The higher the elevation slice through a typical terrestrial basin,
the more circular the basin outline. This tendency is significantly less with martian basins.

Although the valleys were almost certainly cut by water, the source of the water and the
conditions under which formation took place remain controversial. Water could have been
introduced onto the surface in three ways; as groundwater seepage, as rainfall or as snowfall.
That groundwater seepage played a prominent role in development of some of the valley net-
works was recognized early from the open networks, the amphitheater-like terminations of
tributaries (Fig. 5a), rectangular cross sections, and other properties (Sharp and Malin 1975;
Pieri 1980). Some authors have argued that the valley networks could form exclusively
by groundwater sapping under conditions similar to those that prevail today (Squyres
and Kasting 1994; Gaidos and Marion 2003). However, formation of valley networks by
groundwater sapping alone seems unlikely. Dense area-filling networks (Fig. 4) are com-
mon and normally do not form where seepage dominates (Craddock and Howard 2002;
Hynek and Williams 2001). In addition, many valleys start at local highs such as crater rims
and central peaks where groundwater seepage is unlikely. Moreover, seepage draws down
the local water table so some form of recharge is needed to sustain erosion. Although Clif-
ford (1987) suggested that the global hydrosphere could be recharged by basal melting of
ice at the poles, his concern was mainly for post-Noachian times, not for the Noachian era
when most of the valleys formed. Many of the valleys are also at higher elevations than the
base of the south polar layered terrain so could not provide the hydrostatic head needed to
enable seepage (Carr 2002).

Arguments against rainfall are several: (1) It is difficult to warm early Mars when most
of the valleys formed because of the faint, young Sun (Kasting 1991); (2) the early Mars
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Fig. 5 Left: Nirgal Vallis at 27.8°S, 316.6°E. The tributaries have alcove like terminations. They do not divide
into ever smaller valleys as in the previous picture. The relations suggest origin by groundwater sapping. The
scene is 2.8 km across. Nirgal Vallis is Hesperian in age (Mars Observer camera MOC E0202651). Right:
Gullies on the south-facing wall of Nirgal Vallis at 29.7°S, 321.4°E. The scene is 2.3 km across. The gullies
are mostly incised into talus below a bedrock outcrop at the top of the slope. Fans of debris eroded by the
gullies appear to be superimposed on dunes in the floor of the main valley (MOC M03-22990)

atmosphere is vulnerable to blow-off by large impacts; (3) until recently, hydrated miner-
als, evaporites and carbonates had not been detected from orbit; and (4) easily weathered
olivine has been detected from orbit. Craddock and Howard (2002) argue, however, that
the geomorphic evidence for surface runoff and precipitation is so compelling that some
assumptions in the modeling studies must be wrong. They also suggest that observational
artifacts are hindering our ability to detect weathered minerals from orbit. The arguments
against precipitation have been recently undermined by the finding of evaporites and water
lain sediments in Meridiani (Squyres and Knoll 2005) and by detection of evaporite minerals
and phyllosilicates from orbit by the near-infrared spectrometer OMEGA on Mars Express
(Bibring et al. 2005).

Precipitation may have been rain or snow. Snowfall can occur during the present epoch.
The obliquity may have been as high as 45◦ within the last 10 million years (Laskar et al.
2002). At a high obliquity, water would be driven from the poles and deposited as ice (snow)
at lower latitudes. Melting of such snow could, in principle, provide meltwater to cut valleys.
However, unless these changes are accompanied by significantly warmer surface conditions,
a snow cover is unlikely to produce sufficient meltwater to cut valleys (Clow 1987), although
there may be sufficient water to cut gullies on steep, poleward-facing slopes as discussed
below. Basal melting of snow from internal heat flow is also unlikely to produce meltwater
in sufficient quantities because of the low internal heat flow. Climate change appears to be
needed to form valleys. This conclusion is consistent with the patterns of dissection, the high
Noachian erosion rates, detection of phyllosilicates produced by chemical weathering and
finding of waterline sediments at Meridiani.
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Greenhouse warming by a CO2–H2O atmosphere, however, may not have been sufficient
to allow rainfall (Kasting 1991; Haberle 1998). Other greenhouse gases may have been
involved or greenhouse warming may not have been the primary mechanism for warming
the planet. An alternative is that the warming resulted from the injection of large amounts
of hot rock and water into the atmosphere during large impacts (Segura et al. 2002). The
proposal is attractive because it is consistent with formation of the valleys mainly in the
Noachian and continuing at a low rate subsequently.

2.4 Gullies

Finally, there are the gullies. Gully is the term applied to small, linear, seemingly young
erosion features incised into steep, mostly poleward-facing slopes at mid to high latitudes.
They typically consist of an upper theater-shaped alcove that tapers downward to converge
on one or more channels that are mostly meters to tens of meters wide and hundreds of
meters long (Fig. 5b). They are much smaller than the valleys just discussed and confined to
steep slopes. Malin and Edgett (2000) originally ascribed them to groundwater sapping, but
there is considerable uncertainty about how they formed. With mean annual temperatures
close to 215 K the ground is frozen to kilometer depths for all plausible heat flows and
thermal conductivities. Moreover many gullies occur on central peaks, or reach to the lip
of craters where groundwater is unlikely. They may have formed during periods of high
obliquity from the summer melting of snow that accumulated on slopes in winter (Costard
et al. 2002; Christensen 2003). According to this model, they form preferentially on steep
poleward facing slopes because these are constantly illuminated in summer at high obliquity.

Regarding ice, neutron and gamma-ray data indicate that ice is abundant at high latitudes
at depths of roughly 1 meter, the detection limit from orbit. Geologic evidence suggests
that ground ice is also abundant to depths of at least hundreds of meters. One indicator is
a general softening of the terrain at mid to high latitudes where ice is stable (Squyres and
Carr 1986). The softening has been attributed to ice-abetted creep of near-surface materi-
als. Another indicator of ground ice is the abundance of features at mid to high latitudes
that indicate glacier-like flow of materials shed from slopes. In addition, a wide array of
landforms in the northern plains, Argyre, and Hellas have been attributed to glaciers on the
surface, some of which likely formed by the freezing of lakes fed by large floods (Kargel et
al. 1995). Glacial features have also been identified on and adjacent to volcanoes in Thar-
sis, but these had a different origin, having possibly formed by accumulation of ice during
periods of high obliquity (Head et al. 2005) (Fig. 6a).

2.5 Lakes and Oceans

What about lakes and oceans? Numerous standing bodies of water of widely different
sizes must have accompanied formation of the outflow channels and valley networks. In
the cratered uplands valley networks commonly converge on local lows where water likely
ponded. On a larger scale lakes must have formed at the ends of outflow channels. A com-
mon relation in the uplands is the breaching of crater walls by valleys, both incoming and
outgoing. In either case, the crater must have formerly contained a lake. Breaks in slope
on crater walls that might be shorelines internal to craters are rare, although occasionally
present. More common are deltas deposited from streams entering craters (Fig. 6b) (Malin
and Edgett 2003; Hauber et al. 2005). In addition, most large upland craters have shal-
low flat floors. Where the floors are eroded, they are commonly revealed to be underlain
by finely layered deposits. While not proof of lacustrine deposition, they are consistent
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Fig. 6 Left: Possible glacier east of Hellas at 38°S, 104°E. Material has flowed from an alcove in a massif
in the upper right into a nearby crater, and from there through a gap into another larger crater 500 m lower
in elevation (HRSC SEM80HRMDGE). Right: Former crater lake at 8.5°N, 312°E. A delta formed within
the 6.4 km diameter crater from material brought down the channel that enters through southern rim. Such
must have been common throughout the uplands in the Noachian when most of the valley networks formed
(THEMIS V0184911)

with it. In some areas, such as around Meridiani, mounds of sediments are common within
craters. They appear to be remnants of former regional deposits such as were sampled by
“Opportunity”, and may contain lacustrine deposits as do those at the Meridiani landing
site.

The former presence of much larger bodies of water has been suggested for the northern
plains (Parker et al. 1989, 1993; Clifford and Parker 2001), for Hellas (Moore and Wilhelms
2001) and Argyre (Parker et al. 2000). Their former presence is not controversial, although
their sizes are. Estimates for the size of the northern ocean range from roughly 2 × 107 km3

for the Deuteronilus shoreline of Clifford and Parker (2001) (Fig. 7) to 3×108 km3, based on
the assumption that the Olympus Mons cliff was wave cut (Baker 2001). The Deuteronilus
shoreline, as mapped by breaks in slope and textural changes encloses an area where de-
posits of upper Hesperian age, interpreted as effluent from large floods, have partly buried
craters and ridges (Head et al. 2002). Thus the shoreline mapped from breaks in slope and
similar features is supported by the regional geology. Evidence for larger bodies of water is
primarily based on alignment of terraces, benches, escarpments and so forth. Their validity
as shorelines is difficult to assess because of the multiple ways that such features can form.
Moreover, bodies of water larger than that outlined by the Deuteronilus shoreline are not
required by the dimensions of the channels entering the basin.

As indicated above the large outflow channels around the Chryse basin are mostly upper
Hesperian in age as are the sediments identified as effluent by Head et al. (2002). Most
of the shoreline features identified by Parker and his co-workers are also post-Noachian.
Thus a plausible case can be made for large bodies of water in the northern plains in the
upper Hesperian. Evidence for earlier oceans in the Noachian, for which there is stronger
evidence for warm conditions, is much weaker. Yet if warm conditions prevailed, as strongly
suggested by the valley networks, then large bodies of water must have been present in
low areas such as the northern plains. The evidence has probably been largely erased by
subsequent events. The proposed shorelines in Hellas are more continuous than those around
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Fig. 7 Possible shoreline. This
view, looking down on the north
poles, shows the −3760 m
contour, which roughly
corresponds to the lowest
shoreline proposed by Parker et
al. (1989, 1993). The volume
below the contour is
2 × 107 km3, and is indicative of
the size of a body of water that
would be left after one of the
largest floods

the northern basin. Moore and Wilhelms (2001) recognized two strandlines, one at −5800 m
and one at −3100 m. Both can readily be traced at a constant elevation around a substantial
fraction of the basin.

The presence of young outflow channels such as Athabasca, Grjota and Marte Valles
implies that lakes were present at least transiently, and ice-covered in the recent geologic
past. Interpretation of some platy features as ice flows (Murray et al. 2005) where such
lakes may have been present is, however, controversial.

2.6 Surface Observations

We now have observations from the surface that pertain to the hydrologic history of Mars.
The findings of the rover “Opportunity” in Meridiani strongly support the presence of liquid
water at the surface in the late Noachian. The rover landed on a sequence of rocks that
unconformably overlie cratered and dissected Noachian rocks. Crater counts suggest that
the sequence dates back to close to the Noachian–Hesperian boundary, or roughly 3.5–3.7
billion years old. While most of the sequence examined was deposited by the wind, the
fragmental debris is comprised of roughly 50% silicic material and 50% sulfates, and was
likely derived from a nearby playa-like source. Moreover, in the upper part of the sequence
are beds that were deposited from liquid water (Grotzinger et al. 2005). In addition, the
dissolution and recrystallization of the soluble salts within the sequence indicates vertical
movement of the local water table (McLennan et al. 2005). The entire sequence appears to
have been deposited in a dune field with interdunal ponds and a fluctuating water table.

The findings of the rover “Spirit” at Gusev are more ambiguous. The rocks on the Hes-
perian age floor of Gusev are basalts that are almost pristine except for a millimeter thick,
sulfate-rich rind. The rocks of the Columbia Hills are, however, very different. They vary
greatly in type from dunites to sulfate-rich rocks, and their silicic components range from
pristine primary minerals, to highly oxidized and hydrated minerals. Many of these rocks
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have clearly been altered under warm aqueous conditions, but whether these conditions oc-
curred at the surface or deep below the surface is uncertain in most cases, as are the climatic
conditions, if any, that are implied (Squyres et al. 2006).

Finally, there is evidence based on erosion rates. Evidence for a dramatic change in ero-
sion rates at the end of the Noachian is unambiguous. On Hesperian and Amazonian ter-
rains most impact craters are almost perfectly preserved, including the most subtle textures
on their ejecta blankets. In contrast, in Noachian terrains almost all the larger older craters
are highly eroded, many being detectable only by subtle topographic signatures (Schultz
and Frey 1990). Golombek and Bridges (2000) estimate that the erosion rates decreased by
3–6 orders of magnitude at the end of the Noachian.

2.7 Hydrologic and Climatic Change on Mars

To summarize what we know about hydrologic history: That a dramatic change in the hy-
drologic regime occurred at the end of the Noachian cannot be doubted. The rate of valley
formation declined dramatically, erosion rates fell by orders of magnitude, and weathering
rates as indicated by production of phyllosillicates also fell. Widespread, dense dissection
of the Noachian terrains, implies an active Noachian hydrologic cycle with precipitation,
surface runoff, infiltration, movement of groundwater and accumulation of standing bodies
of water, all consistent with warm climatic conditions. In contrast, the scarcity of valley net-
works, low erosion rates, lack of weathering products, and presence of outflow channels that
appear to have formed mostly by massive eruptions of groundwater, all suggest that most
post-Noachian times were characterized by cold surface conditions, a thick cryosphere, and
the occasional large floods that created bodies of water that rapidly froze.

Despite the likely warm conditions and an active hydrologic cycle during the Noachian,
large integrated drainage basins comparable to those of the Mississippi, Amazon, and Nile
did not develop. Most of the valleys in the Noachian terrain drain into local lows. They
typically do not merge with other networks to form large basins thousands of kilometers
across, as has happened in many areas on Earth. The immaturity of the drainage system is
also reflected in the poor concavity and relations between circularity and elevation within the
basins as described above. These indications of immaturity may simply reflect the balance
between the rate of terrain creation, which in the Noachian was largely by impacts and
volcanism, and the rate of terrain degradation by fluvial erosion. On Noachian Mars the
balance appears to have been more in favor of terrain creation than on present-day Earth.
Whether this was the result a higher rate of terrain formation or a lower rate of terrain
degradation is unclear.

The extent of any Noachian oceans is also unclear. However, if there was an active hydro-
logic cycle as appears likely, then there must have been large bodies of water in low areas.
Much of the near-surface inventory of water on Mars today is likely sequestered as ice in
the kilometers thick cryosphere or trapped in the hydrosphere below (Clifford 1993). If the
surface of Mars was warm and wet in the Noachian then much of the water now locked in
or under the cryosphere would have been able to percolate into the low-lying basins such as
Hellas and the northern plains and so participate in the global hydrologic cycle. The Merid-
iani shoreline around the northern basin, proposed by Clifford and Parker (2001), if real,
would be Noachian in age. It encloses the equivalent of a global layer 1.5 km thick. If this
was truly a Noachian shoreline, then approximately half the planet would have been covered
with water. If the upper strandline in Hellas was close to the global sea level then the volume
of water would have been 0.5 km spread evenly over the whole planet, and 20% of the planet
would have been under water.
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In addition to large bodies of water in basins such as Hellas and Isidis, there would have
been numerous small bodies of water in the hollows of the poorly graded landscape. The
presence of lakes within many Noachian craters is indicated by valleys entering or leaving
the craters. Many of these local lows, including craters, now contain finely layered deposits
of yet to be determined origin.

The Noachian rocks of the Columbia Hills in Gusev Crater are interbedded volcanic rocks
and impact breccias that show a wide range of aqueous alteration, as would be expected from
an era of high rates of volcanism and impacts and abundant near-surface water. High rates
of hydrothermal activity are also expected although no unambiguous hydrothermal deposits
have been detected.

At the end of the Noachian conditions changed dramatically. The most characteristic
hydrologic feature of the Hesperian is the outflow channel. Valley formation became highly
localized, sapping characteristics became more common, erosion rates fell dramatically, and
phyllosilicates production declined although sulfates deposits continued to form. The change
from a regime dominated by surface runoff to one dominated by outflow channels, many
of which appear to be eruptions of groundwater, could be explained by a change in the
global climate at the end of the Noachian and development of a thick cryosphere. However,
while such a change likely did occur, the story is more complicated. There are local, highly
dissected post-Noachian surfaces. Many of the most densely dissected on the planet are on
post-Noachian volcanoes such as Ceraunius Tholus, and Hecates Tholus. In addition, there
are rare, local, highly dissected surfaces away from volcanoes, such as the Hesperian plains
adjacent to the southern end of Echus Chasma (Mangold et al. 2004).

Most of the fluvial features of the post-Noachian era are consistent with the presence of
a thick cryosphere. Eruption of water from below the crysophere as a result of tectonic ac-
tivity, volcanism, or impacts may have been catastrophic as in the case of the large outflow
channels, or more gentle as with valleys with sapping characteristics such as Nirgal Vallis
and Nanedi Vallis. Ouflow channels continued to form throughout much of Mars’ history,
although the younger outflow channels such as the Athabasca and Gordi Valles are much
smaller than those that formed in the late Hesperian. Water brought to the surface would
have pooled wherever it encountered hollows, either at the start of the channels (Juventae
Chasma) or at the ends of the channels (the northern plains). Finding of sulfates within the
canyons and other hollows is consistent with sublimation of lakes formed by groundwa-
ter brought to the surface. Lack of hydrous silicate minerals in post-Noachian terrains is
consistent with a dominantly cold climate and a thick cryosphere.

While this simple picture explains much of what we see, there are anomalies as previ-
ously noted. Various proposals have been made to explain young valley systems: (1) The
young valleys on volcanoes result from circulation of groundwater onto the surface as a
result of hydrothermal activity (Gulick 1998). (2) Formation of large outflow channels by
CO2-charged floods episodically caused temporary changes in the global climate (Baker
2001). (3) The global climate was episodically and temporarily changed by large impacts
(Segura et al. 2002) or massive volcanic eruptions. (4) The valleys formed by melting of ice
during periods of high obliquity (Jakosky and Carr 1985). There may be other possibilities.
However, despite these possible excursions, for most of the Hesperian and Amazonian, Mars
appears to have been cold, with a thick cryosphere, and extremely low rates of erosion and
weathering.

Guillame: Thank you, William. Now we have Charles Lyell. Sir Lyell received both his B.A.
and M.A. from Exeter College. After a brief legal career he devoted himself to geology and
quickly became an established proponent of what was later known as the uniformatarianism
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view in which geologic phenomena were explained by the cumulative effect of processes
acting gradually over an immense period of time. He was elected a fellow of the Royal So-
ciety in 1826 and began publishing his well-known Principles of Geology in 1830. Charles?

3 Volatile Reservoirs and Exchange Processes on Earth and Mars

Lyell: Cheers. Geological processes that sustain reservoirs of volatiles and their geochemi-
cal cycling in planets are part of the “life support system” that can make planets habitable.
To sustain life a planet must provide key chemical constituents as well as environmental
conditions and sources of energy that can fuel biological processes. Igneous rocks that are
abundant in the crusts of silicate-rich planets in our inner Solar System offer many of the
needed elemental ingredients. Silicate rocks provide phosphorous and essential metals such
as iron, magnesium, calcium and key trace elements. However organisms consist princi-
pally of water and compounds of the elements C, N, S, and P, and silicate rocks typically
have relatively minor amounts of these. Although the Earth’s atmosphere, hydrosphere and
sedimentary rocks contain abundant water, oxidized C compounds, N, Cl, and various S
compounds, these substances clearly did not derive principally from crustal igneous rocks.
W. Rubey proposed that such “excess volatiles”, including water, derived from volcanic out-
gassing and other thermal processes that have been sustained by Earth’s geologic activity
(Rubey 1951).

These “excess volatiles” are significant also because they helped to create and maintain
habitable environmental conditions at and near Earth’s surface. They warm and moderate
Earth’s climate and thereby create temperatures and pressures necessary to stabilize liquid
water, one of the key ingredients essential for life as we know it. These volatiles also in-
teract with the solid planet in ways that can buffer environmental perturbations caused by
volcanism, large impacts and long-term changes in solar luminosity.

Habitable planetary environments also must provide sources of energy that living sys-
tems can utilize to drive their metabolism. Today’s biosphere is dominated by photosyn-
thetic biota that can harvest abundant solar energy. However many other organisms are non-
photosynthetic and can obtain useful chemical energy by reacting oxidized and reduced
chemical compounds in so-called “redox” reactions. Processes of volatile exchange in the
Earth’s crust have delivered both oxidized and reduced chemical compounds to habitable
environments.

A proper understanding of the roles played by volatile exchange processes requires that
they be considered in the context of a network of volatile reservoirs in the atmosphere,
hydrosphere, crust and mantle that are linked by physical and chemical processes. Such
networks are called geochemical cycles because a key dynamic is that volatile constituents
can move back and forth between two or more reservoirs over time. On Earth such net-
works are called biogeochemical cycles because life itself is an important crustal process.
Global biogeochemical cycles actually consist of multiple nested cyclic pathways that dif-
fer with respect to their reservoirs and processes. However, all pathways ultimately pass
through reservoirs of volatiles in the hydrosphere and atmosphere, and these shared reser-
voirs unite all of the sub-cycles and allow even their most remote constituents to influence
the biosphere.

3.1 Biogeochemical Cycling of Volatiles on Earth

The present-day biogeochemical cycles of volatiles on the Earth are represented graphi-
cally in Fig. 8 as an integrated system of reservoirs and processes. Reservoirs and processes



142 J.-L. Bertaux et al.

Fig. 8 Schematic diagram of
Earth’s biogeochemical cycles of
volatiles, showing reservoirs
(boxes) in the mantle, crust,
oceans and atmosphere, and
showing the processes (arrows)
that unite these reservoirs. The
vertical bars at right indicate the
timeframes within which a
volatile element or compound
typically completely traverses
each of the four sub-cycles (the
HAB, SED, MET and MAN
sub-cycles, see text). For
example, C can traverse the hy-
drosphere–atmosphere–biosphere
(HAB) sub-cycle typically in the
time scale between 0 to 1000
years

are shown as boxes and labeled arrows, respectively, that delineate the various sub-cycles,
denoted in the figure by the labels “HAB”, “SED”, “MET” and “MAN”. The range of
timescales typically needed for a particular chemical constituent to traverse each of these
sub-cycles is indicated along the right margin, below their corresponding labels. Of course
the actual physical boundaries between these sub-cycles are not so sharply delineated in
nature. But the sub-cycles depicted here do represent characteristic domains along the con-
tinuum of reservoirs and processes that collectively constitute the Earth system.

Now I will discuss each individual “sub-cycle”: The first includes the hydrosphere, at-
mosphere, and biosphere (HAB). The HAB sub-cycle includes only the volatile reservoirs
in the hydrosphere, atmosphere and biosphere (Fig. 8) and is characterized by typically geo-
logically high rates of exchange between these reservoirs. Volatile constituents can traverse
the HAB sub-cycle within time scales of minutes to hours, for example, during the rapid
cycling of constituents between biota and their environment or across the air-sea interface.
Alternatively, volatiles in seawater can require a thousand years or more to be cycled due to
the circulation rate of the global ocean (Broecker and Peng 1982). The ocean indeed exerts
a dominant role in the HAB sub-cycle due to its great size and enormous stored content of
thermal energy from the Sun.

The next sub-cycle in terms of timescale is the sedimentary (SED) sub-cycle which in-
cludes the entire HAB sub-cycle plus reservoirs of volatile constituents in sedimentary rocks
(Fig. 8). The SED sub-cycle strongly influences the HAB sub-cycle. For example, sedimen-
tation limits global productivity by removing nutrients, phosphorus in particular. The bal-
ance between sedimentation of oxidized (carbonate, sulfate, Fe3+) versus reduced (organic
C, sulfides, Fe2+) species determines the abundances of O2 and sulfate in the atmosphere
and hydrosphere (Holland 1984). The weathering and transport of igneous and sedimentary
rocks deliver nutrients to the oceans, thereby modulating global biological productivity. Or-
ganisms can substantially enhance weathering rates. The rates of weathering and erosion
of sediments and rocks, together with the contents of reduced species in those deposits,
determine their rates of consumption of O2 and other chemically reactive constituents.

The rate at which an atom or chemical constituent traverses the SED sub-cycle is deter-
mined principally by tectonic controls upon rates of formation and destruction of sedimen-
tary rocks. Reduced C, N and S compounds are buried principally in deltaic-shelf sediments
and in sediments beneath highly productive open-ocean regions. The global net burial rates
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of C and S species are controlled ultimately by the rates of delivery of those species to
the oceans by weathering and transport and by global rates of their reaction with subma-
rine basalts (Garrels and Perry 1974). Sedimentary reservoirs of C and S are much larger
than C and S reservoirs in the HAB sub-cycle (Des Marais 2001). The average sedimentary
rock survives for about 200 million years (Derry et al. 1992). Therefore key biogeochemical
properties of the oceans and atmosphere, including their nutrient inventories and oxidation
states, are modulated by the SED sub-cycle over timescales between tens of thousands to
hundreds of millions of years (Fig. 8).

Next is the metamorphic (MET) sub-cycle (Fig. 8), which includes more deeply buried
sedimentary and igneous rocks that are altered (metamorphosed) by elevated temperatures
and/or pressures. Volatiles in the MET sub-cycle include those in rocks that enter subduc-
tion zones but ultimately escape injection into the mantle either because they are degassed
or because their host rocks also escape subduction, for example, by lateral accretion into
continental crust. The mass of rocks in the MET sub-cycle greatly exceeds those in the
SED sub-cycle (Lowe 1992). However inventories of reduced C in the MET sub-cycle are
smaller (Hunt 1972), due both to losses during metamorphism of sedimentary rocks and to
the typically much lower reduced C contents of crustal igneous rocks. Carbonate C is also
lost during thermal metamorphism as CO2. Volatile constituents require typically tens of
millions to billions of years to traverse the MET sub-cycle. These cycle times are typically
longer than those for the SED sub-cycle and reflect the longer lifetimes of more deeply
buried continental rocks.

Finally, there is the deepest mantle-crust or MAN sub-cycle which includes the man-
tle volatile reservoirs (Fig. 8) and the processes of subduction and mantle outgassing. The
modern global rates of outgassing of key volatile species from the mantle are summarized
in Table 1. An atom of C requires between tens of millions of years to as long as billions of
years to traverse the MAN sub-cycle (Des Marais 2001). Over timescales of tens of millions
to billions of years, the processes of mantle-crust exchange probably modulated both the
sizes and the overall oxidation states of the much smaller C reservoirs in the HAB, SED
and MET sub-cycles. In addition, thermal emanations of other reduced species (principally

Table 1 Midocean ridge hydrothermal fluxes of reduced species to the ocean and atmosphere. Modern fluxes
are from Elderfield and Schultz (1996)

Species Flux O2 consumed

[1012 mol yr−1] [1012 mol yr−1]

Sreduced 0.085–0.96 0.18–1.92

Fe2+ 0.023–0.19 0.02–0.19

Mn2+ 0.011–0.034 0.01–0.034

H2 0.003–0.015 0.002–0.008

CH4 0.007–0.024 0.014–0.048

Modern total 0.2–2.1

Ancient total (2.1 Gaa) 0.74–7.7

(2.2 Gaa) 0.77–8.0

(3.0 Gab) 0.97–10

aLinear interpolation between fluxes estimated for today and for 3.0 Ga

bAssumes that thermal fluxes of reduced chemical species have scaled linearly to mid-ocean ridge spreading
rates, and that these spreading rates have scaled with the square of the heat flow (Sleep 1979). At 3.0 Ga, heat
flow is estimated to have been approximately 2.2 times the modern value (Turcotte 1980)
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sulfides, H2, and Fe2+) consume O2 and also contribute reducing power for biosynthesis
by microbes that derive energy from redox reactions. Thus the balance between biological
productivity and decomposition, sediment cycling, and thermal processes has modulated the
overall oxidation state of the surface environment and the crustal reservoirs of key redox-
sensitive elements such as C, N, S and Fe.

Biota that dwell at or below the sea floor along the mid-ocean ridges obtain their energy
principally from oxidation–reduction reactions involving reduced hydrothermal emanations
(Jannasch and Wirsen 1979). They utilize reduced S, H2 (derived from water–rock reac-
tions), and Fe2+. Today this total flux of reduced constituents, expressed as O2 equivalents,
is in the range 0.2–2.1 × 1012 mol yr−1 (Table 1) (Elderfield and Schultz 1996).

3.2 Changes in Biogeochemical Cycling over Time

Several processes have changed rates of volatile exchange during early Earth history. One
such process is the Sun itself. Most current models of stellar evolution predict that the Sun
was less luminous when it first entered the main sequence about 4.6 billion years ago. As the
Sun burned H to He, its core became denser and therefore hotter. This increased the rate of
thermonuclear burning, which, in turn, increased the Sun’s luminosity over time. According
to one estimate (Gough 1981), the sun was only 70% as luminous 4.6 billion years ago as
it is today. This “faint early sun” presents a paradox for Earth’s early climate (Sagan and
Mullen 1972) because, if one assumes that parameters such as atmospheric composition and
planetary albedo had been the same as today, then Earth’s mean surface temperature would
have been below freezing during the first 2 to 2.5 billion years of its history. However, very
ancient (ca. 3.7 billion-year-old) metasedimentary rocks indicate that large standing bodies
of water were abundant (e.g., Schopf 1983).

Another is impacts. Large impacts should have released substantial quantities of volatiles
(Sleep and Zahnle 2001). Impacts on Mars have been credited with releasing crustal
volatiles (CO2, H2O, etc.), which helped to enhance an ancient greenhouse (Newsom 1980;
Segura et al. 2002). However impacts also created dust clouds that, in the aftermath of the
impacts, might have weathered quickly, thus rapidly removing atmospheric CO2 and per-
haps triggering periodic profound cooling of the Hadean climate (Sleep and Zahnle 2001).
More recent impacts probably affected surface volatiles, at least over shorter timescales. For
example, the impact at the Cretaceous–Paleogene boundary probably released large quan-
tities of C and S from sedimentary carbonates and sulfates and upper mantle materials that
were within the Yucatan target zone (Toon 1997). Impacts of this size very likely affected
the HAB subcycle for as long as thousands of years. Such impacts might have exerted more
profound and permanent effects upon the surface environment, but interpretations of the
specific details of these effects have been considerably more controversial.

A third is mantle-outgassing. Over timescales of tens of millions to billions of years,
processes that govern the exchange of volatile species between Earth’s surface, deep crust
and upper mantle probably affected volatile inventories in the crust, oceans and atmosphere.
Mid-ocean ridge volcanism is quantitatively the most important source of mantle volatiles.
The heat flow from Earth’s interior was substantially greater during the earlier Precambrian
(e.g., Lambert 1976). During the past 3.0 billion years, decay of the radioisotopes 238U, 235U,
232Th and 40K has been the principal source of this heat, therefore their decay over time has
caused global heat flow to decline. Thermal fluxes of volatiles, including CO2, can be scaled
linearly to mid-ocean ridge spreading rates, and these rates vary with the square of heat flow
(Sleep 1979). Thus, for example, heat flow 3.0 billion years ago has been estimated to have
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been 2.2 times its modern value (Turcotte 1980), therefore the mid-ocean ridge mantle CO2

flux was perhaps approximately 5 times its present-day value.
A fourth process is subduction of the crust at plate margins returning volatiles to the

mantle. For example, if the evolution of temperature and pressure regimes of subducting
slabs of modern oceanic crust are considered together with the stability of C species in such
slabs, then a substantial fraction of the subducted C could escape dissociation and melting
and be carried to considerable depths, possibly to be retained in the mantle for very long
periods of time (Huang et al. 1980). However, three billion years ago, subducted C would,
at any particular pressure, have experienced considerably greater temperatures (McCulloch
1993). These greater temperatures enhanced the likelihood that subducted C reacted to form
mobile phases that migrated upward and therefore escaped injection into the mantle (Des
Marais 1985).

A fifth is metamorphism. If the total C inventory in the HAB sub-cycle has been main-
tained over time at near-steady state, then net losses of C from the HAB sub-cycle during
sedimentation and burial must have been balanced by the release of CO2 during thermal
metamorphism of sediments (Berner et al. 1983). For example, because carbonates decom-
pose to CO2 during the subduction of sediments, rates of CO2 outgassing should vary with
global mean spreading rates (which correlate with global mean subduction rates). Also,
greater outgassing of CO2 from deep continental interiors should correlate with greater
worldwide tectonism that should correlate with faster mean global spreading rates (Berner
et al. 1983). Therefore the mean global rate of CO2 release from rock metamorphism should
be proportional to global heat flow. Consequently, due to the long-term decline in global
heat flow, the rates of transfer of CO2 by thermal processes from the crustal sedimentary
rocks (SED sub-cycle) to reservoirs in the HAB sub-cycle should have declined.

What are the roles played by continents? Continents are important because; (1) subaerial
weathering is a key sink for volatiles; (2) rivers strongly affect seawater chemistry; and
(3) continents have been much more stable repositories of sedimentary volatile reservoirs
than have ocean basins. Accordingly any substantial long-term changes in the total area,
thickness, stability, and subaerial exposure of continents would have contributed to major
long-term changes in the cycling of volatile elements.

The large continents as we know them today required a considerable interval of geo-
logic time during early Earth history to grow and become stabilized (thicker and less dense)
by anatexis (partial melting and chemical fractionation), metamorphism, and under-plating
(Lowman Jr. 1989). Due to higher heat flow on early Earth, virtually all of the ancestral
pre-stabilized crust was destroyed, largely by recycling into the mantle. These factors prob-
ably shortened the lifetimes of sedimentary reservoirs of volatiles. Higher heat flow led to
higher sea floor spreading rates (Sleep 1979) and lower mean ages of oceanic crust. There-
fore typical Archean oceanic crust was younger, hotter and thus more buoyant than typical
modern seafloor. An overall greater buoyancy of oceanic crust on early Earth created shal-
lower ocean basins that, in turn, probably displaced more seawater onto the continents (Hays
and Pitman 1973). Thus even if the mass of ancient continental crust had been similar to that
of modern crust, the land area on the young Earth probably was less extensive.

Volatile exchange processes have co-evolved with the global environment. The Archean
rock record supports the view that the basic architecture of biogeochemical cycles, namely
the nested HAB, SED, MET and MAN cycles (Fig. 8) was in place before 3.5 billion years
ago. The major changes over time occurred principally in the relative sizes of the various
reservoirs and the fluxes between them. For example, the most direct solution to the “faint
early sun problem” (Sagan and Mullen 1972) is to invoke a stronger greenhouse effect in the
early atmosphere that was sustained by substantially higher CO2 levels. One-dimensional
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climate models have been used to estimate the CO2 levels required (e.g., Kasting 1987).
For example, if the global mean temperatures 4.5 and 2.5 billion years ago were equal to
the modern global mean temperature, pure CO2 atmospheres of 1 and 0.1 bar, respectively,
would have been required. Therefore, CO2 declined perhaps by a factor of 1000 or more,
from 4.5 billion years ago to the present. This large CO2 decline required that the HAB and
SED sub-cycles changed over time. These changes could have occurred as an expression of
a self-regulating climate control system (Walker et al. 1981). For example, low solar lumi-
nosity would have favored low global temperatures that, in turn, would have reduced rates
of water evaporation, precipitation and therefore lowered rates of chemical erosion of sili-
cate rocks. Low erosion rates lowered the rate of CO2 removal from the atmosphere, which
would have allowed thermal CO2 sources to increase atmospheric CO2 levels. This would
have raised surface temperatures until the rate of CO2 removal by weathering achieved a
balance with the thermal sources. As solar luminosity increased slowly over time, the CO2

levels needed to maintain the temperature at which erosional (CO2 sink) and thermal (CO2

source) processes balanced would have slowly declined. If the pH of the global ocean re-
mained reasonably constant over time, then seawater HCO−

3 and CO2−
3 levels would have

declined in close parallel with the decline in atmospheric CO2 levels. Such a substantial
decline in seawater HCO−

3 concentrations (and, therefore, CO2−
3 concentrations) undoubt-

edly affected processes of carbonate precipitation (Grotzinger and Kasting 1993).
Recently, atmospheric CH4 has gained favor as potentially a very significant source of

greenhouse warming during the Archean and early Proterozoic Eons (e.g., Pavlov et al.
2001a). The production and accumulation of abundant CH4 would have been favored by
hydrothermal activity, which was greater during the Archean and that produced CH4 and
H2, and by methane-producing microbes that occupied widespread anoxic environments
and utilized H2 and other sources of reducing power.

The hotter early mantle must have influenced significantly the inventories of volatiles in
the crust, oceans and atmosphere. Higher rates of crustal production were accompanied by
higher rates of mantle outgassing (e.g., Des Marais 2001). A hotter mantle retained sub-
ducted volatiles with greater difficulty (McCulloch 1993). These considerations are con-
sistent with an early Earth in which the crustal C inventory might even have exceeded the
modern inventory (Des Marais 1985; Zhang and Zindler 1993), and the cycling of volatiles
between the mantle and crust was more vigorous than today.

Well-preserved sedimentary rocks are not abundant within the relatively few provinces of
lithosphere older than 2.7 billion years. The best-preserved Archean sediments occur in the
3.5 to 3.2 billion-year-old Kapvaal Craton of South Africa and the Pilbara Block of Western
Australia (Lowe 1992). These deposits are associated with episodes of greenstone activ-
ity and intrusive events that created stable microcontinents or cratons. These cratons later
became the nuclei of full-sized modern continents. Most of the Archean continental crust
had yet to become stabilized by cratonization (Rogers 1996), therefore a greater fraction
of continental sediments experienced relatively higher rates of instability and thermal alter-
ation. The tectonically more active regime within the Archean marine basins favored rapid
destruction by continental collisions, partial melting and mantle/crust exchange (Windley
1984).

Chemical weathering was very effective during the Archean, consistent with high CO2

levels (Walker 1985) and a warm climate (Lowe 1992). Weathering of a typical uplifted rock
sequence produced coarse clastic sediments that became enriched in the most chemically
resistant components such as cherts and silicified komatiitic and dacitic tuffs (Nocita and
Lowe 1990). Despite the rapid uplift and transport of these rocks and their debris, their less
chemically resistant components were efficiently degraded. The apparently highly effective
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weathering is consistent both with relatively warm, moist conditions and with elevated at-
mospheric CO2 levels (Lowe 1994). Altered evaporites also occur in greenstone sequences
between 3.5 and 3.2 billion years ago (e.g., Buick and Dunlop 1990). Their formation in
such tectonically unstable environments is consistent with high rates of evaporation.

In the late Archean and early Proterozoic, following the inevitable decay of radioac-
tive nuclides in the mantle, the heat flow from Earth’s interior declined (Turcotte 1980).
This decreased the rates of both sea floor hydrothermal circulation and volcanic outgassing
of reduced species. The style of subduction also changed (McCulloch 1993). In the early-
to mid-Archean, subducted slabs were dehydrated, sustained partial melting, and largely
disaggregated in the upper 200 km of the mantle. Later, the reduced heat flow and lower
temperatures permitted colder, stronger oceanic lithosphere to develop. Subducting slabs
thus sustained perhaps only partial dehydration and, together with volatiles such as CO2 and
H2O, penetrated to depths exceeding 600 km (McCulloch 1993). It has been proposed (Kast-
ing et al. 1993) that the upper mantle was oxidized by the subduction of water, followed by
the escape of reduced gases. A progressive oxidation of the upper mantle has not yet been
demonstrated (Delano 2001), but, if it had occurred, its effect upon the redox balance of
volatiles would have been substantial.

The reworking of Archean continental crust by tectonism, igneous activity and metamor-
phism also had important consequences for the processing of volatiles. Marine carbonates of
this age record a substantial increase in 87Sr/86Sr values, indicating greater continental ero-
sion and runoff (Mirota and Veizer 1994). New and extensive stable shallow water platforms
became sites for the deposition and long-term preservation of carbonates (Grotzinger 1989)
and organic C (Des Marais 1994). Increased global continental erosion rates also would
have accelerated the rate of decline of atmospheric CO2 (Walker 1990). Increased subaerial
weathering would have enhanced the delivery of nutrients to coastal waters, enhancing bi-
ological productivity (Betts and Holland 1991). Greater productivity would have removed
more CO2 from surface seawater, but, given the still-higher-than-present oceanic and at-
mospheric inorganic C contents, the effect of this productivity on the atmosphere should
have been minor.

Patterns of carbonate deposition, as well as the presence or absence of gypsum and anhy-
drite in associated evaporites, indicate that seawater concentrations of HCO−

3 and CO2−
3 have

declined and SO2−
4 has increased since the late Archean (Grotzinger and Kasting 1993). Late

Archean platform sequences include relatively abundant evidence of abiotic carbonate pre-
cipitation as tidal flat tufas and marine cements. Evaporite sequences often proceed directly
from carbonate to halite deposition, thus excluding gypsum/anhydrite deposition. These ob-
servations are consistent with significantly lower seawater SO2−

4 concentrations and/or con-
siderably greater HCO−

3 concentrations. In either case, the ratio of HCO−
3 to Ca2+ was suffi-

ciently large to prevent deposition of gypsum/anhydrite in marine or marginal-marine envi-
ronments. These observations are consistent with the view that inorganic C reservoirs within
the HAB subcycle were much higher during the Archean and Paleoproterozoic (Walker
1985).

During most of the Archean Eon (prior to ca. 2.7 billion years ago), SO2−
4 was locally

present in shallow seawater at concentrations well below 1 mM (Canfield et al. 2000), con-
siderably less than modern seawater concentrations (∼27 mM). Locally high SO2−

4 concen-
trations were precipitated as evaporitic sulfate minerals. The deposition of gypsum rather
than anhydrite (Lowe 1983) indicates that temperatures very likely were below 58°C. Sul-
fate concentrations increased between 2.5 and 2.1 billion years ago, perhaps in response
to extensive oxidation of sulfur due to widespread oxygen-producing photosynthetic biota.
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Molecular oxygen emanating from these communities might have hastened the rate of de-
struction of atmospheric CH4, leading to global cooling and the onset of glaciation about 2.5
billion years ago (Kasting and Catling 2003). Still, the deposition of banded iron chemical
sediments persisted until ca 1.8 billion years ago and indicates that the deep oceans prior
to that time contained appreciable concentrations of dissolved Fe2+. After 1.8 billion years
ago, levels of seawater SO2−

4 were sufficient to enable sulfate-reducing microbes to pro-
duce sulfide at rates that exceeded the rate of supply of Fe2+ to the global oceans (Canfield
and Raiswell 1999). Thereafter, banded iron formations disappeared and the deep oceans re-
mained anoxic and sulfide-rich until perhaps sometime after 800 million years ago (Canfield
and Raiswell 1999). Thereafter, a series of global climate perturbations ensued and included
episodic widespread glaciations. These ended just prior to the dawn of the Phanerozoic
Eon (543 million years ago), during which the deep ocean became more oxidized as it ap-
proached its modern state.

3.3 The Geochemistry of Volatiles on Mars

That is our current picture of Earth volatiles. I’ll now discuss cycling of volatiles on Mars.
Mars is perhaps the most likely planet to provide a second example in our solar system
of a habitable planet. Mars is the only major planet other than Earth where evidence indi-
cates that liquid water contributed substantially to the development of its crust. But there are
important differences. For example, today, Mars clearly has no ocean or smaller standing
bodies of water. Because Mars is smaller and has lower a gravitational field than Earth, and
because it lacks an active magnetic dynamo, losses of volatiles to space by various mecha-
nisms (Jakosky and Jones 1994) have been far more extensive than on Earth. Mars’ smaller
size and greater distance from the Sun can help us begin to understand how processes that
exchange volatiles have influenced the habitability of diverse planets. It is important to deter-
mine whether the exchange of volatiles on Mars could ever have provided the key chemical
constituents, environmental conditions and sources of energy that could have sustained life.

Volatiles in the Martian atmosphere and surface have exchanged with reservoirs else-
where in the planet, some volatiles have reacted irreversibly with crustal materials, and
some have been lost to space permanently (Fig. 9). Martian meteorites and spacecraft ob-
servations have provided clues about reservoirs of volatiles in the atmosphere and crust as

Fig. 9 Schematic diagram of
geochemical cycles of volatiles
on Mars, showing reservoirs
(boxes) in the mantle, crust,
oceans and atmosphere, and
showing the processes (arrows)
that unite these reservoirs. Such
cycles on Mars differ from those
on Earth in several respects,
including the following: Mars
lacks standing bodies of water,
atmospheric escape processes
probably have exerted relatively
larger effects, and subduction
into the Martian mantle has been
less important, if it occurs at all
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well as the processes that linked them. Hydrothermal systems sustained by volcanism should
have been widespread on Mars (Gulick 1998). Volcanic aerosols have long been proposed
as the source of the high S and Cl (“excess volatiles”) in the Martian soil (Clark and Baird
1979) and the abundant sulfate found at both of the Mars Exploration Rover landing sites.
Volcanic hydrothermal fluids might have transported mobile elements to the soil (Newsom
and Hagerty 1999). Large impacts played several key roles. They added volatiles but also
removed them by impact erosion of atmosphere to space. Throughout much of Martian his-
tory, impacts might have episodically released volatiles to the surface and atmosphere (Se-
gura et al. 2002) and created local hydrothermal systems (Newsom et al. 1996) that probably
sustained habitable environments, much as volcanogenic hydrothermal systems have done
throughout Earth history.

The Martian meteorites probably represent conditions of formation that are somewhat
different from those that are presently found at the surface. Their composition is most con-
sistent with alteration in an alkaline and reduced environment controlled by water–rock in-
teractions rather than in the oxidized acidic environment at the surface (Zolotov and Shock
2004). The carbonates in the ALH 84001 meteorite very likely derived from CO2-rich fluids
(Golden et al. 2001). However carbonates have not been documented to exist on the surface.
Thermal infrared spectra obtained from orbit provide evidence that basalts in some areas
have experienced widespread alteration (Wyatt and McSween 2003). Near-IR spectra from
Mars Express indicate that clay minerals exist in the very ancient highlands (Bibring et al.
2005).

The Mars rover “Opportunity” has found clear evidence that aqueous processes at and
near the Martian surface created chemical sediments (sulfates) and precipitates (hematite)
in the Meridiani Planum region (Squyres and Knoll 2005). The Spirit rover found evidence
of aqueous basalt alteration and chemical precipitates in rocks on the floor of Gusev crater
and in the nearby Columbia Hills (Ming et al. 2006).

Measurements of stable isotopes can reveal important aspects of the histories of volatiles
in Martian materials. Each major volatile element has more than one stable isotope. Stable
isotopes exhibit ranges of abundance ratios (e.g., D/H, 18O/16O, 13C/12C, 34S/32S, 38Ar/36Ar,
etc.) in natural materials because isotopes having different masses can respond differently
to chemical and physical processes. For example, water molecules consisting of H and 16O
have a higher vapor pressure than molecules having the heavier isotopes. When oxidized and
reduced compounds of C (or S) coexist in chemical equilibrium, their lighter isotopes are
relatively more abundant in the more reduced compounds. When organic matter is thermally
decomposed, 12C–12C bonds are broken more frequently, forming 12C-enriched gases.

The Martian atmosphere has been profoundly altered by the loss of volatiles to space
due to a variety of processes (Kulikov et al. 2007). Hydrogen is lost by thermal escape.
Photochemical reactions can deliver sufficient energy to heavier elements such as C, O and
N to promote their escape. The loss to space of volatile compounds of these elements is
expected to enrich the remaining atmosphere in the heavier isotopes D, 13C, 18O, and 15N
(Jakosky and Jones 1997). Gases in the upper atmosphere are not well mixed and so the
lighter isotopes become relatively more abundant at higher altitudes where the probability
of loss to space is greater.

As discussed by Messier, the Martian atmosphere is strongly enriched in deuterium with
respect to hydrogen. Mass-spectroscopy measurements on Viking orbiters revealed rela-
tively high values of also 13C/12C and 15N/14N (Nier and McElroy 1977), and these high
values are interpreted to reflect substantial losses to space of volatiles that were relatively
enriched in H, 12C and 14N (e.g., Jakosky and Jones 1997). These losses probably affected
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the long-term evolution of Martian climate and have contributed substantially to its present-
day cold, dry state.

Martian meteorites have allowed geochemists to extend the measurements of isotopic
patterns into the Martian crust and its potential reservoirs of volatiles. The isotopes 130Xe,
132Xe and 136Xe in gas trapped by these samples display a range of relative abundances indi-
cating that mixing has occurred between two end member reservoirs. The most likely expla-
nation is that such mixing occurred on Mars; one of these end members is an atmospheric
component enriched in the heavier isotopes. Meteorite mineral phases enriched in the lighter
Xe isotopes are phases that probably formed earliest and that also retain Xe most tightly (Ott
et al. 1988). Distributions of H isotopes in the Martian meteorites also indicate that multi-
ple volatiles reservoirs exist (Watson et al. 1994). Elevated D/H values occur in minerals
such as kaersutite and apatite that might have been influenced by exchange with D-enriched
hydrogen in the atmosphere and in surface materials. The hydrogen reservoir having lower
D/H values might consist of water and hydrated minerals from the crust and mantle that
have not exchanged substantially with the atmosphere. Thus the lower D/H values might
represent hydrogen from the interior of Mars that represents its primordial endowment of
hydrogen, whereas elevated D/H values represent hydrogen reservoirs in surface materials
and atmosphere that have been fractionated isotopically by processes of hydrogen escape to
space that have been active for virtually all of Martian history. Values of 13C/12C also provide
evidence for multiple components of volatiles. Carbon components released at high tem-
peratures from Martian meteorites during heating experiments have relatively low 13C/12C
values that are interpreted to represent the reservoir of C in the Martian mantle (Carr et al.
1985). In contrast, carbonates in these meteorites have much higher 13C/12C values that have
been interpreted to reflect exchange of C in the atmosphere and shallow deposits that has
been fractionated isotopically by processes of atmospheric escape to space.

3.4 Volatiles and Life on Ancient Mars

Cycling of these volatiles has evolved during Martian history. Although Mars and Earth
are quite different today, their early evolution might have been similar because they shared
similar processes that evolved in similar ways. For example, volcanism has been impor-
tant on both planets and its intensity has declined over time. Both planets experienced early
episodes of large impacts that were more substantial than later in history. And, of course,
both planets share the same star and the effects of its long-term evolution. These processes
had multiple consequences for the exchange of volatiles. Figure 10 depicts the processes that
influenced the inventories of Martian volatiles and their exchange between the surface envi-
ronment over time. A substantial endowment of volatiles on early Mars might have helped
to maintain a denser atmosphere that, in turn, allowed liquid water to exist at the surface at
least episodically and create the features described earlier by Sir Herschel. However over
time these volatiles were removed either by substantial losses to space or by sequestration
in the subsurface (Fig. 3 in Jakosky and Jones 1997).

Under present harsh conditions at the Martian surface, the deep subsurface has proba-
bly provided the most widespread and stable environment for liquid water during Martian
history (Clifford 1993). Diverse populations of microorganisms (chemoautotrophs) that ob-
tain their energy from redox reactions can populate subsurface environments on Earth (e.g.,
Kelley et al. 2005). Chemoautotrophs have been documented across a broad range of en-
vironmental extremes of temperature, pH and salinity (Rothschild and Mancinelli 2001).
Accordingly, chemoautotrophs that utilize H, S and CH4 might represent useful analogs for
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Fig. 10 Schematic diagram of
the history of key events and
processes on Mars that have
affected the cycling of volatiles
between the interior, surface and
atmosphere and their gains from
and losses to space. Modified
after Jakosky and Jones (1997)

potential Martian microbiota (Boston et al. 1992; Jakosky and Shock 1998). The subsur-
face holds the greatest potential for having hosted the development of complex microbial
ecosystems.

What does Mars tell us about the potential for habitable environments on other planets
with masses different than that of Earth? Mars already has indicated that important geologic
processes such as volcanism decline more rapidly on smaller planets than on Earth, leading
perhaps to the more rapid deterioration of their surface environments. But how do planets
more massive than Earth evolve over time? One might expect that a larger planet could
maintain for longer periods of time the levels of geologic activity that were characteristic of
Earth’s earliest history. Hydrothermal processes would be more widespread and processes
of atmospheric escape would be less important on a planet larger than Earth. Future space
exploration indeed promises new insights about the full diversity of habitable planetary en-
vironments and their potential to sustain life.

Guillame: Thank you Charles. Our final speaker is Charles Darwin. Mr Darwin’s inauspi-
cious beginnings as a scholar included brief stints studying medicine and theology in Ed-
inburgh and Cambridge, respectively. At Cambridge, his interest in the natural world was
encouraged by John Henslow and Adam Sedgwick. The former arranged for his fateful voy-
age on the Beagle in 1831, and the rest, as they say, is natural history. Charles?

4 Co-evolution of the Atmosphere and Life on Earth

Darwin: Thank you, Charles. I will discuss how living things modify the geochemistry
of the surface of the Earth, and how that affects atmospheric composition. Why the at-
mosphere? Earth’s atmosphere influences surface temperatures, and hence the availability
of liquid water, by the greenhouse effect and by scattering sunlight back to space. It protects
Earth’s biota from harmful radiation, it serves as a medium through which organisms ex-
change gases such as oxygen and carbon dioxide, and it is the principal reservoir of nitrogen
at the surface of our planet. That the composition of the life-giving atmosphere is itself mod-
ified by biological activity gives rise to interesting feedbacks, as I shall discuss later. That
modification is also an important signature for the presence of life, one that is potentially
detectable from distances as great as the nearest stars around which humans will search for,
and may find, other Earth-like planets.
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4.1 Evolution of the Atmosphere and the Evolution of Life

Science is certain that the composition of our atmosphere has dramatically evolved over
our planet’s 4.5 billion year history, but past compositions are difficult to determine with
any precision. The composition of the present atmosphere was only finalized after the
discovery of argon by William Ramsay in 1894. The composition of Earth’s earliest at-
mosphere is the subject of much debate, as there is no rock record from this time, and
the atmosphere may have been involved in the prebiotic chemistry that led to life (Miller
and Urey 1959). Perhaps the most significant change occurred within the first one hun-
dred million years when any primitive atmosphere captured from the primordial solar neb-
ula, or degassed during the impact of accreting planetary material was lost to space. Ev-
idence for such atmospheric escape consists of the isotopic and elemental abundance of
rare gases in the modern atmosphere (Porcelli and Pepin 2000). These abundances are con-
sistent with the pattern produced when heavier elements such as the rare gases are car-
ried away by rapidly escaping hydrogen from the uppermost layers of the atmosphere. The
hydrogen itself is heated to temperatures energetically equivalent to gravitational escape
by elevated ultraviolet flux from the more active young Sun (Zahnle and Walker 1982;
Ribas et al. 2005) or by impacts.

The primordial atmosphere was replaced by one whose composition was determined by
the chemistry of gases from volcanoes and fumaroles. If these gases exsolved from silicate
melts that were in chemical equilibrium with the mantle, and if mantle chemistry has evolved
little (Canil 2002; Li and Lee 2004), then these gases were primarily H2O, CO2, and N2,
with small amounts of CH4 and H2. Atmospheric composition continued to evolve, however,
the most notable event being the appearance of persistent atmospheric oxygen about 2400
million years ago (Kasting 1993). Evidence for anoxic conditions prior to that time now
seems, I hesitate to say, airtight: That evidence consists of leaching of soluble ferrous iron
(Fe2+) from paleosols (ancient soils), the presence of (insoluble) detridal pyrite (FeS2) and
uraninite (UO2) in stream deposits, and mass-independent fractionation of stable isotopes
of sulfur (Canfield 2005). The last indicates the absence of the modern sulfur cycle (and,
indirectly, the absence of atmospheric oxygen) in which sulfur dioxide from volcanoes or
pyrite from sedimentary rocks is oxidized to sulfate in the oceans, and then re-reduced by
sulfate-reducing microorganisms in marine sediments or the water column (Farquhar et al.
2000). Once oxygen appeared, we can say relatively little about its concentration, except
that for the next billion years it was probably lower than today because the deep oceans
remained anoxic (Kasting 1987). Sometime in the late Precambrian, perhaps 700 million
years ago, the level of oxygen rose to near its present value (Canfield and Teske 1996) and
has remained within a factor of two of that level since that time (Berner et al. 2000; Berner
2001).

There is substantial, although not uncontroversial, evidence that atmospheric carbon
dioxide concentrations were higher in the past (Rye et al. 1995; Pearson and Palmer 2000;
Kaufman and Xiao 2003; Hessler et al. 2004). Decreasing carbon dioxide levels over geo-
logic time might be symptomatic of a negative feedback that stabilizes climate against the
increasing luminosity of the Sun on the main sequence (Walker et al. 1981). It is not known
if the concentration of the primary component of the atmosphere, dinitrogen, has changed.
The atmosphere is the principle reservoir of nitrogen on the surface of the Earth and mod-
ern nitrogen transformations are mediated by life, particularly bacteria. Fixation of nitrogen
from the atmosphere into organic form, and its return to the atmosphere by biotic and abi-
otic processes cycles the entire atmospheric reservoir through living matter and sedimentary
nitrogen in about 20 million years. In principle, the partial pressure of nitrogen could have
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evolved if a significant fraction of nitrogen had been shunted to these other reservoirs, but
there is good reason to think this never occurred: The amount of nitrogen in living matter
is limited by the total size of the biosphere and this has never been much larger in the past,
as indicated by the relatively constant isotopic composition of carbon in marine carbonates
(Schidlowski 1988). The size of the sedimentary nitrogen budget has probably also has been
limited by the propensity for life to efficiently scavenge sources of single nitrogen.

To discuss the effect of life on the chemistry of the atmosphere, one must discuss life, and
to discuss life one must not only consider biochemistry, but history. Life has evolved not only
according to absolute physiochemical limitations, but also, it seems, according to events that
impose conditions on its subsequent evolution. Such contingencies are sometimes called
‘frozen accidents’. The small and large subunits of the ribosome, an ancient holoenzyme
responsible for protein synthesis and critical to all known life, is one example of a possible
frozen accident. The ribonucleic acid (RNA) polymer moiety of the ribosome, a possible
relic from an early ‘RNA world’ that preceded the advent of proteins (Gilbert 1986), has not
been replaced by more efficient proteins as is presumably the case for other enzymes.

Speciation and the divergence of lineages of organisms is another example of a frozen
accident. Once two species diverge sufficiently under the influence of natural selection they
become genetically isolated and the process becomes irreversible, although it is now well
established that even genetically distant microorganisms can exchange functional genetic
material over evolutionary time through a process called horizontal gene transfer (Gogarten
and Townsend 2005). Despite this complication, the common ancestry of lineages, and the
degree to which they have diverged, can be described in simplified terms as an evolution-
ary tree—a Tree of Life. This slide (Fig. 11a) is a conceptual evolutionary tree that I drew
in my journal. The next slide (Fig. 11b) is a schematic of a phylogenetic tree constructed
from the analysis of the sequences of conserved molecules in extant life. Figure 11b can
be used to illustrate several other ‘frozen accidents’ in the history of life: Most obvious is
the existence of three “domains”, Bacteria, Archaea, and Eukarya (Woese and Fox 1981),
not two, or five, as previously thought (Whittaker 1969). Another “accident” is the presence
of the photosynthetic apparatus uniquely in the Bacteria. (Eukaryotic plants carry out pho-
tosynthesis because of the presence of chloroplasts—the extremely derived descendants of
bacterial endosymbionts.) Speaking of plants, all known algae are thought to originate from

Fig. 11 (a) A reproduction of a
phylogenetic tree from Charles
Darwin’s “First Notebook on
Transmutation of Species”
(1837). (b) A schematic tree of
life showing the phylogenetic
relationships between some of
the major kingdoms of organisms
based on sequences of conserved
molecules. The Bacteria and
Archaea each comprise multiple,
diverse groups that are not shown
here for clarity. The location of
the “root” of the tree in the
Bacteria, inferred from ancient
genes that duplicated before the
appearance of the three domains,
means that the Bacteria emerged
as a distinct lineage before either
the Archaea or Eukarya
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one or more endosymbiotic events in which an engulfed or infectious bacteria came to reside
obligately in a eukaryotic host cell (McFadden 2001). The eukaryotic cell may itself be the
result of a fusion between two cell types, one of which gave rise to the nucleus (Gupta and
Golding 1996). The formation of the nucleus had consequences for the environmental range
of the eukaryotic cell: The need to selectively transport messenger RNA out of the nucleus
and proteins into the nucleus drove the evolution of large nuclear pore complexes. These
large assemblies of proteins compromise the thermal stability of the nuclear membrane.
As a result of this and other factors, eukaryotic cells have a much lower maximum known
growth temperature, e.g., 62°C for thermophilic fungi (Maheshwari et al. 2000) compared
to as high as 121°C in the nucleus-lacking prokaryotes (Kashefi and Lovley 2003). I will
discuss a conjectural consequence of this limitation for the atmosphere and global climate
at the end of my talk.

4.2 The Impact of Life on the Atmosphere

Life affects the atmosphere in three ways: First, organisms carry out chemical reactions
directly involving atmospheric gases. Secondly, they mediate chemical reactions that in-
directly involve atmospheric gases. Third, they create structures that alter the diffusion of
gases between the atmosphere and surface of the Earth. Organisms interact directly with
the atmosphere by producing and consuming gases, including N2, O2, CO2, CH4, and N2O.
The last three molecules are strong greenhouse gases. Carbon dioxide is fixed by oxygenic
phototrophs into complex organic molecules such as glucose (C6H12O6); oxygen is evolved
as a by-product. The reverse reaction occurs when sugars are respired aerobically for en-
ergy (Table 2). Carbon dioxide is also fixed or produced during chemoautotrophic growth
and catabolism of energy-rich organic molecules such as glucose under anaerobic condi-
tions (fermentation), some reactions of which yield CO2 and/or H2. Methane is produced
either by combining CO2 and H2 or decomposing acetate (C2H4O2) (Table 2). Methane is
consumed during aerobic or anaerobic methane oxidation. The latter takes place concomi-
tantly with the reduction of sulfate (SO2−

4 ) to sulfide (HS−) in marine environments. (Sulfide
evolves to the gas H2S under low pH.) Nitrous oxide is produced during denitrification by
the reduction of nitrate (NO−

3 ) to nitrite (NO−
2 ) and nitric oxide (NO). Dinitrogen (N2), the

Table 2 Metabolisms involving atmospheric gases

Metabolism Reaction Domains

Photosynthesis 6CO2 + 6H2O → C6H12O6 + 6O2 B, E

Aerobic respiration C6H12O6 + 6O2 → 6CO2 + 6H2O B, A, E

Sugar fermentation C6H12O6 → 2C2H5OH + 2CO2 B, E

Methanogenesis CO2 + 4H2 → CH4 + 2H2O A

Acetoclastic methanogenesis CH3COOH → CO2 + CH4 A

Methane oxidation CH4 + 2O2 → CO2 + 2H2O B

Anaerobic methane oxidation CH4 + SO2−
4 + 2H+ → H2S + CO2 + 2H2O A

Nitrogen fixation N2 → Norg B, A?

Denitrification 2NO−
3 + 12H+ → N2 + 6H2O + 6CO2 B, A

Ammonium oxidation 2NH+
4 + 4O2 → 2NO−

3 + 4H+ + 2H2O B

Anammox NH+
4 + NO−

2 → N2 + 2H2O B

Sulfate reduction SO2−
4 + 2H+ + 2CH2O → H2S + 2CO2 + 2H2O B, A
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dominant constituent of Earth’s modern atmosphere, is converted into organic form by the
process of nitrogen fixation and also released during denitrification.

The distribution of these metabolisms in the tree of life is very uneven (Table 2). Al-
though organisms capable of aerobic respiration are present in all three domains of life
(Bacteria, Archaea, and Eukarya), only a single group of the Bacteria—the Cyanobacteria—
are known to be capable of oxygenic photosynthesis. Likewise, methanogens are found
only amongst the Archaea. The genes for proteins involved in nitrogen fixation have been
found in both the Bacteria and Archaea (particulary methanogens) (Zehr et al. 2004). By
comparison, eukaryotic cells are not very metabolically facile, and so far shown only to
be capable of aerobic respiration, oxygenic photosynthesis, and fermentation. In fact, the
first two metabolisms were imported long ago when oxygen-respiring α-proteobacteria and
cyanobacteria came to permanently occupy the eukaryotic cell and the eukaryotic plant cell,
eventually becoming the mitochondrian and the chloroplast, respectively. Methanogenic
symbionts have been found in certain protists, but it is not known if these benefit the eu-
karyotic host cell (Fenchel and Finlay 1991).

Life also alters atmospheric composition indirectly by mediating chemical reactions that
affect atmospheric gases. One example is biological control over weathering reactions of
silicate minerals at the surface of the Earth. Many silicate minerals created at high pres-
sures and temperatures within the Earth are unstable under conditions at the Earth’s surface.
In the presence of water and an acid they transform to more thermodynamically favored
phyllosilicates, clays and oxides by a variety of weathering reactions, e.g.:

CaAl2Si2O8 + 8H+ → Ca2+ + 2Al3+ + 2SiO2 + 4H2O. (2)

Protons can be supplied by carbonic acid, HCO−
3 , a ubiquitous acid in waters under CO2-

containing atmospheres:

CO2(aq) + H2O → H2CO3 → HCO−
3 + H+. (3)

Abiotic weathering of silicates and its role in atmospheric CO2 and climate have been
reviewed by Kump et al. (2000). Plants and fungi produce a variety of organic acids
such as oxalic acid that accelerate the weathering process. Vegetation may also increase
the relative mobility and release of Ca, Mg, and Sr, thereby favoring the right-hand
side of (2) (Gislason et al. 1996). (Vascular plants also influence weathering in other
ways, as I shall talk about in a moment.) Acceleration of weathering by organisms may
have counteracted warming by a brighter, evolving Sun (Schwartzman and Volk 1989;
Berner 1992).

The complementary reaction to weathering is the biogenic precipitation of aragonite or
calcite in the oceans:

Ca2+ + 2HCO−
3 → CaCO3 + CO2 + H2O. (4)

In the inorganic cycling of carbon, net formation of sedimentary carbonates balances
CO2 produced by volcanoes and metamorphism. Photosynthetic uptake of carbon diox-
ide favors carbonate predicipation, however the rate will still be limited by the sup-
ply of calcium ions to the ocean. For billions of years before the emergence of mul-
ticellular life, precipitation was abiotic or driven by photosynthesis. Biomineralization
by animals involves actively maintaining and controlling the precipitation process. Ac-
tive pumping of calcium ions and bicarbonate to biomineralization sites means that am-
bient concentrations, and thus the calcite saturation state of the ocean, can fall. Equa-
tion (3) tells us then that ambient CO2 concentrations will also fall until equilibrium is
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re-established. This has obvious consequences for climate, and the suggestion that animals
were somehow responsible for a dramatic cooling of the planet at the end of the Precam-
brian is not new. However, the oldest fossils of biomineralizing animals, the “small shelly
fauna” including Cloudina and Namacalathus, appear 550 million years ago (Grant 1990;
Grotzinger et al. 2000), and only after multiple episodes of extreme glaciation and the
decline of massive limestone formations.

Biotic manipulation of atmospheric composition can also affect the fraction of sunlight
that is reflected back into space, a quantity called the planetary albedo. Biogenic aerosols
influence climate by scattering incoming radiation and serving as cloud condensation nuclei
(CCN). Natural aerosols are primarily composed of sulfate and carbonaceous compounds
(Pöschl 2005) and, in the marine boundary layer, salts (Murphy et al. 1998). Biogenic sul-
fate derives from oxidation of dimethyl sulfide (DMS) from marine organisms and car-
bonyl sulfide (COS) from terrestrial vegetation (Andreae and Crutzen 1997). An elevated
atmospheric CCN content decreases average cloud droplet size, increasing cloud albedo
and cloud lifetime against precipitation, thereby cooling the Earth (Ackerman et al. 2000).
Aerosols may have been more abundant on the Archean Earth when oxygen was absent from
the atmosphere (Pavlov et al. 2001b).

The final effect of living organisms is what one might call a “compartmentalization” of
the atmosphere by biogenic structures. One example of this type of effect is a soil: Soils are
an admixture of the weathering products of rocks and decomposing organic matter. Phys-
ically, a soil is a permeable structure, maintained in place by vascular plant roots and its
own cohesiveness. It contains significant pore space containing gases and aqueous solutions
and because their transport is limited by diffusion, their composition can depart radically
from that of the atmosphere. These differences can affect the pathways and kinetics of the
weathering reactions of the parent rock and the decomposition of organic matter. It will also
affect biological activity through, for example, the abundance of oxygen. More specifically,
aerobic respiration of organic matter by the roots and soil microorganisms can increase the
concentration of CO2 in soil pore space to as much as 10,000 ppm. There is also a concomi-
tant decrease in the concentration of O2. Because there is much more O2 in the atmosphere
compared to CO2, the decrease in O2 will in general not be significant. The exceptions are
soils in which a significant amount of the pore volume is occupied by water, through which
oxygen diffuses a factor of 104 times more slowly than in air, and in which conditions can
be hypoxic or even anoxic. High soil CO2 leads to an increase in the concentration of hydro-
gen ions in porewater (3), hence favoring chemical weathering (2). In the absence of soil,
atmospheric CO2 (and, through the greenhouse effect, temperatures) would be much higher
(Berner 1992). Vascular plans also actively pump soil water into their tissues and transpire
it into the atmosphere, thereby changing relative humidity, cloud formation, and planetary
albedo in unknown but potentially significant ways.

A second example is the digestive tract of animals. Rather than simply filtering particles
from seawater (as sponges do) or absorbing dissolved molecules (which the enigmatic pla-
cozoans do), animals with guts process their food in internal compartments that are isolated
from the atmosphere. Again, as in the case of soils or sediments, biological activity by the
microorganisms, in addition to the host animal itself, alters the chemistry of the immediate
environment compared to surface conditions at the Earth or in the oceans (Plante and Ju-
mars 1992). To illustrate how dramatic the difference is, I show here a table (Table 3) giving
median concentrations of gases in human flatus (Suarez et al. 1997) compared with the com-
position of the modern atmosphere. Organic matter passing through guts is processed under
conditions quite dissimilar to those at the surface of the modern Earth: Metabolisms such
as methanogenesis that require abundant H2, for example, are favored. The consequences
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Table 3 Median composition (%
number) of human colonic flatus
(Suarez et al. 1997) and the
modern atmosphere

Chemical species Flatus Present atmosphere

CO2 29.5% 0.038

H2 32.2 0.00005

N2 18.9 78

CH4 0.006 0.00019

O2 2.95 21

H2S 1.1 0

for the global carbon cycle of the appearance with animals with guts are not understood but
may have been dramatic (Rothman et al. 2003).

Compartmentalization of the atmosphere did not stop with the origin of animal guts:
New forms emerged as animals evolved, including burrows, reefs, and termite mounds. We
humans continue a time-honored tradition when we build and inhabit edifices, heating or
cooling their interiors by burning fossil fuels, releasing CO2, and altering the outside at-
mosphere and climate.

4.3 Feedbacks and Planetary Homeostasis

I have described three ways in which living things alter the atmospheric composition of
the Earth, and thereby the climate and environment which they experience. I have also de-
scribed in previous work (Darwin 1859) how the environment acts through natural selection
on the variation between individuals in a species, thereby causing the species to evolve, or
even new species to emerge, over geologic time. Does this combination of forces constitute
a feedback between the organic and inorganic worlds? Margulis and Lovelock (1974) pro-
posed that surface conditions are regulated by life so as to permit maximum growth of the
biosphere and that planetary homeostasis emerges naturally. This extraordinary claim (the
“Gaia hypothesis”) has met with great interest, and perhaps even greater incredulity by the
scientific community.

Watson and Lovelock (1983) illustrated planetary homeostasis by a simple model involv-
ing oppositely-pigmented members of the Asterales order of the Plantae (black and white
daisies). Both strains have the same growth response to temperature, but because they absorb
sunlight to a different degree (black completely, white not at all), they experience different
local temperatures. As a result, the growth of one type of daisy will be favored until that
growth has changed the planet’s albedo and has heated or cooled it sufficiently to elimi-
nate that advantage. As a consequence, the evolving brightness of the planet’s parent star
will be accompanied by a concomitant change in the relative proportions of black and white
daisies. Black daisies will be favored at lower illumination levels; white daisies at higher.
The surface temperature of Daisyworld remains constant as an initially pure black daisy
population is replaced by white daisies (Fig. 12a). Subsequent versions of the Daisyworld
model included intermediate strains of “grey” daises and predation (Harding and Lovelock
1996).

Evolutionary biologists have been reluctant to take such models seriously because they
seem to imply phenomenae that would not emerge from natural selection acting on individ-
ual organisms. In particular, the idea that natural selection can act on groups of organisms
(“group selection”), rather than individuals, has fallen out of favor, with the exception of
close relatives that share alleles (“kin selection”). Another objection is that adaptation of
species to their environment should lead to an uncontrolled “drift” of the system and loss
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Fig. 12 (a) Biological homeostasis (“Daisyworld”) in the abstract: As an external parameter (e.g., stellar
radiation) varies, the relative growth of two species (black and white daisies), which affect the internal state
(e.g., temperature) in opposite ways, causes the internal state to remain constant over a certain range (solid
curve). Curves of growth rate as a function of the internal parameter value are at the top; the relative popu-
lation sizes are the bottom curves. Regulation fails once one species dominates. (b) One possible example of
climate regulation by life: Relative rate of weathering and removal of CO2 from the atmosphere as carbon-
ates as a function of atmospheric CO2, based on a coupled climate–vegetation–soil model (Gaidos, in prep).
The solid curve is for the Earth with the current configuration of continents, orbital parameters, and fixed
vegetation biomass; the dotted curve is for an unvegetated world. The steeper slope of the vegetated world
is due to migration of vegetation to, and soil development at, high latitudes with increasing temperature as
well as enhanced gross primary productivity under a CO2-rich atmosphere. A steeper slope implies a stronger
negative feedback

of self-regulation (Robertson and Robinson 1998; Lenton 1998). Indeed, it would seem that
the essence of Daisyworld is lack of or incomplete adaptation to the environment due to
some physiological barrier, for example. In the case of the original model, it is the finite
temperature range of growth (Lenton and Lovelock 2000).

Does Earth’s atmosphere reflect any Daisyworld-like self-regulation? Charlson et al.
(1987) have proposed that the production of dimethylsulfide by marine algae, the incor-
poration of that sulfur into cloud condensation nuclei and the effect of clouds on the global
albedo is one such atmospherically-mediated climate regulation. There are many other po-
tential climate-biosphere feedbacks (Lashof et al. 1997). One such feedback may involve the
maximum growth temperatures of lichens and plants involved in enhancing weathering of
silicate rocks. The upper temperature range for growth is about 62°C for fungi (Maheshwari
et al. 2000) and 40–50°C for plants. (Lower limits are set by the unavailability of signif-
icant liquid water below 0°C.) As a result, the latitude range of plants shifts in response
to climate (Davis and Shaw 2001). Thus, if the concentration of atmospheric carbon diox-
ide decreases, temperatures fall, plants retreat from high latitudes and weathering at those
latitudes decreases. As a consequence, carbon dioxide levels increase, warming the Earth.
Conversely, if the Earth warms, plants occupy higher latitudes, increasing the development
of soil and rates of weathering there, and lowering atmospheric CO2. This feedback is in ad-
dition to the abiotic thermostat proposed by Walker et al. (1981). The vegetation migration
effect is stronger than the abiotic effect alone at low atmospheric CO2 levels and tempera-
tures, but becomes weaker with increasing CO2 and mean surface temperature because high
latitudes constitute a smaller fraction of Earth’s weatherable surface area (Fig. 12b). A po-
tential instability point exists when temperatures at the equator approach the limit of plant
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growth. Beyond that point, plants die back at low latitudes, leading to decreased weathering,
increased CO2, and still higher temperatures. A similar collapse of regulation occurs in a
2-D Daisyworld model when increasing equatorial temperatures drive desertification and an
increase in albedo at low latitudes (Ackland et al. 2003).

The Gaia hypothesis emerged from the proposition that life on Mars should have al-
ready been detected by its effect on atmospheric composition, and therefore did not exist in
abundance (Hitchcock and Lovelock 1966). Regardless of what one thinks of the Gaia con-
jecture, the notion that Earth’s atmosphere bears the imprint of life continues to be accepted
as a practical approach to detecting life on another planet and recent studies have addressed
this possibility (Des Marais et al. 2002). The simultaneous presence of oxygen and methane
in an atmosphere, originally considered by Hitchcock and Lovelock (1966), is considered
to be a strong indicator of biological activity and in an interesting experiment, they were
detected in Earth’s atmosphere by a passing spacecraft (Sagan et al. 1993).

Since my publication of Origin of Species, one species in particular has increased its
influence on the atmosphere. The atmospheric concentration of CO2 is now at the highest
level it has ever been in the past 600,000 years (Siegenthaler et al. 2005) and the annual
increase shows no signs of abating (Keeling et al. 1989). The concentration of methane has
also dramatically increased since the expansion of major anthropogenic sources, particularly
rice paddies and ruminant livestock. Our influence on the atmosphere would be detectable
from far away, if an observer knew what to look for. Our engineering of the atmosphere is
reckless and without a plan. Intelligent species on other planets might be more deliberate and
constructive in their work. For example, they could introduce a suite of long-lived “super”
greenhouse gases such as fluorine compounds that would block most of the infrared radiation
escaping from the surface, creating an intense greenhouse effect that would warm planets
like Mars that are too distant from their parent star and otherwise too cold to support liquid
water at their surfaces (Gerstell et al. 2001). The unambiguous spectroscopic signature of
such a feat—strong absorption features at many infrared wavelengths—might be detected
from a great distance. Thank you.

5 Discussion

Guillaume: Thank you, Charles. We now move into the panel discussion part of our session.
Charles, I see you already have your hand up, so please go ahead.

Lyell: Are there examples of destabilizing, or “anti-Gaia” biotic feedbacks? The geologic
activity of our planet is also thought to have slowly decreased with time as the radiogenic
heat produced in the Earth decays and the mantle convection needed to reject that heat slows.
What are the implications of this for climate stabilization by biology?

Darwin: Excellent question. Lovelock and Kump (1994) addressed some aspects of this
issue, arguing that above a global mean temperature of 20°C, both marine and terrestrial
ecosystems supply a destabilizing positive climate feedback by taking up less CO2 or releas-
ing more to the atmosphere. Clearly, long-term brightening of the Sun will eventually defeat
any stabilization. Kasting and Caldeira (1992) showed that, well before the increase in sur-
face temperature and atmospheric water vapor content create a runaway “wet” greenhouse,
the atmospheric carbon dioxide concentration will fall below the level where C4 plants can
carry out photosynthesis. Of course, strong selection pressure may produce plants capable of
growing at even lower CO2 concentrations but eventually levels will reach zero and a biotic
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crisis will ensue. Lower rates of geologic activity and CO2 output in the future (Franck et
al. 2000) will only hasten that day.

Darwin: I have a question for Sir Herschel: You mention that greenhouse gases other than
carbon dioxide may have been important in determining the climate and of early Mars. What
are those gases?

Herschel: The most likely candidate is methane. Per molecule, methane is twenty times
more effective as a greenhouse gas. Methane is an attractive candidate because it absorbs
at different wavelengths than CO2. Kasting (1997) and Pavlov et al. (2001a) argued that
an atmosphere with about one bar of CO2 and 1% methane could keep Mars surface tem-
peratures above freezing early in its history when the Sun was fainter. The real difficulty
with this scenario is that it requires a source of CH4 that is comparable with the present-
day biological source on Earth (much of which is anthropogenic in nature). Purely abiotic
geologic activity produces methane on the Earth, i.e., through production of H2 by the ser-
pentinization of mafic rocks and reaction of hydrogen with CO2, but in relatively small (and
uncertain) amounts compared to biogenic methane. Ongoing fluid-rock chemistry in the
crust may be responsible for the purported few tens of ppb of CH4 detected on Mars (Lyons
et al. 2005). Alternatively, methane may only now be escaping from the destabilization of
hydrates formed during an earlier, more geologically active phase (Oze and Sharma 2005).
However, the level of geologic activity on early Mars is not known and it is not at all clear
that even a very active Mars could have produced the necessary methane to warm the surface
without the intervention of biology. Furthermore, the photochemical lifetime on an ancient,
wet Mars would be much shorter than its present value of a few centuries. So perhaps this
all implies that life—methanogens—did exist on Mars!

Darwin: My question is for Sir Lyell: After the “Opportunity” and “Spirit” rovers, which
question about the past or present habitability of Mars now looms largest? What are the next
“opportunities”, if I may turn a phrase, to answer that question?

Lyell: The twin Mars Exploration rovers have demonstrated that liquid water once existed
at and near the surface and that it chemically altered the rocks. But spacecrafts orbiting
Mars have revealed other extensively altered terrains where environments might have been
even more hospitable to life and persisted for longer periods. The presence of methane in
the Martian atmosphere might indicate that liquid water exists even today in the subsurface.
Every mission reveals that the Martian crust and atmosphere are even more complex than
we had previously suspected. Therefore the next question looms largest: Did liquid water
ever co-exist with sources of energy and environmental conditions that could have allowed
life to develop and persist? Additional questions immediately follow. What has been the
full diversity of habitable environments on Mars and can spacecraft explore them and/or
their geologic records? How extensive geographically were such environments and how
long did they persist? We must identify geologic deposits that preserved evidence of ancient
habitable environments and also, potentially, signatures of life. Examples of such deposits
include carbonates, aqueously deposited silica, phosphates, and evaporite minerals such as
well-cemented sulfates and halides.

Regarding upcoming opportunities, both the Mars Express and the Mars Reconnaissance
orbiters will probably continue to identify minerals that indicate where volatile species such
as water and CO2 have interacted with crustal rocks and perhaps created both habitable en-
vironments and aqueous precipitates. The orbiters will also probably discover sites that are
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even more promising than those visited by the MER landers. In the nearest future NASA’s
Phoenix lander (2007 launch) and Mars Science Laboratory (MSL) rover (2009 launch)
will analyze both minerals and volatile species. The MSL rover, another “robotic field ge-
ologist”, like “Spirit” and “Opportunity”, might someday explore a site that represents an
ancient lake, hydrothermal system, or some other kind of ancient habitable environment
that, once upon a time, indeed fulfilled all of life’s requirements.

Guillaume: This is indeed a fascinating discussion, but my highly accurate Swiss watch
tells me that we are out of time. Let’s thank our speakers again and enjoy the rest of this day
in this especially habitable part of Earth.
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Abstract In our search for life on other planets over the past decades, we have come to
understand that the solid terrestrial planets provide much more than merely a substrate on
which life may develop. Large-scale exchange of heat and volatile species between planetary
interiors and hydrospheres/atmospheres, as well as the presence of a magnetic field, are
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important factors contributing to the habitability of a planet. This chapter reviews these
processes, their mutual interactions, and the role life plays in regulating or modulating them.

Keywords Mantle dynamics · Habitability · Magnetic field · Volatiles · Thermal evolution

1 Introduction

Although in our current knowledge life appears to be limited to a relatively narrow and
superficial zone extending no more than a few kilometers from Earth’s surface in either di-
rection, the vast volume of mostly solid rock and solid or liquid iron alloy which is inside
this envelope provides several functions that are important if not crucial for planetary habit-
ability. It appears logical that these functions may also contribute to the habitability of other
planets (or their absence to hostility towards life). Life has not been detected on any other
astronomical body, but there have been inferences and speculations for Mars (e.g. Formisano
et al. 2004) and Europa (see Chyba and Phillips 2001). Titan has also attracted the attention
of exobiologists (Raulin and Owen 2002).

This chapter aims to provide an overview of the many processes and interactions of
the interior of terrestrial planets which may help sustain life. Obviously this is a field of
study which is only starting to be uncovered, and on many subjects our knowledge and
understanding is far from complete. Therefore we also try to discuss some important open
questions which need to be answered.

Figure 1 gives a general overview of the direct and indirect interactions of planetary
core, mantle, crust, hydrosphere/cryosphere and atmosphere processes with the biosphere
for planets with plate tectonics (Earth, and possibly early Mars and early Venus) and for
one-plate planets (Mars, Venus). The transfer of heat from the core through the mantle and
out into the atmosphere and space is shared by both types (though in a one-plate planet, the
core and the mantle are not necessarily cooling down), as are degassing and heat transfer
by volcanism. Both show erosion of the atmosphere by the solar wind, but the presence of
a magnetic field may mitigate this in the case of plate tectonics. However, only the plate
tectonics scenario includes a means of reintroducing material back into the planet’s interior
through subduction, generating a cycle between interior and exterior reservoirs, though a
mechanism has been proposed for one-plate planets as well (Elkins-Tanton 2007a).

It is immediately clear that several interactions consist of the transfer of volatile species
like water and CO2 between different reservoirs. This is very important since both species
are the essential materials of life (nitrogen, phosphorus and sulfur are other important basic
raw materials), and also main constituents of the hydrosphere/cryosphere and atmosphere.

Less obvious, but not less important, is the effect that volatiles, and specifically water,
may have on the dynamics of the planetary interior. The presence of water is thought to
play a crucial role in the generation of plate tectonics through weakening the lithosphere
(Regenauer-Lieb et al. 2001). The presence or absence of plate tectonics significantly affects
the thermal evolution of a planet, which in turn determines whether a magnetic field can
be generated to protect the atmosphere against the solar wind (see Chap. 6). In addition
to this, volatile species play a significant role in determining the surface temperature of a
planet, thus affecting the temperature difference between interior and exterior which drives
the dynamics of the mantle.

In this chapter, these interactions are reviewed in more detail, combining two approaches
to habitability. On the one hand, we stay on firm ground by looking at Earth and what makes
it habitable. On the other hand, we look at other planets, specifically Mars and Venus, and
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Fig. 1 Sketch comparing the possible relationships between interior, surface and atmosphere of a planet
with plate tectonics on the one hand, and a planet with convection underneath a single plate on the other
hand. Dashed arrows denote low efficiency mechanisms. By promoting very complex and global geological
cycles, plate tectonics tends to generate conditions favorable for life. In the case of a one-plate planet (no
subduction) the geologic interactions between the different subsets are reduced and more localized. Such a
planet may not be able to sustain its internal magnetic field and recycle volatiles (extracted from the interior
by magmatism) into the mantle; finally it evolves toward a planet with either an atmosphere that is too thin
(Mars) or too thick (Venus), being quite probably uninhabitable at the present time

consider what makes these planets less suitable for life. We start by discussing the invento-
ries and fluxes of volatiles in terrestrial planets (focusing on Earth, which is the only planet
for which we have sufficient information) in Sect. 2. In Sect. 3, we discuss several processes
involving these volatile species which are important for maintaining planetary habitability.
The dynamical evolution of Earth, Mars and Venus in the context of these processes is pre-
sented in Sect. 4, and finally a synthesis discussing the implications for planetary habitability
and open questions is presented in Sect. 5.

2 Origins, Inventories and Cycles

In the light of the central position volatiles appear to play in the direct and indirect interaction
between planetary interiors and biospheres, the following sections discuss the present-day
inventories and fluxes of volatiles in Earth’s interior and exterior and the Martian and Venu-
sian atmospheres, and the origin and survival of these inventories. The focus will be on H2O
and CO2, as these appear to be the most important and best studied. As N and S are crucial
components of amino-acids, these elements will be treated as well. We finish by discussing
the oxidation state of the mantle and its implications for habitability.
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2.1 Earth’s Volatile Inventories

Even for planet Earth, which is the best studied of the terrestrial planets, there remains con-
siderable uncertainty about distribution of inventories between different reservoirs, the core
remaining the most elusive. Table 1 shows a compilation of recent reservoir size estimates
for Earth’s core, mantle, and hydrosphere/atmosphere.

Most mantle minerals, including nominally anhydrous minerals, may carry several hun-
dred ppm’s of water. Xenolith samples have shown the following ranges of water contents
for upper mantle minerals (Withers et al. 1998; Ingrin and Skogby 2000; Koga et al. 2003;
Mosenfelder et al. 2006): 100–1300 ppm in clinopyroxene, 60–650 ppm in orthopyrox-
ene, up to several thousand ppm in olivine, and up to 1000 ppm in garnet. In the transi-
tion zone, (Mg,Fe)2SiO4—γ -spinel can contain up to 2.7 wt.% of H2O (Inoue et al. 1998;
Williams and Hemley 2001). This may make the transition zone an important reservoir
for the Earth’s interior water (Bercovici and Karato 2003). Mg-perovskite may contain
up to 700 atoms of H per 106 atoms of Si at 27 GPa and 1830◦C, but increasing the
pressure and adding Al may increase this solubility (Williams and Hemley 2001). Mu-
rakami et al. (2002) report that magnesiowüstite and MgSiO4-rich perovskite may con-
tain 0.2 wt.% water, and CaSiO4-rich perovskite may contain 0.4 wt.%. These num-
bers suggest that the lower mantle may contain up to 5 ocean masses. The Earth’s core
may be the most important of the hydrogen reservoirs (Williams and Hemley 2001;
Hirao et al. 2004), as shown in Table 1, storing hydrogen in the form of iron hydrides.
High pressure experiments of Saxena et al. (2004) confirm the stability of iron hydride at
core pressures.

Most of the Earth’s carbon is in its interior. However, the solubility of CO2 in olivine,
pyroxenes, garnet and spinel is very low, about 0.1–1 ppm by weight. Keppler et al. (2003)
conclude from this that there must be a separate carbon-bearing phase in the deep upper
mantle, possibly carbonates. The carbon content of the atmosphere and oceans is orders of
magnitude smaller. The Earth’s core may contain 2–4 wt.% C (Wood 1993). Core compo-

Table 1 Inventories of important volatile species in the Earth’s interior and exterior, and the martian and
venusian atmospheres

Element/ Reservoir size (g)

compound
Earth Mars Venus

atmosphereo atmospherep
Core Mantle/crust Hydrosphere/atmosphere

H2O 1 · 1025− 3.6 · 1024− 1.4 · 1024 m 2.3 · 1015 4.8 · 1018

1.4 · 1026 a,b,n 8.3 · 1024 a,n

C 4 · 1024− 3 · 1022− 3.6 · 1019 l 6.5 · 1018 1.3 · 1023

8 · 1025 e,n 4.9 · 1023 c,d,n

N 1.4 · 1023 n 3.8 · 1020− 4 · 1021 f 4.4 · 1017 1.1 · 1022

8.1 · 1021 d,h,n

S 1.9 · 1025− 1.0 · 1024 h,n 1.3 · 1021 k 5.3 · 1019

3.3 · 1025 g,i,n

References: a) Williams and Hemley (2001), b) Hirao et al. (2004), c) Coltice et al. (2004), d) Zhang and
Zindler (1993), e) Wood (1993), f) Galloway (2001), g) Allègre et al. (1995), h) McDonough and Sun (1995),
i) Dreibus and Palme (1996), j) Jahnke (1992), k) Charlson et al. (1992), l) Holmen (1992), m) Murray (1992),
n) McDonough (2003), o) Williams (2004), p) Williams (2005)
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sitions of 0.3 wt.% carbon or more, in the presence of another light element like S, results
in the formation of Fe3C as the first crystallizing phase, which is more consistent with the
inner core density than a pure Fe or FeNi composition.

It is unclear whether the core reservoir has significant interaction with the mantle,
and thus ultimately with the biosphere. Tungsten isotope data have been applied to in-
fer the presence or absence of core material in the source material of oceanic island
basalts, but the results are equivocal and remain controversial (Scherstén et al. 2004;
Jellinek and Manga 2004; Humayun et al. 2004), with both geochemical and geophysical
evidence arguing against it (Lassiter 2006).

2.2 Volatile Inventories of Mars and Venus

Obviously, the volatile inventories of Mars and Venus are much more difficult to estimate
than those for Earth. Most information is available on the atmospheres, which is listed in
Table 1. Note that on Mars, significant exchange (20% of atmosphere mass) of volatiles
between the atmosphere and the surface, the seasonal ice caps, and the polar layered deposits
takes place on a seasonal basis (Mischna et al. 2003; Aharonson et al. 2004). The north
polar cap primarily consists of water, and has an estimated permanent water inventory of
1.4 · 1021 g (Zuber et al. 1998). The south polar cap may contain, when assuming it to
consist of water only, about 2.5 · 1021 g (Smith et al. 1999). In addition to this, there appear
to be significant volumes of ice in the Martian subsurface (Mitrofanov et al. 2002; Feldman
et al. 2002; Boynton et al. 2002).

Dreibus and Wänke (1987) estimated the water content of the Martian mantle to be
36 ppm, i.e. a relatively dry mantle. This corresponds to a mantle inventory on the order
of 1022 g, or two orders of magnitude smaller than in Earth’s mantle (see Table 1). Note
however that the uncertainty in this number is significant (see Lodders and Fegley 1997),
and a homogeneous distribution in the Martian mantle is not to be expected. To illustrate
this point, we mention that Dann et al. (2001) and McSween et al. (2001) infer pre-eruptive
water contents of Shergottite magmas of 1.8%, though this is disputed by Jones (2004). The
Venusian mantle is generally assumed to be dry (see Nimmo and McKenzie 1998) like its
atmosphere (Grinspoon 1993).

2.3 Origin and Survival of the Volatile Inventories

Oceanic island basalts samples around the globe show a large range of 3He/4He ratios.
Whereas the latter of the two helium isotopes is the product of α-decay of several radioac-
tive elements, the former is not. Since noble gases do not easily bind to anything and, as a
consequence, there is nearly no subduction of noble gases (Staudacher and Allègre 1988),
the presence of 3He in the mantle suggests that 3He was added to our growing planet during
accretion, and that some of this primordial reservoir is still present. Similarly, the unifor-
mity of the isotope composition of C in different types of basalts but also diamonds and
carbonitites has been interpreted as evidence for a primitive C source in the mantle (Tingle
1998).

A relatively small amount of water in the original building blocks of the terrestrial plan-
ets, which could later have progressively degassed, would suffice to explain the present-day
water budget of planet Earth. But contrary to carbon, there has been significant escape of hy-
drogen to space (see below). This may demand additional post-accretional sources. Possible
sources are (see Gaidos et al. 2005 and references therein): (1) material from e.g. asteroids;
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(2) comets; (3) ice particles from the outer region of the primordial solar system; (4) ‘wet’
planetary embryos.

During core segregation, significant amounts of hydrogen may have been transported
into the core resulting from reactions between liquid metallic iron and water in the mantle
(Ohtani et al. 2005):

3Fe + H2O → 2FeHx + FeO. (1)

Ohtani et al. observed that the reaction can take place between 6 and 84 GPa, thus being
able to scavenge water from a large part of the primordial mantle. Okuchi (1997) suggests
that more than 95 mole% of the water present in a primordial terrestrial magma ocean may
have reacted for form FeHx and moved into the core.

SNC meteorite studies by Dreibus and Wänke (1987) suggest that the Martian mantle is
very poor in water, containing about 36 ppm. This appears to be in conflict with the general
trend of increasing water availability which is observed when moving away from the sun in
the solar system. However, other volatile elements like Na and K are more abundant in Mars
than in Earth (references in Kuramoto 1997). It is likely that a lot of water was lost from
Mars by the oxidation of metallic iron in the Martian mantle:

H2O + Fe → FeO + H2. (2)

The hydrogen which is released in this way can either dissolve into the core (Zharkov and
Gudkova 2000), or be segregated into the atmosphere, from where it escapes into space
(Hunten et al. 1987). However, an equilibrium may already have been reached during the
accretion process in the planetesimals, possibly eliminating further loss after accretion.

Kuramoto (1997) proposed an alternative reducing agent: reduced C species. He argues
that, whereas the Earth’s core may contain significant amounts of carbon, the high sulfur
content of the Martian core may have prevented the uptake of large amounts of C into the
core, leaving it in the mantle. The idea of the core as a C reservoir is supported by the fact
that graphite and carbites are common in iron meteorites, the geochemistry of these minerals
suggests a planetesimal core origin of these meteorites, and the carbon isotope composition
is similar to that of Earth’s mantle (Tingle 1998, and references therein). Furthermore, Wood
(1993) has shown that C is quite soluble in iron liquids at core pressure, and that dissolution
of C in iron liquids during planetesimal differentiation may be expected.

2.4 Earth Volatile Cycles

Table 2 summarizes the fluxes of the species listed in Table 1 for Earth.

2.4.1 Volatile Fluxes

The subduction system as a whole is an important agent in the recycling of volatile species
into the mantle. However, significant fractions of these species may not enter the deep mantle
but may be reinjected into the atmosphere by arc volcanism.

Water is carried into the mantle in the form of sediment and igneous rock pore and
structural water (Jarrard 2002). The most important water carrying minerals in subduct-
ing crust are probably lawsonite (CaAl2Si2O7(OH)2 · H2O, 11 wt.% water) and serpentine
(Mg3Si2O5(OH)4, up to 13 wt.% water) (Williams and Hemley 2001). Serpentine is stable
up to halfway down the upper mantle, and lawsonite down to the deep upper mantle. Water-
carrying phases of lesser or unknown importance are zoisite (CaAl3Si3O12(OH), signifi-
cantly lower water content), magnesian pumpellyite (Mg5Al5Si6O21(OH)7), K-amphibole,
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alkali-rich hydrous phases, humite (nMg2SiO4 · Mg(OH,F)2), and Dense Hydrous Magne-
sium Silicate, or the so-called alphabet phases (Williams and Hemley 2001). Some of these
minerals are stable down to great pressures (e.g. DHMS phase B 12–24 GPa, DHMS phase
D down to 50 GPa) and may play a role in transporting subducted hydrogen down into the
deep mantle. Apart from these mafic minerals, sediments also appear to play a role in trans-
porting volatiles into the mantle. Plank and Langmuir (1998) calculated the composition of
the average subducted sediment, and from this estimated global subduction fluxes of sedi-
ments and their components. Their estimate for the flux of H2O carried by sediments during
subduction is 9.49 · 1013 g/yr, which is about 1/9 of the total H2O subduction flux.

The fraction of the amount of subducted water which is released through arc volcanism
is sometimes called the recycling ratio Rrec (Franck and Bounama 2001). Its complementary
value, i.e. the fraction of water which is actually subducted into the deep mantle is usually
expressed as the regassing ration RH2O. The geophysical modeling of Franck and Bounama
(2001) gives a preferred value for RH2O of 0.3 to 0.4. Numerical mantle convection models
confirm that parts of the subducting slab remain sufficiently cool to prevent complete de-
hydration (Van Keken et al. 2002). Rüpke et al. (2004) found that specifically serpentinized
lithospheric mantle may be an important agent in transporting up to 40% of it’s initial water
content into the mantle, corresponding to R = 0.6. In contrast, geochemical based estimates
for RH2O are much higher, around 0.9 (e.g. Ito et al. 1983), though the value of Peacock
(1990) of about 0.16 is at the other end of the spectrum.

A common way to estimate the flux of CO2 at mid-ocean ridges is by determining
volatile contents of glasses sampled at mid-ocean ridges and calibrating C to 3He (Marty
and Tolstikhin 1998). Alternatively, pre-eruptive volatile contents of normal mid-ocean ridge
(MOR) basalts can be determined (Saal et al. 2002), which results in similar flux estimates.
Aubaud et al. (2004) looked at kinetic desequilibrium during degassing of MOR magmas,
and reconstructed the original carbon content of the magma. They extrapolated this value to
the global ridge system and estimated a carbon flux of 1.6+0.6

−0.3 · 1014 g/yr of carbon, which is
equivalent to 5.9+2

−0.7 · 1014 g of CO2 per year, i.e. much higher than previous estimates.
Carbon is subducted mostly in the form of carbonates added within the basaltic crust

through hydrothermal circulation (Jarrard 2002) and carbonate sediments deposited at the
top of the oceanic crustal column (Plank and Langmuir 1998; Kerrick and Connolly 2001).
Plank and Langmuir (1998) report carbonate sequence thicknesses of up to several hundred
meters at subduction zones in the subducting crust. Because of a limited number of direct
measurements of arc volcanic CO2 fluxes and uncertainty about representivity of present-
day fluxes over geological history, it is better to estimate carbon fluxes based on magma
production rates (Marty and Tolstikhin 1998). This requires knowledge of relative amounts
of slab-derived and mantle-derived carbon. Based on CO2/3He ratios and carbon isotopes in
arc gases, Varekamp et al. (1992) concluded that more than 80% of arc volcanic CO2 orig-
inates from subducted carbon species. Kerrick and Connolly (2001) studied metamorphic
devolatilization of sediments and found that release of CO2 requires specific conditions of
pressure and temperature and also the presence of H2O rich fluids, which explains the large
amount of carbon that is not released.

Nitrogen is subducted in the form of ammonium and nitrates in the sediment cover of
the oceanic crust. Ammonium is produced by life, and although nitrate can be produced
inorganically by lightning, this requires the presence of oxygen, which in turn is produced
by photosynthetic life (Boyd 2001). Much of this sedimentary nitrogen is returned into the
atmosphere through arc volcanism. Thus, about 85% of arc volcanic nitrogen is of sedimen-
tary origin (Sano et al. 2001a). The total net (i.e. atmospheric nitrogen subtracted) nitrogen
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subduction zone flux is 6.0 ·108 mol/yr, including both arc volcanism and backarc spreading
centers (Sano et al. 2001b).

Sulphur is fixated in the oceanic crust and its sediment cover in the form of metal sulfides
like pyrite. Thus, these are subducted into the mantle with the downgoing slab. Additionally,
sulfates in pore water in the subducting slab and occasional evaporitic sulfate deposits may
be subducted (Canfield 2004).

2.4.2 Non-steady State Contributions

Although Table 2 shows the present-day fluxes which can be considered to represent most
of the past 180 My, during which the plate creation and subduction rates were probably
relatively constant (Rowley 2002), there are punctuated events which form a large additional
source of volatiles: the eruption of flood basalts. For example, the eruption of the Deccan
flood basalts, around 65 Myr ago, resulted in the eruption of about 6 · 1018 g carbon into
the atmosphere over a period of 1.36 Myr (Wignall 2001), corresponding to an additional
flux of 4 · 1012 g/yr, which is similar to the lower end of the estimates for the present-day
mid-ocean ridge flux. In addition to this, and more importantly, about 6 ·1018 g of S was also
injected into the atmosphere, also corresponding to an annual flux of 4 · 1012 g/yr (Wignall
2001), which is significantly more than the present-day flux of arcs, ridges and hotspots
combined. The magmas associated with a flood basalt event are not only a direct source
but also an indirect source of carbon, since interaction of voluminous melts with carbon
bearing sediments in the crust may cause additional release of carbon into the atmosphere
(e.g. Svensen et al. 2004). On the early Earth, flood basalt eruptions were both larger and
more frequent (Abbott and Isley 2002). Therefore, they were probably a more important
factor in the atmosphere/hydrosphere volatile balance.

2.4.3 Flux Balances

Rüpke et al. (2004) investigated the evolution of subduction zone water transport in the
course of Earth’s history. Assuming a high spreading rate and young average age of the
oceanic crust for the early Earth, and the inverse for the present-day Earth, they use a sim-
ple model to predict a high rate of degassing and low rate of reinjection of water in the
early Earth. A flipping of the balance between degassing and regassing would take place
somewhere between 2.5 Ga and 900 Ma, depending on assumptions of the amount of ser-
pentinization of oceanic lithospheric mantle. Since then, the total amount of hydrosphere
and atmosphere water has been slowly declining at the expense of mantle water. The mod-
els of Rüpke et al. (2004) predict a sea level drop of several hundred meters over the last
600 Myr.

Edmond and Huh (2003) argue that at the present day there is an imbalance between
deposition of CO2 in the form of CaCO3 at ocean bottoms and subduction of this material,
as the Atlantic and Indian oceans form significant regions of CaCO3 deposition but have
no significant subduction of this material. This illustrates the possibility of changes in the
carbon cycle on time scales of the Wilson cycle (periodic opening and closing of ocean
basins), and a weak direct coupling between rates of CO2 consumption by weathering and
recycling of fixated carbon through subduction zone degassing (Edmond and Huh 2003).

For carbon, nitrogen, and sulfur, Table 2 shows a net flux out of the mantle. The sulfur
flux has probably been positive for the past 700 Myr, due to the oxic nature of the oceans.
A significantly larger subduction flux of sulfur has been inferred for the Archean and Pro-
terozoic, when the ocean water was anoxic, allowing massive deposition and subduction of
pyrite (Canfield 2004).
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Table 2 Fluxes of important volatile species between the Earth’s interior and exterior

Element/compound Fluxes (g/yr) Balance

Subduction ↓ Arc and backarc ↑ MOR ↑ Hotspots ↑

H2O 8.7 · 1014− 1.4 · 1014 a o o ↓ j,k

1.83 · 1015 a,n

C 1.1 · 1013− 3.0 · 1013 c 0.6 · 1013− 3.5 · 1011− ↑
4.2 · 1013 b,d,e,n 2.2 · 1014 c,g,h,i 4 · 1013 c,h

N 9.0 · 109 f 1.8 · 1010 f 1.1 · 1010 f 6.2 · 107 f ↑

S 1.2 · 1013− ——————– 2.8 · 1013 l ——————– ↑
2.4 · 1013 m

References: a) Peacock (1990), b) Varekamp et al. (1992), c) Marty and Tolstikhin (1998), d) Plank and
Langmuir (1998), e) Kerrick and Connolly (2001), f) Sano et al. (2001b), g) Resing et al. (2004), h) Sano
and Williams (1996), i) Aubaud et al. (2004), j) Rüpke et al. (2004), k) Wallmann (2001), l) Charlson et al.
(1992), m) Canfield (2004), n) Jarrard (2002), o) no estimate found in the literature

2.5 Volatiles and the Oxidation State of Earth’s Mantle and Surface

As all life is driven by redox gradients, and significant exchange of chemical species between
planetary interiors and atmospheres may take place, it is important to consider the mantle
oxidation state when talking about habitability.

The initial oxidation state of a planetary mantle is probably already determined during
accretion and early magma ocean stages. One possibly important process is the oxidation
of ferrous iron by hydrogen with subsequent escape of hydrogen into space or sequestration
in the core (Hunten et al. 1987; Ohtani et al. 2005), though this is difficult to quantify, and
fails to explain the relatively reduced state of Martian basalts where this planet should be
more volatile-rich than Earth (Wade and Wood 2005). Wade and Wood (2005) proposed that
a layer of magnesium silicate perovskite may act as an ’oxygen pump’ during accretion. In
the perovskite, Mg2+Si4+ may be substituted by Fe3+Al3+ during fractional crystallization
at the bottom of a deep magma ocean. This substitution is independent of the redox state and
a disproportionation may take place of the form 3Fe2+ = 2Fe3+ + Fe0 (Frost et al. 2004).
As the metallic iron which is formed in this way may be transported into the core by sinking
iron diapirs, and exchange of silicate material between the perovskite and the magma ocean
(and later the overlying peridotite) may take place, this results in the effective oxidation of
the mantle. As Mars is probably not big enough to have significant amounts of perovskite in
its mantle (the pressure in the lowermost mantle barely reaching that of the phase transition),
this may also explain the apparently relatively reduced state of its mantle (Wade and Wood
2005).

The geochemistry of old and recent rocks may provide evidence for the evolution of
the redox state of the Earth’s mantle. A suitable set of tracers is V and Sc, since these
elements behave in a similar fashion during partial melting of the mantle, and only V is
sensitive to redox conditions during a differentiation event (Li and Lee 2004). Recently,
iron isotopes (57Fe/54Fe) were proposed as a proxy for the mantle oxidation state, since 57Fe
preferentially fractionates into bonds with Fe3+, whereas 54Fe prefers to associate itself with
Fe2+ (Williams et al. 2004). The heterogeneity of this isotope ratio in the mantle is larger
than can be explained by metasomatism and partial melting. Therefore, this suggests that
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part of the variation is caused by a secular variation in the mantle oxidation state (Williams
et al. 2005). However, other workers, using combinations of V, Cr and/or Sc as a proxy
for redox state, find that the mantle oxygen fugacity has been relatively constant since the
Archean (Canil 1997; Li and Lee 2004), possibly since ∼4 Ga (Delano 2001). The upper
mantle may have undergone a progressive oxidation due to an imbalance between the effects
of crustal recycling and introduction of carbon from the deep mantle (Kadik 1997), but so
far this appears to be ill constrained by the available data.

The advent of an oxygen-rich atmosphere, also called the Great Oxidation Event (GOE,
around 2.3 Ga, Holland 2002), has obviously had an enormous influence on the evolution
of life on Earth. The relative constancy of the mantle oxidation state before and after this
event suggests that the great oxidation event was not related to changes in the redox state
of the mantle (Li and Lee 2004). However, Holland (2002) states that the GOE may have
been related to “a gradual increase in the oxidation state of volcanic gases and hydrothermal
inputs”. A coupled change in the the oxidation states of the mantle and atmosphere was
originally proposed by Kasting et al. (1993). Holland (2002) determined that the required
change in the oxidation state is sufficiently small to be indiscernible in the present record
of Cr and V data. Kump et al. (2001) proposed the following scenario: During the pre-GOE
era, reaction of water with ferric iron in basalts produces hydrogen, which may escape into
space, and ferrous iron. The operation of this process and subsequent subduction of oxidized
crust into the deep mantle over a long period of time results in the formation of an oxidized
reservoir in the deep mantle. During two periods of intense volcanism in the late Archean
and early Proterozoic, the oxidized reservoir provides source material for the volcanism,
and produces more oxidized associated volcanic gasses. This change in the oxidation state
of (reduced) volcanic gasses, which form an atmospheric oxygen sink, could have changed
the balance with photosynthetic oxygen production (cyanobacteria existed long before the
GOE, see e.g. Brocks et al. 1999), resulting in an oxidizing instead of a reducing atmosphere
(Kump et al. 2001).

Although there are several uncertain or even speculative aspects to this scenario, it does
illustrate the possible significance of endogenic processes for the oxidation state at a planet’s
surface and therefore the conditions under which life may form and evolve.

3 Mechanisms and Feedbacks

3.1 Geodynamical Regimes

As will be discussed below, several processes characteristic of one or more geodyamical
regimes play significant roles in creating and maintaining the habitability of a planet. Before
discussing these, we first present an overview of geodynamical regimes.

3.1.1 Overview

Four distinct geodynamical regimes can be distinguished, three of which are depicted ex-
plicitly in Fig. 2, and the fourth, an episodic switching between two of the former regimes,
implicitly. The most obvious is plate tectonics, which is active on present-day Earth. From an
instantaneous point of view, characteristics of plate tectonics include spreading ridges where
oceanic crust is created, and generally subparallel to these ridges, subduction zones where
oceanic lithosphere is returned into the mantle. On longer time scales, the opening, growth,
shrinking and closure of oceanic basins (Wilson cycles) have been inferred (Wilson 1966;
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Fig. 2 Different branches of the relation between heat flow and temperature corresponding to different
regimes in which the Earth and any other terrestrial planet could have operated. Adapted from Sleep (2000)

Turcotte and Schubert 2002). The main driving force of plate tectonics is slab pull, which is
exerted by the subducting slab. In general, this pull is transmitted through the slab in its shal-
lower parts, whereas deeper parts tend to exert their contribution through viscous drag of the
mantle (Conrad and Lithgow-Bertelloni 2002). Mid-ocean ridge topography exerts a ridge
push, which also contributes to the driving force (Turcotte and Schubert 2002). Addition-
ally, trench suction associated with arc rollback (e.g. Wilson 1993) may play a significant
role. The main opposing forces are lithosphere buoyancy (Oxburgh and Parmentier 1977;
Sleep and Windley 1982; Vlaar and Van den Berg 1991), depending on the age of the
slab and mantle temperature, and bending forces at the subduction zone (Conrad and Hager
2001).

The stagnant lid regime is well known from numerical and laboratory studies of flu-
ids with a strongly temperature dependent viscosity (e.g. Davaille and Jaupart 1993, 1994;
Reese et al. 1998), which results in a thick lid being formed on top of a convecting fluid
layer. The efficiency of heat transport of this mechanism is significantly smaller than that of
plate tectonics. Mars is thought to be in the stagnant lid regime (Spohn et al. 2001), showing
a very old surface (Zuber 2001) with no evidence of subduction (though the hypothesis of an
early phase of plate tectonics has been proposed, Sleep 1994; Connerney et al. 1999, 2005).

An episodic regime, with alternating phases of lid stagnation and lid mobilization, has
been observed in numerical convection models (e.g. Stein et al. 2004; Van Thienen et
al. 2004b). It has been suggested that Venus may presently be in this mode of convec-
tion (Parmentier and Hess 1992; Turcotte 1995), since crater counting studies indicate
a relatively uniform surface age between about 300 Ma and 1 Ga (Schaber et al. 1992;
McKinnon et al. 1997), which suggests a period of large scale resurfacing followed by a
period of quiescence.

During the earliest phases of planetary evolution, sufficient energy was probably avail-
able to melt entire sections of planetary mantles, resulting in the magma ocean regime.
The main sources of energy were the release of gravitational energy during accretion and
core segregation (Horedt 1980), and the decay of short-lived and longer-lived radioactive
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isotopes. Some large impacts during the final stages of accretion were also sufficiently en-
ergetic to produce a magma ocean. Abe (1997) computed that the survival time of magma
oceans generated in this way are on the order of 100–200 Myr for Earth.

Systematic studies of the conditions under which stagnant lid convection, active lid con-
vection, and the intermediate episodic regime take place have been done by several workers
(Solomatov 1995; Moresi 1998; Kameyama and Ogawa 2000; Stein et al. 2004). In general,
the balance between the viscous and/or brittle strength of the lithosphere and convective
stresses in the mantle determines the style of convection. In these numerical studies, a stag-
nant lid regime is found for situations with a high lithospheric yield stress and relatively
low vigor of convection (Rayleigh number), and for high viscosity contrasts between the lid
and the interior. A mobile lid regime is observed for a relatively low viscosity contrast, high
Rayleigh number, and relatively small yield stress. Parameters for the transitional episodic
regime are between these extremes.

3.1.2 Role of Volatiles in the Operation of Geodynamic Regimes

Volatiles, principally water, affect the operation of any regime primarily due to their weak-
ening effect on the rheology of mantle rocks (Chopra and Paterson 1981; Karato 1986),
lowering the viscosity by up to two orders of magnitude (Hirth and Kohlstedt 1996). In
addition to this, they appear to be particularly important for the operation of plate tecton-
ics. The absence of plate tectonics on Venus has been ascribed to the dryness of this planet
relative to Earth (e.g. Nimmo and McKenzie 1998). One important effect of water is the re-
duction of the strength of the lithosphere. Regenauer-Lieb et al. (2001) produced numerical
models of the initiation of subduction by sediment loading. Using a complex, laboratory ex-
periment based rheology which depends on the water content, they found that the presence
of water promotes the localization of stresses and the formation of a shear zone through the
entire lithosphere. It is clear that the breaking of the lithosphere is an important first step for
starting subduction.

Water also reduces the solidus and liquidus temperatures of mantle peridotite by up to
several hundred Kelvin (e.g. Mysen and Boettcher 1975; Katz et al. 2003). As a result, a wet
mantle undergoes more chemical differentiation through partial melting than a dry mantle.
The generally basaltic melt products may find their way to the (near) surface to add ma-
terial to the crust. The depleted residue which remains in the mantle has a lower density
than the starting material (Jordan 1979), and may act to stabilize the mantle (Parmentier and
Hess 1992; De Smet et al. 2000; Zaranek and Parmentier 2004). On the other hand, basaltic
crustal material may, when reaching a sufficiently high pressure, transform into dense eclog-
ite (Hacker et al. 2003), which can destabilize the crust and lithosphere (Dupeyrat and Sotin
1995; Van Thienen et al. 2004b). The balance between these two effects remains to be in-
vestigated in detail.

Combined, the effects of mantle weakening and increased melt production by volatiles
result in an increased capacity for cooling of the mantle in the plate tectonics scenario.
The former effect causes faster advection of heat in the mantle. The latter results in more
advection of heat by melts to the (near) surface. For the stagnant lid scenario, the net effect
is less clear, as increased heat transport may be mitigated by a decreased advective and
conductive mantle heat flow due to a stabilizing, depleted buoyant layer in the upper part of
the mantle (Schott et al. 2002; Zaranek and Parmentier 2004).

3.1.3 Regime Transitions

A relatively simple way to consider regime transitions is by considering the energetics of
convection. Stevenson (2003b) wrote this energy balance down as follows for an active lid
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(plate tectonics) scenario:

gravitational energy release = viscous dissipation of the internal flow

+ work done deforming the plates. (3)

The second term of the right hand side takes place primarily at subduction zones (Conrad and
Hager 2001). This term obviously depends on the mechanical properties of the lithosphere,
which in turn depend on temperature and water content. From energetic considerations, one
may predict a negative correlation between the magnitude of this term and the number of
plates, with a single plate planet as an end member case (Stevenson 2003b).

Sleep (2000) studied the transitions between the three major modes of mantle convection,
magma ocean, plate tectonics and stagnant lid, in the context of secular cooling of terrestrial
planets, primarily considering the effects and degree of melting (see Fig. 2). Note that in
this context, the term magma ocean refers to a partially molten region (mush) within the
planetary interior, in contrast to an accretion-related initial magma ocean which extends
to the surface. The following presents an overview of these melting-related and additional
processes which may cause or be part of a regime transition.

When the mantle temperature falls below the level which allows partial melting to take
place underneath the mid-ocean ridges, ridge lock occurs. In the absence of axial magma
chambers and associated systems the ridges now become mechanically strong and no longer
easily support spreading (Sleep 2000). In this case, plate tectonics stops and a stagnant lid
begins.

A transition from plate tectonics to a magma ocean takes place when the amount of heat
removed from the mantle by plate tectonics is less than the amount of heat produced in the
mantle. The mantle heats up and at some point, the crust which is formed at MORs does not
completely solidify to its base anymore (Sleep 2000), resulting in a trench lock as well. Note
that thin lids on top of a magma ocean tend to founder, causing the magma ocean to extend
to the surface. A sufficiently high crystal fraction in the mush may mitigate this (Abe 1997;
Elkins-Tanton et al. 2005).

Alternatively, a locking at the trenches may also occur when oceanic lithosphere becomes
insubductable due to its inherent low density. This results in a transition to the stagnant
lid regime. Generally speaking, a thicker, less easily subductable lithosphere is created for
higher mantle temperatures and/or a lower gravitational acceleration (Sleep and Windley
1982; Vlaar and Van den Berg 1991; Davies 1980). Results of 1D melting models by Van
Thienen et al. (2004c) show that the upper limits of potential mantle temperature allowing
plate tectonics are about 1500◦C for Earth, 1450◦C for Venus, and 1300–1400◦ for Mars,
based on lithosphere buoyancy considerations at the subduction zone (which is likely an
oversimplification, Conrad and Lithgow-Bertelloni 2002; Labrosse and Jaupart 2007).

Mechanical instability of the lithosphere in a stagnant lid regime may cause the initia-
tion of plate tectonics (Sleep 2000). Small-scale sublithospheric convection may also initiate
subduction (Solomatov 2004), possibly starting the plate tectonics cycle. However, the ini-
tiation of subduction remains poorly understood (Stern 2004).

When the amount of heat generated in a planet’s interior is greater than the amount which
can be removed by conduction through a stagnant lid, the mantle may heat up to a point
where large-scale partial melting starts to take place (Reese et al. 1998). The crust which is
produced from this melt can either start subducting, thus initiating plate tectonics, or remain
stable, thus retaining a low surface heat flow and continuing the heating up of the interior,
and result in a magma ocean (Sleep 2000). In general, big planets produce thinner, more
easily subductable crust than small planets (Van Thienen et al. 2004c), so the former would
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tend to evolve to the plate tectonics regime whereas a magma ocean would be a more likely
outcome in the latter case (Sleep 2000).

In the model of Sleep (2000), the magma ocean freezes by upward solidification of the
mush up to the base of the lid. This causes a transition to plate tectonics if part of the lid
can subduct or to a stagnant lid regime if not. Note, however, that differentiation during
the solidification of a magma ocean results in an unstable density stratification which may
overturn to produce a very stable density stratification (Elkins-Tanton et al. 2003, 2005),
thus inhibiting the onset of convection in the mantle.

A mechanism for the cessation of a hypothetical early phase of plate tectonics on Mars
(e.g. Sleep 1994) was proposed by Lenardic et al. (2004). They suggest that the thick south-
ern hemisphere crust may have grown from a small original size to such an extent that it
reduced the mantle heat flow to a point where the mantle stopped cooling down and started
heating up again. As the mantle heated up, the viscosity dropped and convective stresses
dropped below a critical value required to mobilize the lithosphere.

A geodynamical regime transition in the other direction would also be possible, when
cooling of the planetary interior results in an increase in convective stresses. Lenardic et
al. (2004) suggest on the basis of similar arguments that Earth may have had a stagnant lid
phase before plate tectonics became active. Based on thermal calculations, one would expect
Mars to have switched back to plate tectonics as well. Possible explanations why this has
not happened include the high rigidity of the Martian lithosphere and chemical buoyancy of
the thick crust stabilizing the lithosphere.

Many of the changes in geodynamical regime discussed above are related to melting,
as discussed by Sleep (2000), and thus changes in the internal temperature of a planet.
However, recent work by Loddoch et al. (2006) demonstrates that, at least for the stagnant
lid case, this is not a necessity. Their 3D numerical convection models show incidental
mobilization of a stagnant lid in thermally equilibrated models in an apparent statistical
steady state.

3.2 Magnetic Field Generation, Requirements and Effects

The existence of a global magnetic field is important for the habitability on terrestrial plan-
ets as it can protect life from severe radiation. Without the magnetic field, life will have to
retreat to places covered by enough rock to be shielded from damaging radiation effects, a
circumstance that could limit biosphere diversification. In addition to the direct influence of
the magnetic field on life, there exists an important cycle, which relates the dynamo gen-
eration to the stability of the atmosphere, the surface conditions and the interior dynamics.
Before the description of these feedback mechanisms, we introduce the general concept of
magnetic field generation and its requirements.

The global magnetic fields of terrestrial planets are generated in their iron-rich and liquid
cores. Although the dynamo mechanism is imperfectly understood, it is generally accepted
that core convection is needed, as well as a finite rotation rate of the body, though the slow
rate of Venus already suffices (Stevenson 2003a). Thus, a necessary condition for a dynamo
is the presence of convection, which can be either by thermal or compositional convection.

Thermal convection in the core, like thermal convection in the mantle, is driven by a
sufficiently large super-adiabatic temperature difference between the core and the mantle. It
occurs if the core heat flow supersedes that conducted along the core adiabat. The latter heat
flow, therefore, serves as a criterion for the existence of thermally driven convection in the
core. If the mantle removes heat from the core at a rate that exceeds the critical heat flow,
then the core will convect. If the mantle removes heat at a rate less than the critical heat flow,
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the core is thermally stably stratified; dynamo action by thermal convection would not be
possible. To cool the core above the threshold is difficult to achieve and it is suggested that
a purely thermal dynamo may exist only for a short time of a planets evolution. The most
likely period is just after accretion, in particular if the core is superheated with respect to the
mantle. The initially strong cooling rates decline rapidly, possibly within a few thousands to
a few hundred million years, to values where the heat flow out of the core can be accommo-
dated by conduction alone. How long thermal convection can be sustained depends on the
efficiency of mantle cooling. The more efficient the mantle cooling, the longer the existence
of a thermal dynamo (e.g. Breuer and Spohn 2006). The existence of a thermal dynamo can
be further prolonged in case of radioactive heating in the core. It is usually assumed that
the terrestrial cores do not contain a significant amount of any radioactive elements, but it
has been suggested that a larger concentration of potassium could have been incorporated at
high pressure in the core during its formation (e.g. Lee and Jeanloz 2003).

Compositional density differences are 100% efficient in driving convection, in contrast
to temperature differences (described by the Carnot efficiency factor, which is between
0.06–0.11, e.g. Braginsky 1964; Stevenson et al. 1983; Braginsky and Roberts 1995; Lis-
ter and Buffett 1995). The mechanical work provided by convection equals the viscous
and ohmic dissipation (Hewitt et al. 1975; Backus 1975; Braginsky and Roberts 1995;
Lister and Buffett 1995; Labrosse 2003), the former of which can be neglected in the core
(Braginsky and Roberts 1995), and the latter of which is the expression of the magnetic field.
Compositional convection can occur due to the release of positively buoyant light material
during the process of solid inner core freezing from a fluid core with non-eutectic compo-
sition (Braginsky 1964). The dominant light element is suggested to be sulphur but also
silicon, oxygen or hydrogen are possible candidates. For Earth, oxygen may be the most
likely (Alfè et al. 2002).

Compositional convection and the associated generation of a magnetic field in the core
occur if the temperature in the fluid (outer) core ranges between the solidus and the liquidus
of the core material. As a consequence of the formation of an inner, nearly pure iron-rich
core, the outer fluid becomes enriched in the lighter elements resulting in a decrease of the
melting temperature. The melting temperature of the eutectic composition is in general very
low (e.g. Fei et al. 1997) and it is very difficult to totally freeze the core of a terrestrial planet.
This circumstance suggests that once a chemical dynamo has started—which is presumably
late in the evolution—its existence is likely to be longstanding and it is difficult to stop as
long as the core is cooling. Whether an inner core can grow depends on the initial amount of
light elements in the core and on the efficiency to cool the interior below the liquidus. The
more light elements in the core the lower is the melting temperature and the more difficult
to cool the core below that temperature.

For Mercury it is suggested that the sulphur content is only a few percent and core
freezing starts with respectively high core temperatures. A different situation is given for
Mars, where a sulphur content of about 14% is suggested from SNC meteorites (Wänke
and Dreibus 1994). Here, the melting temperature is comparatively low. In such a case, the
interior needs to cool efficiently to initiate inner core formation and a chemical dynamo.
Planets with one-plate tectonics cool inefficiently whereas planets with plate tectonics cool
comparative efficiently. Thus, for the latter, inner core growth is much more likely, e.g. for
the Earth where the inner core growth has initiated about 1 to 3.5 Ga ago (e.g. Labrosse et
al. 2001; Gubbins et al. 2003). Note however, that the probability for a one-plate planet to
cool below the core liquidus is enhanced for a wet and weak mantle rheology and/or for a
thin mantle as it might be the case for Ganymede and Mercury, respectively.
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3.3 Interior Atmosphere Interaction

Surface conditions such as atmospheric pressure, temperature and the presence of water are
key parameters for planetary habitability. These may strongly depend on interactions be-
tween the outer and inner layers of the planets. Most of the publications concerning mantle
dynamics and volatile exchange focus on Earth (e.g. McGovern and Schubert 1989; Franck
and Bounama 1995, 1997, 2001) and few involve complete two-way coupling between in-
terior and exterior (to some extent in Franck et al. 1999; Phillips et al. 2001a). Here we
mainly focus on Mars and Venus since the interactions are simpler for these planets, but
nevertheless illustrate the most important processes.

The planetary science data available mostly consist of atmospheric measurements and
surface observations, since these are most easily obtained, and less of data pertaining to
planetary interiors. The data suggest both planets are currently uninhabitable. They lack
stable liquid water at the surface, and have either a tenuous atmosphere (Mars) or one that
is much too hot and dense (Venus). Despite these observations, we can tell that in the past,
things were certainly different.

3.3.1 Mars

Mars in particular shows remnants of water-related features such as outflow channels
and valley networks which are evidence of the existence of liquid water (stable or not)
on the surface at various times in Mars’ past for unknown periods of time (Carr 1996;
Jakosky and Phillips 2001; and Chaps. 3 and 4 of this volume). Moreover, missions such
as Mars Express with its High Resolution Stereo Camera and the OMEGA spectrometer
have provided us with new data on the morphology and composition of certain areas of
Mars. Hydrated minerals have been found and also sulfate-rich layered deposits in Valles
Marineris (Bibring et al. 2005), as well as in the north polar region (Squyres et al. 2004;
Langevin et al. 2005). These sulfates imply that liquid water was present during the forma-
tion of the layers, though not necessarily as stable bodies of water. Other observations (e.g.
ASPERA data) have allowed estimates for the present atmospheric escape rate of Mars,
suggesting a value of about 1 kg/s (see Carlsson et al. 2006). This implies an evaporation of
the present atmosphere in some 200 Myr at present conditions. The HRSC has revealed re-
cent episodic volcanic activity on Mars (Neukum et al. 2004). Calderas on major volcanoes
present signs of activation and resurfacing during the last 800 Myr with events that may be
as young as 4 Myr. Recent detection of methane, with a photochemical lifetime of around
300 years, in Mars’ atmosphere (Krasnopolsky et al. 2004; Formisano et al. 2004) suggests
a presently active source. Both a biogenic origin (Formisano et al. 2004) and a geological
origin (Lyons et al. 2004) have been proposed. Lyons et al. (2004) show that limited recent
dike-like activity and hydrothermal alteration can account for the observations, which would
support continued addition of volatile species to the Martian atmosphere from its interior.
As discussed in Sect. 2.2, the polar layered depositits and ice caps are major agents in the
present-day surface-atmosphere interactions of water and CO2.

These observations suggest that in the past and in the present, volatiles have been and
still are released into the atmosphere of Mars and have likely been essential to the evolution
of the planet. The primary interaction between the atmosphere of a terrestrial planet and its
mantle is indeed the degassing of volatiles (water and CO2 in particular). It is commonly
admitted that early hydrodynamic escape and heavy bombardment occurring during the first
hundreds of million years of the planets history efficiently remove the primordial gaseous
layer leaving up to 1% of the early CO2-rich atmosphere (see Carr 1996). Thus volcanism
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Fig. 3 Evolution of the maximum CO2 pressure in the atmosphere of Mars over the last three billion years.
The solid curve shows only atmospheric escape as described in Chassefière et al. (2007). The dashed curve
shows escape and includes degassing of CO2 by crust production using results from Breuer and Spohn (2006).
The dotted curve uses the same model as the dashed one but adds a corrective factor for late activity which is
not present in the crust production model

can have a strong influence over medium to late atmospheric history. It is however difficult
to quantify the amount of degassing for two reasons. First, data is scarce and melt production
rate estimates can be obtained either by observation of resurfacing (Hartmann and Neukum
2001) or with numerical modeling by looking at the crust production. Both methods lack
the desired accuracy and provide only an order of magnitude estimate at best. The second
difficulty originates from uncertainties in the composition of the planet’s interior, which, for
Mars, is rather poorly constrained. It is nonetheless clear that inner dynamics determine the
amount of degassing by controlling partial melting through the temperature of the mantle
and therefore influence the evolution of the atmosphere. A simple numerical model taking
into account only degassing (from crust production data, see Breuer and Spohn 2006) and
non-thermal atmospheric escape (Chassefière et al. 2007) can be used to provide an estimate
of the history of CO2 pressure on Mars that fits with present conditions (Fig. 3).

In these models, most, if not all, of the present day CO2 has been released by volcanism,
as the primordial atmosphere is blown away during the first hundreds of million years by
bombardment and hydrodynamic escape. Only low pressures which are insufficient to create
enough greenhouse effect to obtain a warm climate during the past three billion years are ob-
served. This is consistent with the current consensus that a dense (>1 bar CO2) atmosphere
could not have persisted more than some tens of millions of years before collapsing, with
CO2 forming carbonates that no one has been able to detect so far (Catling and Leovy
2006).

Phillips et al. (2001b) calculated that the emplacement of Tharsis may have resulted in
the degassing of 1.7 · 1022 g water and 1.9 · 1021 g carbon in the form of CO2. Compared to
the present-day atmosphere inventory (see Table 1), these are vary large quantities.
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3.3.2 Venus

For Mars, most of the interaction between the interior and the atmosphere appears to take
place in the form of mass and heat transport from the former towards the latter reservoir.
However, in the opposite direction, the atmosphere or hydrosphere of a terrestrial planet
may influence the dynamics of the solid interior, primarily through the action of water (see
Sect. 3.1.2). In addition to this, surface conditions provide the upper thermal boundary con-
dition for the solid planet. Thus, a dense and hot atmosphere can delay the cooling of the
planetary mantle, affecting its thermal and also its magmatic/volcanic evolution. Phillips
et al. (2001a) investigated such a coupled evolution for Venus. They used a simple para-
meterized mantle convection model (including partial melting) and a radiative-convective
atmospheric model. Feedback was incorporated by release of water associated with melt
extraction into the Venusian atmosphere which adds to the greenhouse effect and thus af-
fects the surface temperature. After two billion years of evolution the coupled model was
hotter by several tens of K and its extrusive volcanic flux was four times higher than the case
without coupling. Their study shows a complex interplay between Venus convective evolu-
tion, volcanic activity and atmospheric state even with such a simple model featuring only
basic processes. More complex and elaborate models are required to obtain a more detailed
understanding of the interactions.

3.4 Life, CO2 Fixation and Climate

CO2 is a major greenhouse gas impacting habitability and Earth global climate. On geolog-
ical time scales, the atmospheric CO2 budget is mostly controlled by volcanic degassing,
and consumption through the coupling of silicate weathering and carbonate precipitation
(Berner et al. 1983), known as the Urey reaction (see reactions (4)–(6)):

(Ca,Mg,Fe)SiO3 + 2H2CO3 = (Ca2+,Mg2+,Fe2+) + 2HCO−
3 + SiO2 + H2O (4)

(weathering of silicates, mostly on continents)

Ca2+,Mg2+,Fe2+ + 2HCO−
3 = (Ca,Mg,Fe)CO3 + H2CO3 (5)

(cations and HCO−
3 are consumed by carbonate precipitation in oceans)

(Ca,Mg,Fe)SiO3 + CO2 = (Ca,Mg,Fe)CO3 + SiO2 (6)

(net budget showing that C is transferred from the atmosphere to sediments through silicate
weathering).

Silicate weathering and carbonate precipitation are thus two important processes to con-
sider, and we discuss here the impact of life on them.

3.4.1 Diversity of Factors Affecting Silicate Weathering

Many studies have focused on river geochemistry, including small watersheds or at a larger
scale using the main rivers worldwide to infer parameters governing weathering (for a re-
view, see Dupre et al. 2003). Weathering rates can also be determined in laboratory exper-
iments conducted over short periods of time or from analysis of soil profiles formed over
geological timescales. Simple parametric laws describing the dependency of weathering on
diverse environmental factors are then established and introduced into numerical models
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calculating the evolution of atmospheric CO2 over geological times. The environmental fac-
tors impacting silicate weathering that are classically considered are: (1) climate (Chadwick
et al. 2003), silicate weathering increasing with temperature (White et al. 1999) and runoff,
both enhanced under high CO2 values; (2) Lithology of the weathered rocks, basalt weath-
ering acting in particular as a major atmospheric CO2 sink (Dessert et al. 2003); (3) the age
of the rock substrates (White and Brantley 2003); (4) the intensity of physical denudation
with the important role of soils on chemical weathering (Gaillardet et al. 1999); (5) Con-
figuration of continents, etc. . . . Life is an additional parameter, whose quantitative role on
silicate weathering is however still poorly constrained.

3.4.2 Life as an Enhancer or Inhibitor of Silicate Weathering

There are numerous mechanisms mediated by life that may potentially enhance silicate
weathering (e.g. Schwartzman and Volk 1991): e.g. release of CO2 inducing a weak am-
plification of weathering rate (Von Bloh et al. 2003), lowering of local pH (Barker et al.
1997), trapping of nutrients freed by weathering, physical weathering through microfractur-
ing of mineral grains, release of organic acids and ion-complexing organic ligands (organic
molecules which may act as ion carriers) like siderophores (e.g. Liermann et al. 2000), mod-
ification of Fe redox modifying Fe-containing silicates dissolution (for a review, see Barker
et al. 1997). The debate over which effects are most significant is important as some mecha-
nisms may be a passive result for other processes, whereas others involve an active input of
energy providing them a different status from an evolutionary perspective.

Several studies have evidenced a biological enhancement of silicate weathering either in
laboratory experiments or in the field, at the watershed scale (e.g. Aghamiri and Schwartz-
man 2002; Moulton and Berner 1998; Lucas 2001; Hutchens et al. 2003; Rogers and Bennett
2004). However, several processes mediated by life could also inhibit silicate dissolution:
e.g. production of organic polymers reducing silicate surface reactivity and/or the water/rock
ratio, enhancement of secondary phase precipitation passivating silicate surfaces, and mod-
ification of iron redox, lowering iron-containing silicate reactivity (e.g. Santelli et al. 2001).
Several studies have evidenced a biological inhibition of silicate weathering both in lab-
oratory and field observations (e.g. Santelli et al. 2001; Ullman et al. 1996; Benzerara et
al. 2004; 2005a). A study of Hawaiian basalt flows of known age indicates that there is an
acceleration of chemical weathering on the order of at least 10 to 100 times for lichen cov-
ered surfaces relative to bare rock (Jackson and Keller 1970). Moulton and Berner (1998)
indicated an enhancement factor of two to five in a Western Iceland catchment. Aghamiri
and Schwartzman (2002) evidenced problems of elemental incongruency as enhancement
factors were found to be 16 considering Mg2+ and only 4 considering Si.

Considering the high number of mechanisms potentially controlling silicate weathering,
there is probably no single value for a biological enhancement factor, which might vary
depending on biological communities and external physico-chemical conditions (Kelly et al.
1998). Hence, many more studies at the watershed scale should be systematically conducted
to find potential constants in the biological enhancement/inhibition of silicate weathering.

3.4.3 Impact of Vascular Plants

An important question is whether vascular land plants have a higher effect on silicate weath-
ering than microbes, as a significant difference between the impact of microbes and plants on
silicate weathering would imply a qualitative and quantitative shift of the modalities of sili-
cate weathering over Earth history as vascular plants emerged in the Silurian (440 Ma ago).
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The point is not to present microbes and plantes as intrinsically opposite agents, as most of
plants nowadays live in close association with microbes. Moulton and Berner (1998) con-
cluded from their study that trees enhance silicate weathering more than mosses and lichen
partially covering rocks. However, this kind of study should be conducted more systemati-
cally and pertinent comparisons should be made whenever possible.

3.4.4 Impact of Life on Carbonate Precipitation

The precipitation of carbonates (reaction (5)) is an additional step of the Urey reaction where
life can have a dramatic impact. There is no unequivocal evidence that calcium carbonate
can precipitate abiotically from seawater (e.g. Wright and Oren 2005).

Although calcium carbonate and dolomite should precipitate spontaneously from super-
saturated solutions in seawater based on thermodynamic considerations, they do not (Lipp-
mann 1973), and it has been suggested that kinetic inhibitors to carbonate precipitation are
effective. On the other hand, there is increasing evidence that these inhibitors can be over-
come through microbial activity by e.g. modifications of solution chemistry, control of pH
at the microscale, removal of kinetic inhibitors (for a review, see Wright and Oren 2005).
In marine environments throughout the Phanerozoic, carbonate precipitation has been con-
sidered almost exclusively a biological process mediated by skeleton-forming invertebrates,
algae or protozoa. Could the formation of Precambrian carbonates have been mediated by
microbiological processes? Or might they have been simply chemical precipitates? Would
carbonates precipitate in the absence of life? This is one of the major questions in the present
discussion and remains as a key issue in geobiology (e.g. Arp et al. 2001; Wright and Oren
2005).

Numerous experimental studies have shown that microorganisms can promote precipi-
tation of carbonates (e.g. Castanier 1999; Morita 1980), but their importance in the natural
environment at the global scale has yet to be quantified. Different mechanisms can be in-
volved: e.g. removal of CO2 from the medium by autotrophic pathways (e.g. Riding 2000),
active ionic exchanges of Ca2+/Mg2+ through the cell membrane, production of carbonate
ions and pH increase by ammonification, dissimilatory reduction of nitrate or degradation of
urea, production of carbonates, pH increase and removal of sulphates which are inhibitors
for calcium carbonate precipitation by dissimilatory reduction of sulphates (e.g. Vasconcelos
et al. 1995). Microbes can also provide preferential nucleation sites. It is still much debated
whether the polymers they excrete are enhancers or inhibitors of calcium carbonate pre-
cipitation (e.g. Arp et al. 1999; DeFarge et al. 1996). Recent observations show that those
polymers are widespread in many biological carbonate deposits and suggest that they do
have an impact on carbonate precipitation (e.g. Gautret et al. 2004; Benzerara et al. 2006).

3.4.5 Microbial Urey Reaction at a Much Shorter Time Scale?

The Urey reaction is usually seen as a two-step process on a time scale of hundreds of thou-
sands of years, with silicate weathering occurring on continents and carbonates precipitating
in oceans (Berner 1995). It is interesting to note however that few studies have shown the
possibility that the two steps occur in a much shorter time and at the same location when
catalyzed by microbes (e.g. Ferris et al. 1994; Rogers and Bennett 2004; Benzerara et al.
2005b). The importance of such a microbial promoted Urey reaction needs to be evaluated.
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3.4.6 Modeling of the Quantitative Effect of Life on Climate Regulation

The Urey reaction can provide a purely abiotic negative feedback on atmospheric CO2 con-
tent regulation. Indeed, an increase of atmospheric CO2 raises global temperatures which
enhance silicate weathering and hence CO2 trapping. If life does significantly enhance sil-
icate weathering, then the efficiency of this self-regulating process is greatly amplified and
becomes more sensitive to any perturbation. This has been considered as the best established
Gaian negative feedback: if global temperatures increase, biological growth increases and
rock weathering increases, which ultimately reduces carbon dioxide in the atmosphere. As
temperature decreases due to the reduction in atmospheric CO2 (a greenhouse gas), life-
mediated silicate weathering decreases. It is noticed that it is a non-selective feedback on
growth: if any studies have suggested that biological weathering strategies have evolved be-
cause they provide a source of limiting nutrients like phosphorus or iron (e.g. Lenton 1998;
Bennett 2001; Rogers and Bennett 2004), they were not selected for their effect on global
carbon dioxide content. Changes in atmospheric carbon dioxide content or temperature do
likely not alter the selective advantage of a strategy for nutrient search. Hence, this feedback
does not drive Earth to a state intrinsically dependent on the presence of life and responding
only passively to external forcing.

Several studies have incorporated the biological amplification of the Urey reaction in
models of the global carbon cycle over geological time scales (e.g. Lenton 1998; Lenton
and Lovelock 2001; Von Bloh et al. 2003). A stronger biotic amplification of weathering
implies a stronger negative feedback. It moreover provides a responsive regulation against
perturbations that tend to increase carbon dioxide and/or temperature (Von Bloh et al. 2003).
Von Bloh et al. (2003) show that specific values of the biotic amplification on silicate weath-
ering extend the life span of the biosphere. Refined models taking in account other processes
as well as the measure of the biotic effect on silicate weathering throughout Earth history
would improve our knowledge of the stability of the Earth system.

4 Planetary Evolution

As we have treated the processes relevant for life and habitability in the previous sections, we
will now move on to discuss these in the context of the (geodynamical) evolution of planets
Earth, Mars and Venus. Whereas Earth appears to have had clement surface conditions for
several billion years, there is evidence for significant changes in the conditions at the Martian
and Venusian surfaces during their evolution. Along the same vein, Mars and Venus show
signs of possible changes in the geodynamical regime, the former very early in its history
and the latter relatively recently. Earth shows evidence for the continued operation of plate
tectonics over a long period of time, starting 1 up to 4 billion years ago (De Wit 1998;
Hamilton 1998; Stern 2005). Changes in the thermal evolution of these planets are implied
by the changes in the dynamical evolution.

4.1 Thermal Evolution Time Scales

The thermal evolution of a planet is controlled by the heat balance equation,

MC
∂(T − Ts)

∂t
= −Q + H(t), (7)
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Fig. 4 Schematic thermal
evolution of a planet. The
direction of the evolution
depends on the balance between
the heating term and the heat
flow term in (7). Scaling of
mantle convection provides a
relationship between the heat
flow and the potential
temperature of the planet. The
monotonic decay of radiogenic
heating eventually leads to
cooling of the planets

with M the mass of the planet, C its averaged heat capacity, T the potential temperature, Ts

the surface temperature, Q the heat flow at the surface and H the time decaying radiogenic
heat production. Several isotopes contribute to H(t) and each has a separate time-scale,
ranging from less than 1 Gyr to 20 Gyr. From an initial temperature T0, the planet can either
cool or heat up, depending on the sign of the right-hand side of (7), but the decay of heat
production will eventually make this sign negative and lead the planet to cooling (Fig. 4).
The time scale with which the temperature decay follows the decay of heat production is
given by comparing the left-hand side of (7) and the first term on the right-hand side:

τ = MC(T − Ts)

Q
. (8)

The heat flow can be measured at the surface of the planet (it is rather well known at the
surface of the present Earth, as will be discussed below) but is subject to important evolution
with time. The first order effect comes from the evolution of temperature itself. Indeed, the
heat flow per unit surface of a planet can be written as q = k(T − Ts)/δ, with k the thermal
conductivity, and δ the thickness of the boundary layer at the top of the mantle. When the
interior of the planet cools, the heat flow decreases, linearly if the boundary layer thickness
is kept constant. This is however usually not the case, since this parameter is the result of
dynamical balances in the mantle, in which for example the temperature dependent viscosity
plays an important role.

Most models of the thermal evolution of planets use scaling laws that relate the heat
flow at the surface to the potential temperature (e.g. Turcotte and Oxburgh 1967; Schubert
et al. 1980; Christensen 1985; Solomatov 1995; Reese et al. 1998). These scaling laws are
obtained using numerical or analog models of thermal convection and simple dynamical
arguments that balance the dominant stresses in the system. The difficulty in this exercise
comes from the identification of the dominant balance in the considered planet which, as
discussed above (Sect. 3.1) and citing Sleep (2000), can evolve on different regimes, each
having a different Q(T ) scaling (Fig. 2). Some of these scalings are rather well established,
like for example the stagnant lid convection (e.g. Davaille and Jaupart 1993; Solomatov
1995) but the conditions for transition between regimes are still poorly understood (see
Sect. 3.1.3). Sleep (2000) emphasizes the role of melting which is clearly a key unresolved
issue in the problem. Melting of course depends on temperature but also on composition,
particularly in volatile elements, and influences volatile extraction and rheology. This means
that using the potential temperature as unique parameter controlling the heat flow is probably
not correct.
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One effect that has not been sufficiently investigated yet and might be important in the
context of habitability is the evolution of the surface temperature Ts which is controlled
by the radiative balance of the atmosphere (see Sect. 3.3). The amount and nature of the
chemical species present in the atmosphere depend in part on the degassing history of the
internal part. Small variations of Ts have a tremendous effect on life but very large variations
and disparities among planets can also occur, as exemplified by the difference between the
Earth and Venus.

4.2 Thermal and Dynamical Evolution of Earth

The Earth is the best place to start constructing models of thermal evolution since the amount
of available data places strong constraints on the general procedures developed in these
models. The history of this topic shows that the issue is far from obvious and the points of
view of geochemistry have traditionally been orthogonal to that of geophysical modeling,
due to the difficulty in satisfying constraints concerning both the present heat production in
the mantle and the heat flow at the surface. The reason for this difficulty can be understood
by getting a closer look at the way most geophysical models work.

The thermal evolution of the Earth is modeled using (7) and usually a scaling relationship
of the form

Q = AT 1+βν−β (9)

with A a scaling constant, ν the temperature dependent viscosity of the mantle and β an
exponent close to 1/3 in usual boundary layer theory (e.g. Schubert 1979). The temperature
dependence of the viscosity is responsible for a short adjustment time scale τ . Following
Christensen (1985), one can assume a viscosity law of the form ν = ν0(T /T0)

−n and linearly
develop (7) around T0 to obtain as adjustment time scale:

τa = MCT0

(1 + β + βn)Q0
. (10)

Using the classical value β = 1/3 and n � 35 that approximate best the Arrhenius law of
mantle materials (Davies 1980; Christensen 1985) gives τa ∼ 800 Ma. This leads to a heat
flow at the mantle surface that closely follows the decay of heat production, and at least 70%
of the present surface heat flow is radiogenic (the Urey number is 0.7). On the other hand,
the geochemical models of the Earth favor a present radiogenic heat production of about 20
TW or less (Javoy 1999) to be compared to the present total heat loss of 46 TW (see Jaupart
et al. 2007, for a comprehensive discussion of the energetics of Earth’s mantle).

A classical way to solve the issue is to change the exponent β to a lower value, as was
first done by Christensen (1985). Indeed, (10) shows that the thermal adjustment time scale
is then increased and the heat flow decay with time can lag much longer after the decay
of radiogenic heating. Several models have been proposed to lead to a smaller β: effect of
temperature dependent viscosity (Christensen 1985), resistance of plate to bending (Conrad
and Hager 1999), chemical buoyancy of a thicker crust associated with deeper melting at
high temperature (Sleep 2000; Korenaga et al. 2003). All these effects may well be important
but no evidence has been shown to support the Earth being in the regime where they actually
are.

Another view of this problem has been recently proposed by Labrosse and Jaupart (2007)
who use the observed distribution of surface heat flux as input to a thermal evolution model,
therefore not relying on any scaling assumption. Because of the difficulties associated with
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the measurements of seafloor heat flux, the heat loss of the Earth is usually computed using
the distribution of seafloor ages, that is linked to the heat flux using a half-space cooling
model that give

q = kT√
πκa

, (11)

where a is the age of the seafloor and κ is the thermal diffusivity. Everywhere a good sed-
iment coverage allows reliable heat flux measurement, the data agrees very well with this
model (Jaupart et al. 2007).

Using maps of seafloor ages (Sclater et al. 1980; Müller et al. 1997) one can obtain a
distribution of seafloor ages (Sclater et al. 1980; Rowley 2002; Cogné and Humler 2004)
which can be used to obtain the total heat loss through the oceans in the form

Qoc = λ(f )
AockT√
πκamax

, (12)

λ(f ) being a geometrical factor depending on the distribution of seafloor ages, presently
equal to 8/3, Aoc = 3.09 ·1014 m2 the total oceanic surface and amax = 180 Ma the maximum
age of the oceanic lithosphere.

The continental contribution to the heat loss of the Earth is more difficult to measure
because the continental heat flux varies greatly, particularly on short length scales. These
variations cannot be attributed simply to geologic ages but essentially reflect the variability
in concentration in radioactive elements of crustal rocks. In fact, the heat flux at the surface
can be attributed in a large part to heat production in the crust and the flux from the mantle
has been estimated to values of the order of 7–15 mW m−2 (Pinet et al. 1991; Jaupart et al.
2007), to be compared to the average of 100 mW m−2 of the oceans. It is then reasonable to
assume the continents to be perfect insulators when modeling the thermal evolution of the
Earth (Grigné and Labrosse 2001). Equation (12) can then be used in the heat balance (7),
after removing the heat flow at the surface of continents from the radiogenic heat production
term.

Assuming that λ(f ), Aoc and amax have been constant through time, the heat balance (7)
can be solved (Labrosse and Jaupart 2007) and the resulting evolution of temperature and
heat flow are shown in Fig. 5. The main outcome of this model is that the heat flow from the
seafloor has been essentially constant through time and the total change of temperature is of
order 150 K. Such a mild thermal evolution could have been anticipated by estimating the
Earth’s thermal adjustment time scale according to (8) which, using (12) gives

τE = MC
√

πκamax

Aockλ(f )
= 10 Gyr. (13)

Another interesting feature of this model is that equilibrium between radiogenic heat pro-
duction and heat loss is reached about 3 Gyr ago. Whether the warming of the Earth for
times prior to that actually occurred depends on the validity of the assumptions made. In
particular, the total oceanic surface may not have been constant before that (Collerson and
Kamber 1999).

The assumption that could be subject to most criticism is that of amax being constant. An-
other assumption that could be made is that its value is set by the stability of the lithosphere,
that is to say that the Rayleigh number computed with the lithosphere thickness at that age,
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Fig. 5 Thermal evolution of the Earth based on the observed distribution of seafloor ages (solid lines, labeled
L&J) or from a boundary layer stability hypothesis (dotted lines, labeled β = 1/3). After Labrosse and Jaupart
(2007)

√
πκamax, is equal to the critical one Rc , that is

√
πκamax =

(
Rcκν

αgT

)1/3

. (14)

With this assumption we recover the classical scaling given by (9) with β = 1/3 and the
numerical solution to the heat balance equation is shown as dotted lines in Fig. 5. This shows
that the assumption that the maximum age of the oceanic lithosphere is set by its stability
cannot be accepted. The distribution of seafloor ages actually shows that the Earth is able to
subduct a lithosphere of any age with a more or less equal probability (Rowley 2002) and
this justifies our assumption of a constant maximum age. Alternatively, the assumption that
the mechanism resulting in (11) and (12) has been active since Earth’s early history may be
wrong. Geologists are still divided on when plate tectonics started to operate (see e.g. Stern
2005), and the other terrestrial planets in our solar system warn that plate tectonics should
not be taken for granted.

On the other hand, the geometrical coefficient λ(f ) clearly depends on the distribution
of continents at the surface of the Earth and has a large effect on the heat flow at the surface.
If the distribution of seafloor ages was flat, the value of λ would be 2, instead of the present
8/3, which would give a 30% decrease of the oceanic heat flow compared to the present
value. This means that large fluctuations of the heat flow on the time scale of 500 Myr are to
be expected and their magnitude overwhelms its long term evolution (Grigné et al. 2005).

4.3 Thermal and Dynamical Evolution of Mars and Venus

The surface morphologies of Mars and Venus differ significantly from that of Earth most
likely mirroring fundamental differences in the present-day tectonic regimes and heat-loss
mechanisms of these planets. The Earth has a dichotomy between oceanic and continental
regions and features mid-oceanic ridges, orogenic mountain belts and island arc systems,
features that are commonly linked to plate tectonics. No significant plate tectonic features
have been identified on Mars and Venus although on the former the linearity of the Tharsis
volcano chain has been likened to island arc volcanic chains on Earth (Sleep 1994). More
recently, crustal remnant magnetization patterns have been used to suggest some form of
plate tectonics for early Mars (see Connerney et al. 2004 for a recent review and Connerney
et al. 2005 for most recent data). Early plate tectonics have also been proposed (Nimmo and
Stevenson 2000; Breuer and Spohn 2003) to allow for a better cooling of the core thereby
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facilitating the explanation of an early magnetic field. For Venus, early plate tectonics have
been suggested (e.g. Phillips and Hansen 1998) but as for Mars there is little, if any, factual
evidence for it. It is commonly held that plate tectonics requires fluid water on the surface to
operate, the water modifying the rheology of the cold plates such that subduction becomes
feasible. The high D/H ratio in the Venusian atmosphere strongly suggests but does not prove
that it had substantial water in the past (e.g. Fegley Jr. 2004). Today Venus is desiccated as
far as the available spacecraft data can tell.

4.3.1 Volcanism

Mars has a major volcanic center, Tharsis, that covers almost a hemisphere and rises up
to 20 km above the datum. There is a second much smaller center, Elysium. Other volca-
noes are distributed more randomly across the surface. The surface of the planet shows a
dichotomy between roughly the southern hemisphere and the northern hemisphere. While
the southern hemisphere is old (about 4 to 4.5 Ga) the northern hemisphere is about 1 Ga
younger (Zuber 2001). Whether or not the northern hemisphere has been resurfaced by
volcanic activity or by sedimentation is debated. Mars Global Surveyor gravity data show
(Smith et al. 1999) that an old cratered surface exists buried underneath the northern hemi-
sphere. Tharsis is centered almost at the border between these two hemispheres. Volcanic
activity on Tharsis has apparently continued until the very recent past, albeit at a small rate
(Neukum et al. 2004). The recent knowledge on Mars volcanism has been summarized by
Solomon et al. (2005).

Venus has no distinct volcanic center but a prominent rift system, the Beta, Atla and
Themis Regiones. Volcanic features include a large number of comparatively small shield
volcanoes that are apparently randomly distributed, volcanic plains and about 500 coronae—
circular large scale volcano-tectonic features. It is widely accepted that coronae form above
upwelling plumes (Smrekar and Stofan 1999), though downwellings rather than upwellings
have been suggested as well (Hoogenboom and Houseman 2006). Johnson and Richards
(2003) have recently reanalyzed the coronae distribution and have concluded that the coro-
nae activity at least tended to concentrate in the Beta, Atla and Themis rift system over
time. The paucity of impact craters on the surface has been used to suggest that Venus was
resurfaced about 500–700 million years ago by a volcanic event of global scale (Schaber
et al. 1992; Bullock et al. 1993; McKinnon et al. 1997). This event was followed, as the
model suggests, by almost no volcanic activity. The suggestion prompted a number of pa-
pers that speculated on an episodic thermal history of Venus with pulses of global activity
followed by epochs of relative tranquillity like the present one (e.g. Turcotte 1995; Phillips
and Hansen 1998; Reese et al. 1999; Ogawa 2000; Nimmo 2002). The early conclusions
from the cratering record have been challenged by e.g. Hauck et al. (1998) and Campbell
(1999) and most recently by Bond and Warner (2006). According to the latter authors, the
cratering record allows a variety of interpretations in terms of volcanic resurfacing including
a global decrease in time in the rate of an otherwise statistically distributed volcanic activity.
Previous workers had still concluded that Venus underwent a major transition in tectonic
style, albeit more gradual than the previously postulated sudden global resurfacing event.
The surface geology also seems to indicate that modifications of the surface are planet wide
and and gradual over long periods of time rather than episodic and locally confined (Ivanov
and Head 2006).

Whether or not there is present day volcanic activity on Venus is unclear. Some sul-
phuric clouds have been interpreted as being evidence of recent volcanism (Fegley and Prinn
1989). The recent data of the infrared spectrometer Virtis on Venus Express (e.g. Helbert and
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Benkhoffm 2006) suggest differences in surface temperature that can be linked to morpho-
logic features on the surface but it is too early for more far reaching conclusions.

4.3.2 Thermal and Dynamical Evolution

Since planets can be regarded as heat engines that convert thermal energy to mechanical
work, part of which is necessary to maintain the magnetic field against losses by ohmic
dissipation, the evolution of the planet subsequent to formation and early differentiation
is strongly coupled to its thermal evolution or cooling history. Also, as noted above, the
cooling history is strongly related to the history of the magnetic field. In the context of the
discussion of the evolution of habitability of a planet and even life, the outgassing history
matters. The latter is again linked to the thermal history of the planet (e.g. McGovern and
Schubert 1989; Phillips et al. 2001a). Phillips et al. (2001a) have presented models where
the evolutions of the Venusian atmosphere greenhouse and the interior are coupled. These
models suggest that the coupling can be quite effective for Venus.

Early models of the thermal histories of Mars and Venus (e.g. Schubert 1979; Stevenson
et al. 1983; Schubert and Spohn 1990; Spohn 1990) used simple parameterized convection
schemes that did not include effects of the temperature dependence of the viscosity on the
convection. But Turcotte (1995) had already noted the difficulty for Venus to remove its in-
ternal heat if it lacked plate tectonics as the surface geology suggests. Following the work
of Davaille and Jaupart (1993), Solomatov (1995), Moresi and Solomatov (1995) and Gras-
set and Parmentier (1998), stagnant lid models of planetary convection and thermal history
were developed and successfully applied to Mars (e.g. Hauck and Phillips 2002; Breuer and
Spohn 2003: Breuer and Spohn 2006; see also Spohn et al. 2001 and Connerney et al. 2004
for recent reviews). These models suggest that Mars is continuously cooling at a rate of
about 30 K/Ga. Volcanic activity and thereby outgassing decreased rapidly during the first
few 100 million years and gradually from there on to non-zero but almost negligible (vol-
ume wise) values during the past Ga. On Mars, outgassing would therefore have contributed
to or generated an atmosphere early on that was subsequently lost due to atmospheric loss
processes in the absence of the protecting magnetic field. The thermal history calculations
would principally allow for a wet early Mars. But the geologic record as revealed by the
HRSC camera on Mars Express and the MER suggests a desert planet that had wet spots
with surface water in places of volcanic activity that melted the permafrost (e.g. Head et al.
2005).

Although the continuously cooling thermal history models of Mars are successful in ex-
plaining the observations (e.g. crustal production, magnetic field), it is not excluded that the
Martian thermal evolution could be episodic. The Rayleigh number for Martian mantle con-
vection is comparatively small (105 to 106), a fact that allows for quasi stationary convection
but the interaction of the flow with possible mantle phase transitions such as the olivine to
spinel and the spinel to perovskite phase transitions may introduce time dependence. For
instance, since the spinel-perovskite transition is strongly temperature dependent an early
perovskite layer at the bottom of the lower mantle of Mars may thin and eventually disap-
pear (Spohn et al. 1998) and allow for increased heat flow from the core. However, presently
available data do not constrain the present-day presence or absence of the perovskite layer
(Van Thienen et al. 2006). The interaction of Martian mantle convection with phase transi-
tions has been used before to explain the singularity as of Tharsis as volcanic center (Harder
and Christensen 1996; Breuer et al. 1996, 1997, 1998) but most recently Schumacher and
Breuer (2006) have criticized the hypothesis of Tharsis being maintained by a mantle super-
plume and have introduced a model of thermal blanketing and mantle melting, instead.
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The thermal history of Venus appears to be more complicated (see Schubert et al. 1997,
for a review). Although it must in principle be possible to remove the heat generated by
radiogenic elements in a stagnant lid convection regime the resulting thermal lithosphere
may be too thin to be consistent with the available gravity data (Anderson and Smrekar
2006). The latter data suggest an elastic lithosphere of up to 100 km thickness and a crust of
90 km thickness. The necessity of removing the heat in the absence of plate tectonics leads
to episodic scenarios as have been proposed by Turcotte (1993), Turcotte (1995), Turcotte et
al. (1999), Reese et al. (1999), and Ogawa (2000). Some authors (Turcotte 1995; Phillips and
Hansen 1998; Nimmo 2002; and most recently Van Thienen et al. 2005) suggest that present
Venus may actually be heating up. This would offer another explanation of the absence of a
dynamo magnetic field on the planet. Stevenson et al. (1983) had attributed the absence of
a field to the absence of an inner core and a cooling rate of the core that was too small for
convection and dynamo action to occur. If instead Venus had an inner core but a mantle the
temperature of which would be increasing in time, then the inner core would have ceased
to grow (it may actually be shrinking in radius) and the dynamo could not be driven by
chemical buoyancy released upon inner core growth. Chemical buoyancy is believed to be
the main driver of the Earths dynamo (e.g. Labrosse 2003; Stevenson 2003a).

The D/H ratio on Venus has been used to infer that Venus had a wet past with water
on the surface with the equivalent of a global ocean of up to about 500 m depth (Donahue
and Russell 1997). It is not known when the transition from a more habitable climate to
the present desiccated state occurred, but see Grinspoon and Bullock (2005) for a recent
discussion of the water history of the planet. It can be speculated that the removal of water
from the atmosphere was accompanied by a transition from plate tectonics to the present
tectonic state. The transition may have been accompanied by the loss of the magnetic field.
Whether or not remnant crustal magnetization may have survived is speculative. If observed
by future space missions, it would suggest a more habitable past of the planet.

5 Discussion and Important Open Questions

5.1 Discussion

Looking at Tables 1 and 2, it is clear that the amounts of volatiles present in Earth’s interior
are greater by far than the amounts available to the biosphere. The fluxes of the listed species
are such that the entire atmospheric inventory is processed through the mantle on time scales
significantly shorter than the age of planet: on the order of 106 yr (C), 108 yr (S), and
109 yr (H2O), respectively (Note, however, that the errors in these estimates are large due
to the large uncertainties in the fluxes). Therefore, the internal dynamics have the potential
to significantly affect the availability of these species to the biosphere. Indeed, the balances
listed in Table 2 show that the internal dynamics are constantly changing the reservoir sizes.
Nevertheless, life’s involvement in the fixation of volatile species, specifically C and N,
allowing them to be subducted eventually, is also important; not so much for the mantle
reservoir, but certainly for the hydrosphere and atmosphere reservoirs. In addition to this, life
may contribute to determining the amount which is subducted. More specific, in the case of
sulfur the oxidation state of the ocean, depending on the availability of oxygen, determines
the amount of sulfur which is deposited in the form of pyrite in oceanic sediments, which
may eventually be subducted. For carbon, the total volcanic flux is only three times as large
as the subduction flux. This means that the biosphere, through its capability to precipitate
carbonates, has the capacity to noticeably influence the amount of carbon (see Sect. 3.4)
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available in the hydrosphere/atmosphere on epoch time scales (this is apart from the fixation
of carbon in organic matter on much shorter time scales). It is hard to quantify this due to
uncertainties in the numbers of Tables 1 and 2, variations of these values with time, and also
the partial decoupling of carbonate deposition in the ocean basins and subduction of these
carbonates (see Sect. 2.4.3).

Because of the size of the solid planet, these biological processes do not significantly in-
fluence the composition of the mantle. However, through their regulation of the atmospheric
CO2 concentration, they strongly influence the greenhouse effect and thus surface condi-
tions in terms of temperature and availability of water. As we have shown in Sect. 4.1, the
surface temperature affects the rate of convection and cooling of the mantle. The availability
of water may determine whether the lithosphere is weak enough to break (Sect. 3.1) and
allow subduction zones, an essential ingredient of plate tectonics, to be formed.

Such considerations also illustrate the importance of plate tectonics compared to one-
plate convection. As illustrated in Fig. 1, the latter regime is generally thought not to allow
the return of volatiles into the planet’s interior. As a consequence, it is more difficult for
any fixated volatile to be made available again to the biosphere. When plate tectonics case
is active, elevated temperatures in the mantle contribute to releasing at least a part of the
fixated material again in volatile form. However, some return of volatiles into the mantle
may be possible, even in the stagnant lid case, by delamination of lower crustal material (e.g.
Dupeyrat and Sotin 1995; Van Thienen et al. 2004a, 2004b; Elkins-Tanton 2007a, 2007b),
assuming the sinking material contains volatile species. On Venus, the high atmospheric
pressure may prevent exsolution of volatile species from lavas at the surface. In this case,
return of the volatiles into the atmosphere is also possible by devolatilization or partial
melting of sinking material.

Plate tectonics with volcanism at ridges and subduction zones is a continuous regime
both in time and space, whereas the stagnant lid regime with plume and local tectonics-
related volcanism is not. This is a fundamental difference. Earth’s mid-ocean ridges form a
single connected grid (Ricou 2004). At these ridges, production of new crust is more or less
continuous. A recent compilation of sea floor ages suggests more or less constant spreading
rates over the past 180 Myr (Rowley 2002). Subduction related volcanism is neither spa-
tially nor temporally continuous, but the discontinuities both in space and time are limited.
Reorganization, creation, and destruction of ridges and subduction zones take place as part
of the Wilson cycle (see Turcotte and Schubert 2002). However, this does not interfere with
the continuous existence of spreading centers and subduction zones.

On the other hand, volcanism related to plume activity (whether caused by a plume or an
alternative mechanism, see e.g. King and Anderson 1995) is by definition limited to individ-
ual isolated localities. Also from a temporal point of view, activity is limited, starting with
the eruption of flood basalts, and ending with the termination of the plume tail. Geological
evidence for an increase in size and frequency of flood basalt eruptions for the younger Earth
has been presented by Abbott and Isley (2002), corresponding to a decrease in distance in
both space and time. However, Ernst et al. (2005) note that there are still many uncertainties
which hinder such trend analyses.

As volcanism provides a source of nutrient elements, and contributes to the cycling of
volatile species which play a role in the atmospheric energy balance (see Sect. 3.3), the dis-
tinction between temporal continuity and episodicity corresponds to a distinction between:
(a) continuous and episodic supply of nutrient elements and (b) a stabilizing versus a desta-
bilizing effect on planetary climate. The extent of the first effect also depends on the charac-
teristic residence time of the nutrient elements in the biosphere before burial in a geological
reservoir. The latter effect is illustrated by modeling studies. For example, Phillips et al.
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(2001b) showed that the injection of CO2 and H2O into the Martian atmosphere by volcan-
ism associated with the formation of Tharsis resulted in a warmer climate, which declined
afterwards.

Episodic clement climate conditions and nutrient availability require a form of life which
is capable of surviving intermediate periods, which may be very long (on the order of mil-
lions of years or more). Moreover, it may require some mobility in case the availability of
nutrients is limited to the location of volcanic activity and these locations change with time.

On the other hand, flood volcanism events may act to significantly disrupt an already
established biosphere by affecting climate. The eruption of flood basalts coincides with sev-
eral large mass extinctions (e.g. Courtillot et al. 1986; Renne et al. 1995; White 2002; Cour-
tillot 2003). Though the largest mass extinctions may have required the combined effects
of flood volcanism and a bolide impact (White and Saunders 2005), it is clear that massive
volcanic eruptions may cause a cooling of the climate on short time scales through silicate
and sulphate aerosols (McCormick et al. 1995) and warming on a longer time scale through
the injection of massive amounts of carbon into the atmosphere as described in Sect. 2.4.2
which results in a moderate increase of atmospheric CO2 levels (Berner 2002).

As mentioned above, the existence of a dynamo can be important for the habitability on
terrestrial planets due to the feedback mechanisms between the interior and the atmosphere
(Fig. 1): The magnetic field protects the atmosphere from erosion of light elements, primar-
ily hydrogen, due to sputtering and/or hydrodynamic effects (see Chap. 6). A sufficiently
thick atmosphere with the associated greenhouse effect is necessary to allow fluid water
to be present on the surface. However, water will not be stable in a liquid state if the at-
mosphere is too thick and the greenhouse effect is too strong. Water affects the evolution
of a planetary mantle and the planetary tectonic engine. First, it makes the lithosphere de-
formable enough for subduction of the crust to occur. Second, water recycled to the mantle
by plate tectonics reduces both the activation energy for creep and the solidus temperature
of mantle rock, thereby enhancing the cooling of the interior. At the end of the cycle, the
sufficient cooling by plate tectonics and/or a wet mantle rheology may allow the formation
of an inner core and thus, a longstanding magnetic field. In the long term, an interruption or
a change of this cycle may result in conditions that are not favorable for life. For example,
the cessation of plate tectonics results in the heating of the interior. As a consequence the
core cannot cool, the inner core growth stops and the magnetic field vanishes. This starts a
runaway process through which atmosphere erosion and loss is promoted; the surface con-
ditions change and water may become unstable at the surface. A similar scenario could be
observed in case of one-plate tectonics throughout the evolution. Due to inefficient cooling
of the interior, inner core growth never starts. An early thermal dynamo, which exists only
in case of a superheated core as a consequence of core formation, vanishes rapidly after few
hundred million years. Thus, an early atmosphere can be eroded efficiently due to the lack
of a global protecting magnetic field. Whether and how long the surface conditions allow
the existence of water during the planets evolution may depend strongly on the density and
composition of the early atmosphere.

5.2 Important Open Questions

An important question which needs to be investigated is to what extent life is essential for
the long-term stability of water at a planet’s surface. Would the Earth’s atmosphere be hot
like Venus’ atmosphere, boiling away all the water, if life would not have arisen in the
Archean and started fixating CO2 from the atmosphere? Would the absence of oceans in
such a scenario have prevented the operation (or even onset) of plate tectonics on Earth?
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Would this, and the higher surface temperature, have reduced the heat flow from the mantle
to such an extent that the core dynamo could not be sustained and Earth’s protection against
the solar wind would be removed?

At the moment we can only speculate on the answers to these questions, but they may
hold the key to understanding why the Earth and its sister Venus and brother Mars are so
alike in terms of composition and size, yet so different in terms of habitability.

Although it was primarily defined by astrophysicists, habitability is a central notion to
which geobiologists and even geodynamicists can contribute. Life itself may modify habit-
ability. This idea was central to the Gaia theory (e.g. Lovelock and Watson 1982). Although
this theory has been largely criticized there is potentially an important role of life in the
global carbon dioxide cycle at geological time scales. A better understanding of the mecha-
nisms involved in this process, as well as a much better quantitative view of the biological
role have yet to be obtained. Ironically, while some effort is done to look for extraterrestrial
life, we need for our purpose to envision the evolution of a purely abiotic Earth which seems
so far a remote aim.
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To understand what has generated Earth’s long-time habitable environment, compared with
other terrestrial planets like Venus and Mars, one cannot neglect the complex interplay be-
tween geology, water inventories, the generation of magnetic dynamos, the climate, the at-
mosphere, and their connection to the evolutionary influence of the Sun. Only stable and
dense enough atmospheres that allow water to be liquid over geological time periods, and
magnetospheres that are able to protect the surface from hostile radiation and the upper at-
mosphere against non-thermal loss processes will allow the evolution of complex biospheres
like that on the Earth. The evolving solar energy and particle fluxes play a major role not only
in climate change but also in photochemistry, escape of atoms and molecules from upper at-
mospheres, and hence in the evolution of planetary atmospheres. The long-term modification
of planetary atmospheres and the importance of magnetospheric protection of the upper at-
mosphere against the solar wind are discussed in detail within the following three articles,
so that a broader interdisciplinary scientific community will understand the complex con-
nections between astrophysics, solar physics, space plasma physics, planetary atmospheres,
planetology, and habitability as a whole. For instance, it is known from enriched heavy iso-
topes in the present atmospheres of Solar System planets that the early atmospheres should
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have experienced high escape rates to space, which could only be triggered by a much more
active young Sun (Kallenbach et al. 2003, and articles and references therein).

The nuclear evolution of the Sun is generally well understood from stellar evolutionary
theory, and solar structure models are in good agreement with modern helioseismology ob-
servations. Because of ever accelerating nuclear reactions in the core, the Sun is a slowly
evolving variable star that has undergone an increase of about 30% in luminosity over the
past 4.5 Gyr. Although the total luminosity is important for the climate on a planet, the rel-
evant wavelengths for the heating, expansion, and escape of the upper atmospheres and of
the planetary water inventory are the ionizing wavelengths less than 100 nm, which contain
only a small fraction of the total spectral power. Astrophysical observations of solar ana-
logue stars with various ages indicate that the young Sun may have had a short wavelength
(X-ray and EUV) phase, with ionizing fluxes up to 100 times more intense and stellar winds
which could have been between 100–1000 times stronger than that of the present Sun after
the Sun arrived at the Zero Age Main Sequence.

The first article in Chap. 6 by Lundin et al. focuses on the short and long-time variability
of the solar radiation and plasma environment, discusses related spacecraft observations,
and explains the relevance of planetary magnetic fields to solar forcing of terrestrial planets
and to atmospheric evolution. This article also presents a general overview of the evolving
Sun and the relevant processes related to solar interaction with magnetospheric-atmospheric
planetary environments for an interdisciplinary scientific community. A second article by
Kulikov et al. presents in more detail a comparative study of the influence of the active young
Sun on the early upper atmospheres of Venus, Earth, and Mars. The article investigates from
this point of view why the Earth may have evolved differently from Venus and Mars. Finally
the third article of this chapter by Dehant et al. focuses in detail on the role of magnetic
dynamos, their generation including the connection to planetary rotation, and the protection
of atmospheres from the solar wind. A main focus in this work is dedicated to the role of the
early Martian dynamo and to related open questions which address the riddle of the putative
lost, denser, early atmosphere.

The investigations presented in the three articles emphasize the fact that it is absolutely
necessary to consider the effects caused by the radiation and associated particle environment
of the young Sun on the atmosphere in order to understand the evolution of the atmosphere
and, ultimately, the effect of atmospheric evolution on any possible biospheres.

Reference

R. Kallenbach, T. Encrenaz, J. Geiss, K. Mauersberger, T. Owen, F. Robert (eds.). Solar System History from
Isotopic Signatures of Volatile Elements. Space Science Series of ISSI, Kluwer Academic Publishers,
and Space Sci. Rev., 106, No. 1–4, 2003



Space Sci Rev (2007) 129: 207–243
DOI 10.1007/s11214-007-9192-4

A Comparative Study of the Influence of the Active
Young Sun on the Early Atmospheres of Earth, Venus,
and Mars

Yuri N. Kulikov · Helmut Lammer · Herbert I.M. Lichtenegger · Thomas Penz ·
Doris Breuer · Tilman Spohn · Rickard Lundin · Helfried K. Biernat

Received: 1 February 2006 / Accepted: 10 April 2007 /
Published online: 8 June 2007
© Springer Science+Business Media B.V. 2007

Abstract Because the solar radiation and particle environment plays a major role in all at-
mospheric processes such as ionization, dissociation, heating of the upper atmospheres, and
thermal and non-thermal atmospheric loss processes, the long-time evolution of planetary
atmospheres and their water inventories can only be understood within the context of the
evolving Sun. We compare the effect of solar induced X-ray and EUV (XUV) heating on
the upper atmospheres of Earth, Venus and Mars since the time when the Sun arrived at the
Zero-Age-Main-Sequence (ZAMS) about 4.6 Gyr ago. We apply a diffusive-gravitational
equilibrium and thermal balance model for studying heating of the early thermospheres
by photodissociation and ionization processes, due to exothermic chemical reactions and
cooling by IR-radiating molecules like CO2, NO, OH, etc. Our model simulations result
in extended thermospheres for early Earth, Venus and Mars. The exospheric temperatures
obtained for all the three planets during this time period lead to diffusion-limited hydro-
dynamic escape of atomic hydrogen and high Jeans’ escape rates for heavier species like
H2, He, C, N, O, etc. The duration of this blow-off phase for atomic hydrogen depends
essentially on the mixing ratios of CO2, N2 and H2O in the atmospheres and could last
from ∼100 to several hundred million years. Furthermore, we study the efficiency of vari-
ous non-thermal atmospheric loss processes on Venus and Mars and investigate the possible
protecting effect of the early martian magnetosphere against solar wind induced ion pick up
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erosion. We find that the early martian magnetic field could decrease the ion-related non-
thermal escape rates by a great amount. It is possible that non-magnetized early Mars could
have lost its whole atmosphere due to the combined effect of its extended upper atmosphere
and a dense solar wind plasma flow of the young Sun during about 200 Myr after the Sun
arrived at the ZAMS. Depending on the solar wind parameters, our model simulations for
early Venus show that ion pick up by strong solar wind from a non-magnetized planet could
erode up to an equivalent amount of ∼250 bar of O+ ions during the first several hundred
million years. This accumulated loss corresponds to an equivalent mass of ∼1 terrestrial
ocean (TO (1 TO ∼1.39 × 1024 g or expressed as partial pressure, about 265 bar, which cor-
responds to ∼2900 m average depth)). Finally, we discuss and compare our findings with
the results of preceding studies.

Keywords Early atmospheres · Atmospheric evolution · Thermospheric heating · Solar
induced atmospheric loss

1 Introduction

As discussed by Lundin et al. (2007, this issue) solar radiation and particle fluxes play a
major role in all atmospheric processes. So, the evolution of planetary atmospheres can
only be understood within the context of the evolving Sun. The escape of atmospheric
constituents from the upper planetary atmospheres depends on the evolution of the so-
lar X-ray and EUV (XUV) radiation (λ ≤ 102.7 nm), which affects dissociation and ion-
ization processes; the thermosphere and exosphere temperatures; and thermal and non-
thermal escape rates. Observations and studies of isotope anomalies in planetary at-
mospheres (e.g., Lammer et al. 2000a; Lammer and Bauer 2003; Becker et al. 2003;
and references therein), radiative fluxes, stellar magnetic fields, stellar winds of solar-
type stars with different ages (Zahnle and Walker 1982; Sonnett et al. 1991; Ayres 1997;
Guinan and Ribas 2002; Wood et al. 2002, 2005; Ribas et al. 2005; Lundin et al. 2007, this
issue), and lunar and meteorite fossil records (Newkirk 1980) indicate that the young Sun
underwent a highly active phase after the formation of the Solar System, which lasted about
0.5–1.0 Gyr and included frequent flare events where the particle flux and radiation intensity
were several hundred times more intense than today.

Recent astrophysical multiwavelength (X-ray, EUV, FUV, UV, optical) observations of
solar-type stars (solar proxies) with ages which cover most of the Sun’s main sequence
lifetime from 0.13–8.5 Gyr (carried out within the Sun in Time program (Dorren and Guinan
1994; Guinan and Ribas 2002; Ribas et al. 2005) and discussed in Lundin et al. (2007, this
issue)) indicate that the coronal XUV emissions of the young main-sequence Sun were about
100 to 1000 times stronger than those of the Sun today. Thus the age-radiation relationship
of the solar proxies indicates that the XUV flux of the young Sun at about 2.5 Gyr, 3.5 Gyr
and 4.5 Gyr ago was about 3, 6 and 100 times higher, respectively, than today (Ribas et al.
2005), which is in general agreement with the previous studies by Iben (1965), Cohen and
Kuhi (1979), Gough (1977), Zahnle and Walker (1982), Sonnett et al. (1991), and Ayres
(1997), although these studies focused on stars that are not “real” solar proxies.

Besides solar radiation, the solar wind plasma flux is another important factor related to
the evolution of planetary atmospheres because it induces non-thermal ion loss from weakly
or non-magnetized planetary atmospheres. Recent Hubble Space Telescope high-resolution
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spectroscopic observations of the H Lyman-α feature of several nearby main-sequence stars
carried out by Wood et al. (2002, 2005) have revealed neutral hydrogen absorption asso-
ciated with the interaction between the stars’ fully ionized coronal wind with the partially
ionized local interstellar medium. Wood et al. (2002, 2005) modelled the absorption fea-
tures formed in the astrospheres of these stars and provided the first empirically-estimated
coronal mass loss rates for G-K main sequence stars (see also Lundin et al. 2007, this issue).
It was found that the correlation between mass loss and the X-ray surface flux of young
solar-like stars obeys a power law relationship, which indicates an average solar wind den-
sity up to 1000 times higher than today during the first 100 Myr after the Sun reached the
Zero-Age-Main-Sequence (ZAMS).

However, recent observations by Wood et al. (2005) of the absorption signature of the
astrosphere of the ∼0.55 Gyr old solar-like star, ξ Boo, indicate that there may possibly
exist a high-activity cutoff regarding the stellar mass loss in a radiation-activity-relation
derived in the form of a power law by Wood et al. (2002). They also find that the mass loss
of that particular star is about 20 times less than the average stellar mass loss value inferred
at about 4 Gyr. As pointed out by Ribas et al. (2005), Wood et al. (2005) and Lundin et al.
(2007, this issue), more measurements would be needed to define better the mass loss and
activity relation for “cool” main sequence stars, especially at high activity levels.

The aim of the present work is to apply thermospheric balance and diffusive equilibrium
models to study the effect of the evolving solar XUV radiation and solar wind plasma on
the early upper atmospheres of Earth, Venus and Mars in a comparative way. In Sect. 2,
we discuss the heating of the Earth’s thermosphere by ionizing radiation. We apply a ther-
mospheric model to the present Earth atmosphere and vary the mixing ratio of CO2, NO
molecules, etc., which act as thermospheric coolers due to their IR emission. In Sect. 3, we
apply our models to early Earth, Venus and Mars and study the thermospheric heating and
exospheric temperatures as a function of neutral gas composition and solar XUV radiation.
In Sect. 4, we discuss the impact of non-thermal atmospheric loss processes over the history
of Venus and Mars and the atmospheric protection effect for the early martian atmosphere
by the martian magnetic dynamo. Finally, we discuss in Sect. 5 the results of our study and
implications for the early atmospheric evolution of Venus, Earth and Mars and their water
inventories.

2 Thermospheric Heat Balance and Composition Modelling

The main radiation responsible for heating of upper atmospheres and the formation of plan-
etary ionospheres is the solar XUV radiation. The part of the atmosphere where the XUV
radiation is absorbed and a substantial fraction of its energy is transformed into heat, lead-
ing to a positive temperature gradient dT /dz > 0, is the thermosphere, which extends from
about 90 to 210 km on Venus and Mars and from about 90 to 500 km on Earth.

In the lower thermosphere convection can play an important role in the transport of heat,
while in the upper thermosphere heat is transported by molecular conduction, leading to an
isothermal region (T = const). In the part of the atmosphere which is called the exosphere,
where the mean free path of the atmospheric species is large and collisions become neg-
ligible, lighter atmospheric constituents whose thermal velocity exceeds the gravitational
escape velocity, can escape from the planet. The base of the exosphere is defined as an alti-
tude level where the mean free path is about equal to the local scale height H = kTexo/mg

of the gas, with k the Boltzmann constant, Texo the temperature at the exobase, g the gravi-
tational acceleration, and m the mass of the main atmospheric species. The exobase level on
Venus and Mars is located at an altitude of about 210 km and on Earth at about 500 km.
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The most important heating and cooling processes in the upper atmosphere of Earth can
be summarized as follows (e.g., Izakov 1971; Dickinson 1972; Chandra and Sinha 1974;
Gridchin et al. 1975; Gordiets et al. 1978, 1979; Gordiets and Kulikov 1981, 1982; Gordiets
et al. 1982, 1987; Gordiets 1991; Dickinson et al. 1987):

1) heating due to CO2, N2, O2, and O photoionization by the solar XUV radiation (λ ≤
102.7 nm),

2) heating due to O2 and O3 photodissociation by the solar UV radiation,
3) chemical heating in exothermic binary and 3-body reactions,
4) neutral gas molecular heat conduction,
5) turbulent energy dissipation and heat conduction,
6) heating and cooling due to contraction and expansion of the thermosphere,
7) IR-cooling in the vibrational-rotational bands of CO2, NO, O3, OH, NO+, 14N15N, CO,

etc.

Gordiets et al. (1979, 1981, 1982), Gordiets and Kulikov (1981) applied a numerical
model to calculate the thermal budget of the Earth’s thermosphere in the altitude range of
90–500 km. Their model includes the main energy sources and sinks, such as IR-radiative
cooling in the vibrational-rotational bands of optically active molecules, as well as heat-
ing and cooling arising from dissipation of turbulent energy and eddy heat transport. The
heating by the solar XUV radiation of the present Earth’s thermosphere yields an aver-
age exospheric temperature of ∼1000 K (e.g., Jacchia 1977; Crowley 1991). The results
of their simulations which are in agreement with observations, revealed that the most ef-
ficient heat source in the Earth’s thermosphere is due to photoionization by the XUV ra-
diation and heating which arises from photodissociation of O2 (e.g., Gordiets et al. 1982;
Hunten 1993). These thermospheric heating processes are balanced by the main cooling
processes which include IR radiative cooling in the 1.27–63 μm wavelength range and cool-
ing due to molecular and eddy conduction (e.g., Gordiets et al. 1982).

In the present study we apply a thermospheric model based on the models of Gordiets
et al. (1982) and Gordiets and Kulikov (1985) to the terrestrial, venusian, and martian at-
mospheres by considering the expected evolution of the solar XUV flux from 100 XUV
about 4.5 Gyr ago to 1 XUV (present time normalized solar value). The thermospheric
models solve in the vertical direction the 1-D time-dependent equations of continuity and
diffusion for nine atmospheric constituents (CO2, O, CO, N2, O2, Ar, He, NO, and H2O),
hydrostatic and heat balance equations, and the equations of vibrational kinetics for radiat-
ing molecules from below the base of the thermosphere (mesopause), up to the exobase. The
model is self-consistent with respect to the neutral gas temperature and vibrational temper-
atures of the minor species radiating in the IR. It takes into account heating due to the CO2,
N2, O2, CO, and O photoionization by the XUV-radiation (λ ≤ 102.7 nm), heating due to
O2 and O3 photodissociation by solar UV-radiation, chemical heating in exothermic 3-body
reactions, neutral gas molecular heat conduction, IR-cooling in the vibrational-rotational
bands of CO2 (15 μm), CO, O3, and in the 63 μm O line, and turbulent energy dissipation
and heat conduction. We use the volume heating and cooling rates for the processes included
in our simulations and the heating rates owing to photodissociation which are discussed in
detail by Gordiets et al. (1978, 1979, 1982) and Gordiets and Kulikov (1981, 1982, 1985).
The lower boundary conditions for the system of 1-D time-dependent hydrodynamic equa-
tions modelling the termosphere are

ρ = ρ0, T = T0, (1)
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where T is the temperature, ρ the gas density and T0 and ρ0 are taken from available ob-
servational data. The upper boundary of the model is at the exobase level where one can
assume

∂T

∂z
= 0,

∂2vz

∂z2
= 0, (2)

here vz is the vertical bulk gas velocity of the atmosphere.
The thermospheres of the terrestrial planets are heated mainly, as was noted above, by the

absorption of the solar X-ray and extreme ultraviolet (EUV) radiation. In photoionization
most of the excess solar photon energy is carried away by the electrons produced. These
photoelectrons may cause secondary and further ionization, dissociation and excitation of
electronic states of molecules and atoms. In photodissociation the excess energy can go into
internal energy of the products, or it may be released as kinetic energy. To calculate the
thermospheric heating rate due to the solar XUV radiation, it is conventional to introduce
into heat balance models the “solar heating efficiency”, which is the fraction of the solar
energy absorbed that appears locally as heat. Among many other authors, notably Torr et
al. (1979, 1980), Fox and Dalgarno (1981) and Fox (1988) have contributed to the present
understanding of this key parameter for the terrestrial planets.

For the Earth’s thermosphere it is now generally agreed that the heating efficiency has its
maximum of 50–55% of the absorbed radiative energy at the heights of about 150–180 km,
while below this altitude, where the solar heating is dominated by the Schumann–Runge
continuum photodissociation, its value decreases to about 30%. Above ∼300 km where
heating in chemical reactions becomes less important due to decreasing atmospheric col-
lision rates, the heating efficiency also decreases down to values of about 10% (see, for
example, Torr et al. 1980). Since most of the solar energy is deposited at heights below 200
km, it seems reasonable, in view of many uncertainties in the model parameters, to use for
our heat balance calculations a height-averaged value of ∼50% for the heating efficiency in
the Earth’s thermosphere.

Fox and Dalgarno (1981) and later Fox (1988) calculated the EUV heating efficiencies
in the thermosphere of Venus for different assumptions about the fraction of excess energy
converted to vibrational excitation in elementary molecular processes. In their model Fox
and Dalgarno (1981) assumed that half of the excess energy released in photodissociation
of CO2 and in chemical reactions produces vibrational excitation of the molecular products.
Calculated altitude-dependent heating efficiencies were around 18% below 130 km and 22%
above 135 km. The lower and upper limits according to their estimates were 10% and 30%,
approximately. A later more strict analysis by Fox (1988) constrained the heating efficiency
between about 22% in the lower region (below ∼130 km) and 25% in the upper region of the
day time thermosphere of Venus. However, our estimated heating efficiencies for the present
time thermospheres of Venus and Mars of about 16% and 8%, correspondingly, appear to be
considerably smaller than the values obtained by Fox (1988). This problem with the heating
efficiency in a CO2 atmosphere is not new, however, and has been also encountered in the
modelling works of other authors (Dickinson and Bougher 1986; Hollenbach et al. 1985).
More dedicated studies are needed in the future to resolve this discrepancy.

IR emission of CO2 in the 15 μm band is the major cooling process in the lower ther-
mospheres of Venus, Earth and Mars (e.g., Gordiets et al. 1982; Gordiets and Kulikov 1985;
Bougher et al. 1999; Bougher et al. 2000). For the calculation of the heat loss rate qCO2

due to IR emission of CO2 in the 15 μm fundamental band excitation of the CO2(01◦0)
bending mode vibration-rotation states in collisions with heavy particles like atomic oxygen
and CO2, N2, etc., collisional radiative de-excitation processes and absorption of radiation
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are taken into account. For the 15 μm CO2-band we use the “cool-to-space” approximation
(e.g., Dickinson 1972; Gordiets et al. 1982) which can be expressed as

qCO2 = 1.33 × 10−13gwe−960/T nCO2

(∑
M

kMnM

)
F(τ, ξ), (3)

where gw = 2 is a statistical weight factor for the 01◦0 CO2 molecule states, kM is the
relaxation rate constant for collisions with molecules and atoms having density nM (CO2,
O, O2, N2, etc.), nCO2 is the CO2 number density and F(τ, ξ) accounts for the absorption
of radiation in the band (Gordiets et al. 1982). Here τ is the reduced optical depths of the
atmosphere for the 15 μm radiation at the height in question, ξ is the ratio of the radiative
to the net relaxation rate of the 01◦0 CO2 states at the same height.

The eddy conduction heating rate qec can be calculated by

qec = ∂

∂z

[
ρcpKeh

(
∂T

∂z
+ g

cp

)]
, (4)

where Keh is the eddy heat conductivity assumed to be equal to the eddy diffusion coef-
ficient and cp is the specific heat at constant pressure. Because of a stable thermospheric
stratification

∂T

∂z
+ g

cp
> 0, (5)

the vertical heat flux owing to eddy conduction is always negative and directed downward
to the mesosphere. Therefore, the net effect of eddy conduction is thermospheric cooling.
One should note that locally at some level eddy conduction may either heat or cool the
thermosphere, depending on the value of ∂(ρKeh)/∂z (Gordiets et al. 1982). Furthermore,
we also include in our model simulations heating due to dissipation of turbulent energy

qeh = qd + qg, (6)

where qd and qg are the volume rates of turbulent energy dissipation owing to the action of
viscous and buoyancy forces

qd = Keh
ρg

T

(
∂T

∂z
+ g

cp

)
1 − Rdyn

Rdyn
, (7)

and

qg = Keh
ρg

T

(
∂T

∂z
+ g

cp

)
. (8)

Here Rdyn is the dynamic Richardson number for the statistically steady turbulent motion
which can be expressed as

Rdyn = εg

εs
=

Kehg

KemT

(
∂T
∂z

+ g

cp

)
(

∂u
∂z

)2 = αtRi, (9)

where εs is the transfer rate of kinetic energy from the mean motion to fluctuation motion
and can be written as

εs = Kem

(
∂u

∂z

)2

, (10)
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Fig. 1 Temperature of the present time Earth thermosphere showing the effect of various IR-radiating mole-
cules on the temperature profiles. (1) Only 15 μm CO2 fundamental band is cooling; (2) Cooling by O 63 μm
IR-line plus CO2 cooling; (3) NO cooling in the 5.3 μm fundamental band plus O and CO2 cooling; (4) All
the previously mentioned coolers including chemically excited IR bands of minor molecular constituents and
cooling in the OH 2.8 μm, O3 in 9.6 μm, and O2(1	g) 1.27 μm bands are taken into account

with Kem the eddy momentum diffusion coefficient, Ri the usual Richardson number and u

the horizontal component of the mean velocity of motion. The value of εg is the net amount
of the potential gas energy associated with buoyancy forces and αt is the reciprocal of the
turbulent Prandtl number (Gordiets et al. 1982).

From the above brief description of our thermospheric models used in this study their
major intrinsic limitations can be summarized as follows: 1) the present stage models do
not incorporate the upper atmospheric photochemistry of CO2, H2O, O2, etc.; 2) the models
do not include hydrogen loss, neither Jeans nor hydrodynamic, thus they should be applied
only to the upper atmospheres which are not hydrogen-rich or humid. Therefore, the major
uncertainties of our simulations which are closely related to the above model limitations,
can result in considerable underestimation of the thermospheric cooling due to intensive
atomic hydrogen hydrodynamic loss from a “wet” terrestrial thermosphere at high exobase
temperatures, especially at temperatures above the critical value for blow off. The obtained
exospheric temperatures should be considered as an approximate upper limit to real ther-
mospheric temperatures. The uncertainties associated with the absence of detailed photo-
chemical calculations in the models may lead to systematically increasing errors in the as-
sumed solar XUV heating efficiency for high XUV fluxes as the flux grows and, therefore,
may result in substantial exobase temperature errors during the young Sun period. Also,
there are uncertainties in the IR-cooling rates calculation from hot and expanded terrestrial
thermospheres, as well as some others which seem, however, to be less important. There-
fore, more work is in progress which will advance these thermospheric models to a higher
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Fig. 2 Thermospheric temperature profiles for present time Earth with different CO2 mixing ratios. The
mixing ratios are expressed in units of PAL—Present Atmospheric Level: 1 PAL = 3.3 × 10−4 of the CO2
mixing ratio

level of fidelity. However, one should note that hydrodynamic outflow conditions and ef-
fective planetary hydrogen winds depending on the available H2O reservoirs and climate
conditions may last for relatively short time periods during the planet’s evolutionary stage,
resulting in much “dryer” or less humid atmospheres, such as those considered in the present
study.

Figure 1 shows the effect of various IR-irradiating molecules on the temperature profile
of the present upper atmosphere of Earth. Figure 2 shows the effect of various CO2 mix-
ing ratios on the Earth’s thermospheric temperature profile. One can see that a mixing ratio
which is ≥103 times higher than that of the present Earth would produce an exospheric
temperature which is slightly larger than the present value for Venus (see Fig. 5 for compar-
ison). It should be noted that the temperature profiles presented in Fig. 2 are calculated for
an atmosphere containing only CO2 as an IR-radiating molecule. All the other IR-cooling
species shown in Fig. 1 are not included in the model calculations shown in Fig. 2. One can
see from Figs. 1 and 2, that CO2 can be the most efficient cooler due to IR emission in the
15 μm fundamental band for the terrestrial planetary atmospheres.

Since we are interested in the effect of higher XUV flux values produced by the young
Sun (see Ribas et al. 2005; Lundin et al. 2007, this issue) on the upper atmospheres of the
early terrestrial planets, we calculate in Sects. 3.1, 3.2 and 3.3 the thermospheric temperature
and density profiles for early Earth, Venus and Mars.
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3 Comparative Study of the Evolution of the Upper Atmospheres of Terrestrial
Planets

3.1 Early Earth

For a study of the heating of the Earth thermosphere by XUV radiation from the young Sun,
we apply our thermospheric model to an atmosphere with the present atmospheric compo-
sition and a related heating efficiency for the solar XUV radiation. The heating efficiency
of the ionizing solar radiation in the terrestrial thermosphere can be estimated through the
analysis of the photoelectron and ion energy production processes and the ways of conver-
sion of the non-thermal energy of the photolysis products into heat. As it is known, about
50% of 34 eV, which is the average energy of a solar ionizing quantum, is spent for ion
production, while the other half is carried away by primary photoelectrons which are able
to produce further ionizations, gas particle excitations, etc. The photoionization and fol-
lowing it neutralizing ionospheric chemical reactions in the terrestrial thermosphere result
in the formation of two O atoms per each ionization act which takes away from local gas
heating the dissociation energy of the O2 molecule. This energy is carried down from the
thermosphere by a diffusion flux of oxygen atoms which recombine only near the base of
the thermosphere or below. Also, a part of the energy released in the ionospheric chemical
reactions goes into “pumping” of the internal energy levels of the atomic, ion, and molec-
ular reaction products. A part of this internal energy can be radiated away to space in the
UV, visible, and infra-red spectral ranges and thus be lost, while the other part, due to par-
ticle collisions, is thermalized and heats the ambient gas. The estimations by Gordiets et
al. (1979) for the terrestrial oxygen-rich thermosphere resulted in an average value of about
50%, which is used in the present study.

All the IR-cooling mechanisms of the model are included in these calculations. Figure 3
shows the calculated exospheric temperature related to the solar XUV flux as a function of
time. As shown by Ribas et al. (2005) and Lundin et al. (2007, this issue), the solar XUV
flux was ∼6 times higher 3.5 Gyr ago, ∼10 times higher 3.8 Gyr ago, ∼50 times higher
4.33 Gyr ago, and reached ∼100 times the present Sun level ∼4.5 Gyr ago. One can see
from Fig. 3, that the blow-off temperature for atomic hydrogen of about 5000 K would
be exceeded during the first Gyr after the Sun arrived at the ZAMS, or before 3.5 Gyr ago.
Here we assume that when the thermal energy of gas-kinetic motion exceeds its gravitational
energy, the top of the atmosphere blows off and moves radially away from the planet (Öpik
1963). The critical temperature for the start of the blow off is then given by

Tc = 2MplmG

3kr
. (11)

Here Mpl is the planetary mass, m the mass of atomic hydrogen, G Newton’s gravitational
constant, and r is the planetocentric distance of the exobase. For the XUV fluxes more than
10 times the present flux (>3.8 Gyr ago) on Earth one would expect very high exospheric
temperatures that could result in large thermal escape rates even for heavier species like
H2, He, N, O, and C. However, we should note that the calculated, extremely high exobase
temperatures (Texo ∼ 10000–20000 K) being much above the blow off temperature for hy-
drogen, should be considered as rather rough estimates of the expected upper limits for
Texo, because of the intrinsic limitations and uncertainties of our model thermospheres, as
discussed in the previous section.

Figure 4 shows the effect of the solar XUV radiation on the early Earth’s exobase tem-
perature for different levels of the CO2 mixing ratio at the base of the thermosphere. For
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Fig. 3 Time evolution of the exospheric temperature based on Earth’s present atmospheric composition over
the planets’ history as a function of the solar XUV flux for a strongly limited hydrogen blow-off rate

simulations with the CO2 mixing ratios higher than its present atmospheric level (1 PAL),
both the total number density at the lower boundary, which is located at the base of the ther-
mosphere (∼90 km), as well as the ratio of the N2 to O2 number densities have been kept
constant. The ratio N2/O2 has been assumed to be equal to its present time value of ∼3.7.
The atmospheric levels of Ar and He have been kept at 1 PAL. It should be noted that only
the 15 μm CO2 cooling is included in these calculations to show clearly its effect on the
exobase temperature.

As can be seen from Fig. 4, a low CO2 level implies higher exobase temperatures and
an increased atmospheric loss when compared with high CO2 abundance. Therefore, in the
case of a low CO2 level a higher loss rate of hydrogen and water vapor from the Earth’s
atmosphere can be expected over longer periods of time, up to about 1 Gyr, or even longer.
As a result, early Earth could have lost a large amount of water if it were not protected by
a strong magnetic field, due to both thermal and non-thermal escape. Atmospheric levels of
CO2 higher than in the present Earth’s atmosphere, inferred from paleosols—soil samples
around 2.2–2.75 Gyr ago (e.g., Raye et al. 1995; Hessler et al. 2004), would thus imply
lower exobase temperatures and a reduced loss as compared to an early atmosphere with a
present atmospheric level of CO2. However, we cannot say anything definite about the CO2

level in the ancient Earth atmosphere at this stage of research.
In their recent study Tian et al. (2005, 2006) apply a 1-D time-dependent hydrodynamic

escape model to simulate thermal escape processes from a molecular hydrogen-rich early
Earth’s atmosphere. Because the solar XUV radiation levels were much stronger during the
Archean era than today, they adopt XUV radiation levels of 1, 2.5, and 5 times the present
value in their simulations. These authors also assume high CO2 mixing ratios in the early
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Fig. 4 Earth’s exospheric temperatures for different levels of CO2 abundance in units of PAL in the ther-
mosphere as a function of solar XUV flux. The numbers by the curves correspond to CO2 volume mixing
ratios expressed in PAL (Present Atmospheric Level: 1 PAL for CO2 = 3.3 × 10−4). The horizontal dashed
line shows the blow-off temperature of atomic hydrogen

Earth’s atmosphere but do not actually include IR-cooling by CO2 in the energy balance
equation of their model and argue that low oxygen and high CO2 on early Earth yielded a
cold exobase.

Applying their model, Tian et al. (2005) calculate the temperature and velocity profiles
for the corresponding XUV radiation levels and obtain very low temperatures at the exobase
of early Earth’s atmosphere in the range of ∼300–600 K due to the adiabatic cooling asso-
ciated with hydrodynamic escape. Although the flow velocity near the upper boundary of
their model for all the three cases considered is below the escape velocity from the planet,
they conclude that even in the 1 XUV level case hydrodynamic escape of molecular hydro-
gen would still occur. Tian et al. (2005) also calculate the hydrodynamic and Jeans escape
rates for varying hydrogen homopause mixing ratios resulting from their simulations1. Jeans
escape rates found by Tian et al. (2005) are more than one order of magnitude smaller than
their simulated hydrodynamic escape rates due to the low exobase temperatures.

However, their hydrodynamic blow off solutions for an H2-rich early Earth atmosphere at
the extremely low exobase temperatures of 300–600 K are in disagreement with the predic-
tions of the classical Jeans kinetic loss theory (Jeans 1925). According to this theory, a grav-
itational potential energy well is formed around a planet at the exobase level which traps the

1One should note that below the homopause level, the atmosphere is well mixed and each species adopts the
same atmospheric scale height which is given by the average mass of an atmospheric particle, while above
the homopause, due to molecular diffusion each atom or molecule follows its own scale height based on its
mass.
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planetary atmospheric constituents whenever the exobase temperature is much lower than
the critical temperature for blow off (Tc ∼ 5000 K for H and 10,000 K for H2 on Earth).
And only particles in the high energy tail of the Maxwellian distribution function of the
atmospheric gas, having kinetic energies above the escape energy at the exobase, can over-
come this energy barrier (“evaporate”) and leave the gravitational field of the planet (e.g.,
Jeans 1925; Chamberlain 1963; Öpik 1963; Gross 1972).

3.2 Present and Early Venus

On Venus neutral density measurements were carried out during 1978–1980 at the solar
maximum conditions (F10.7 ∼ 180–200) and again in the fall of 1992 at the solar medium
conditions during the pre-entry phase of NASA’s Pioneer Venus Orbiter (PVO). Von Zahn
et al. (1980) derived from the He number densities measured by the PVO Bus Neutral Mass
Spectrometer (BNMS) a constant neutral gas temperature on Venus’ dayside between 160–
500 km of about 275–290 K by taking into account the altitude variation of the gravitational
acceleration. Similar exospheric temperatures of about 290–300 K were inferred from the
Orbiter Neutral Mass Spectrometer (ONMS) instrument (Nieman et al. 1979a, 1979b, 1980;
Hedin et al. 1983; Fox and Sung 2001).

Moderate solar activity yields on Venus an average dayside exospheric temperature of
∼270 K. In situ measurements in the Venus upper atmosphere during the solar minimum
derived from Magellan aerobraking data yield average dayside exospheric temperatures of
∼240–250 K (Keating et al. 1998).

Figure 5 shows our modelled temperature profiles in the 96% CO2 Venusian ther-
mosphere as a function of altitude for different solar XUV flux values. One can see from
Fig. 5 that our model simulations for present Venus (XUV = 1) yield the exospheric tem-
perature for medium solar activity conditions of ∼270 K which is in good agreement with
the global empirical model of the Venus thermosphere based on the PVO neutral mass spec-
trometer measurements of Hedin et al. (1983) and the neutral gas mass spectrometer of the
PVO multiprobe bus (Von Zahn et al. 1980; Nieman et al. 1979a, 1979b), as well as with
model simulations by Bougher et al. (1999). The average exospheric temperature rises from
about 270 K at present time (1 XUV) up to ∼600 K 3.8 Gyr ago (10 XUV), ∼2300 K 4.33
Gyr ago (50 XUV), and ∼8200 K 4.5 Gyr ago (100 XUV). Due to the higher thermospheric
temperature the thermosphere expands and the exobase level moves upward from about 200
km (present time) to about 2200 km 4.5 Gyr ago. Figure 6 shows the calculated exobase
temperature on Venus for a 96%, 72%, 48% and 10% CO2 and N2 atmosphere and various
XUV flux values as a function of time.

If the exobase temperatures are higher than ∼4000 K, blow-off of atomic hydrogen
occurs which results in diffusion-limited hydrodynamic outflow even for a 96% CO2 at-
mosphere during ∼130 Myr after the Sun arrived at the ZAMS.

For lower CO2 mixing ratios the thermospheric temperatures could be above the critical
temperature at the exobase for atomic hydrogen of ∼4000 K for much longer time and
extremely high exobase temperatures in excess of 10000 K ∼4 Gyr ago (15 XUV) could
develop.

Chassefière (1996b), by applying a hybrid hydrodynamic-kinetic model for a pure atomic
hydrogen atmosphere of a Venus-like planet, found self-consistent steady state solutions
with a high Jeans loss at the exobase, elevated up to one planetary radius altitude (or more).
His model incorporates hydrodynamic approach below the exobase and Jeans escape at the
exobase. Apart from the solar XUV energy heating, it includes heating by the solar wind
(energetic neutrals, ENs) which takes place near the exobase and supplies about 2/3 of the
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Fig. 5 Modelled temperature profiles in a 96% CO2 thermosphere of Venus as a function of altitude for 1
XUV (present time), 10 XUV (∼3.8 Gyr ago), 50 XUV (∼4.33 Gyr ago), and 100 XUV (∼4.5 Gyr ago) flux
values

escape energy. The model also includes a thermal energy input by the hydrogen upward flux
through the lower boundary. The cooling mechanisms considered in the model are adiabatic
cooling due to hydrogen escape flow and downward thermal conduction loss through the
lower boundary at z0 = 200 km. This model does not include IR-radiation cooling which can
be present in a hydrogen-rich thermosphere due to H+

3 ion (Yelle 2004) and also in the lower
thermosphere due to CO2. In the nominal case of the model with a moderate temperature Texo

at the exobase of about 750 K, Chassefière (1996b) found that intense hydrodynamic upward
flow of hydrogen exists below the exobase for the present solar XUV conditions relayed by
high Jeans escape flux at the exobase of 2 × 1011 cm−2 s−1. This exobase temperature is
not much higher, however, than Texo ≈ 500 K obtained from our Venus thermosphere model
for present time solar condition and a low CO2 level of 10%, as it is shown in Fig. 6. Also,
it is not surprising that there is no hydrogen bulk outflow from our model thermosphere,
since the atmosphere is assumed to be “dry”, as explained before. However, the results of
Chassefière (1996b) clearly indicate that an intense Jeans escape can provide an important
contribution to the energy budget of a hydrogen-rich early Venus upper atmosphere and,
thus, be an important factor for finding self-consistent hydrogen outflow solutions even for
a present time solar XUV flux.

The present solar flux at Venus’ orbit is about 1.91 times the solar constant of today,
SSun (SSun = 1360 W m−2), while the radiation flux according to the solar standard model
on Venus orbit 4.5 Gyr ago was about 1.34 SSun (e.g., Gough 1977; Kasting et al. 1984;
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Fig. 6 Modelled venusian exobase temperatures for a 96% CO2, for a 72% CO2, for a 48% CO2, and for a
10% CO2 atmosphere as a function of the solar age and XUV flux

Lundin et al. 2007, this issue). Pollack (1971), Kasting et al. (1984) and Kasting (1988)
studied runaway and moist greenhouse cases and their implications for the evolution of the
atmospheres of early Earth and Venus.

Kasting (1988) found that the critical solar flux at which a runaway greenhouse effect oc-
curs, or when a water ocean evaporates entirely, is about 1.4 SSun at Earth’s orbit. This value
is close to the expected solar flux incident on early Venus. Moreover, the climate models
of Kasting (1988) indicate that the runaway greenhouse effect occurs under these condi-
tions nearly independently of the amount of CO2 in the atmosphere. For a CO2 pressure,
PCO2 ≤ 10 bar the critical solar flux value remains equal to 1.4 SSun and for a PCO2 ≈ 100
bar the SSun value increases only a slightly to 1.42 SSun.

The critical solar flux for which a runaway greenhouse effect could occur is found to be
highly dependent on the presence of clouds (Kasting 1988). It was found that for clouds
located at a pressure level of a few tens of a bar, the critical solar flux for a 50% and 100%
cloud cover increases to about 2.2 SSun and ∼4.8 SSun, respectively. From these results Kast-
ing (1988) suggested that early Venus’ surface was likely “cool” enough, so that a liquid
water ocean could have been maintained before it evaporated.

Kasting and Pollack (1983) studied the hydrodynamic loss of water from a primitive
H2O-rich venusian atmosphere as a function of the H2O mixing ratio at the mesopause level.
They found that for H2O mixing ratios of more than 7 × 10−4 atomic hydrogen becomes the
major species at the exobase which moves then to greater distances, so that the exosphere
becomes unstable to expansion, Jeans escape becomes inappropriate and hydrodynamic con-
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Fig. 7 Modelled martian temperature profiles in a 96% CO2 thermosphere as a function of altitude for 1
XUV (present), 10 XUV (3.8 Gyr ago), 50 XUV (4.33 Gyr ago), and 100 XUV (4.5 Gyr ago) flux values for
a low heating efficiency of ∼8%

ditions have to be considered. They also found that on early Venus atomic hydrogen could
escape for the H2O mixing ratio of 0.0063 at 10 XUV with a flux of ∼3.5 × 1011 cm−2 s−1.
Extrapolation of their results for the 100 XUV level yields a flux of ∼3.8 × 1012 cm−2 s−1.
If the mixing ratio of H2O were higher (0.055–0.46) because of the runaway greenhouse,
hydrogen escape flux values of the order of ∼1–3.5 × 1012 cm−2 s−1 could be reached for
8–16 times higher XUV fluxes (Kasting and Pollack 1983) and of ∼1.3–2.7×1013 cm−2 s−1

for 100 XUV (Kulikov et al. 2006).
By using these H escape fluxes, it can be estimated that the full amount of a terrestrial

ocean could have escaped over a time period of about 50 Myr if the H2O mixing ratio was
as high as 0.46 and the solar XUV flux was about 70–100 times the present solar value.
However, if large amounts of water had evaporated on early Venus, the remaining oxygen
would need to be incorporated in the crust as FeO (Lewis and Prinn 1984; Rosenqvist and
Chassefière 1995), or would need to be lost to space due to intense erosion by the dense
solar wind of the young Sun (Kulikov et al. 2006).

3.3 Present and Early Mars

Exospheric temperatures inferred from the mass spectrometer data during low solar activity
by the NASA Viking Landers 1 and 2 yielded values of about 180 K and 150 K, respectively
(e.g., Nier and McElroy 1977; Hanson et al. 1977; Fox and Dalgarno 1979; Barth et al.
1992; Fox and Sung 2001). A similar temperature value during low solar activity of 153
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Fig. 8 Modelled martian exospheric temperatures as a function of solar XUV flux values for a 96% CO2
atmosphere and for a heating efficiency of ∼8% (solid line) and ∼32% (dashed line). The dashed-dotted line
corresponds to a martian atmosphere with a lower CO2 mixing ratio of ∼10%. The horizontal thin solid line
corresponds to the H blow-off temperature of ∼1000 K and the vertical solid line marks the conditions ∼3.8
Gyr ago

K was modelled by using thermospheric neutral gas data from the descent measurement of
NASA’s Mars Pathfinder in 1997 (Schofield et al. 1997; Magalhaes et al. 1999; Bougher
et al. 2000). By reproducing aerobraking data of NASA’s Mars Global Surveyor (MGS)
with thermospheric models, one obtains exospheric temperatures of ∼220–230 K during
moderate solar activity conditions (e.g., Keating et al. 1998; Bougher and Keating 1999)
and ∼240 K for high solar activity.

Figure 7 shows our modelled temperature profiles in a 96% CO2 martian thermosphere
as a function of altitude for different XUV flux values. One can see from Fig. 7 that our
model simulations for present Mars result in the exospheric temperature for medium solar
activity conditions of ∼220 K which is in good agreement with the temperatures inferred
from the aerobreaking data of MGS.

Figure 8 illustrates the exobase temperature on Mars for a 96%, and 10% CO2 and N2

atmosphere as a function of solar XUV flux for the lower and upper limits of the heating
efficiency from ∼8% through ∼32% adopted in our simulations as discussed by Fox (1988).
These derived estimates of the exobase temperature for early Mars show a large degree of
uncertainty which results from our present poor knowledge of many essential parameters
needed for modelling, including atmospheric composition and variation of minor species,
heating efficiency, etc.

The blow-off temperature for atomic hydrogen on Mars is about ∼1000 K. Depending
on an initial CO2 mixing ratio and exobase altitude, atomic hydrogen could have been under
diffusion-limited hydrodynamic blow-off conditions even for an extremely low heating effi-



Early Terrestrial Atmospheres 223

ciency of about 8% and a 96% CO2 atmosphere during about 100 Myr after the Sun arrived
at the ZAMS. For the maximum heating efficiency of ∼32% the blow-off period could have
lasted for ∼400 Myr. If an early martian atmosphere had a lower CO2 abundance with a
10% mixing ratio, for example, shortly after its volatile outgassing, then the blow-off period
could have lasted much longer and would have resulted in higher exobase temperatures and
larger thermal loss rates of heavier species like H2, He, C, N and O. However, due to greater
orbital distance, as compared to Venus and Earth, which results in a lower solar luminosity
of ∼0.25 SSun on early Mars, the hydrodynamic loss of atomic hydrogen during a blow-off
period could have been less efficient for Mars than for both these planets.

4 Non-Thermal Atmospheric Loss Processes From Non- or Weakly Magnetized
Planets

4.1 Photochemically Produced “Hot” Neutrals and Planetary Coronae

It is known from spacecraft observations and model simulations that photochemical reac-
tions like dissociative recombination where a positive molecular ion recombines with an
electron so that the neutral molecule dissociates, and photodissociation where a photon
dissociates molecular neutrals, are important sources of suprathermal or energetic H, C,
N, O, and CO in the exospheres of present Venus and Mars (e.g., McElroy et al. 1982;
Nagy et al. 1981; Rodriguez et al. 1984; Ip 1988; Nagy et al. 1990; Lammer and Bauer 1991;
Zhang et al. 1993a; Jakosky et al. 1994; Fox and Hać 1997; Luhmann et al. 1997; Fox and
Hać 1997; Kim et al. 1998; Lammer et al. 2000b; Fox and Bakalian 2001; Lammer et al.
2003a, 2006).

The released “hot” or energetic atoms may reach eventually the same temperature as the
background atmosphere through a series of elastic collisions with the main background gas
such as CO2 or O. The effective cross-section area for these inelastic collisions is, however,
negligibly small at these low energies. After their release the atoms may collide with the
neutral background gas, may change directions, loose their energy, or may travel long dis-
tances in the upper atmosphere without collisions. Finally, the newly generated “hot” atoms
which reach the exobase with energies larger than the escape energy from the planet, are
lost, while particles with lower energy are responsible for the formation of extended neutral
exospheres, so-called planetary coronae, which interact with the solar wind plasma.

Figure 9 displays the sum of “hot” and “cold” O number density distributions which orig-
inate from dissociative recombination of O+

2 molecular ions for 1 XUV (present), 10 XUV
(3.8 Gyr ago), 50 XUV (4.33 Gyr ago) and 100 XUV (4.5 Gyr ago) flux values on Venus
(Kulikov et al. 2006). The hot oxygen component is calculated from the modelled O+

2 ion
number density by means of the two-stream Monte Carlo model of Lammer et al. (2000b).
For the calculation of the O+

2 ion profiles as a function of the XUV flux the ionospheric
model of Shinagawa et al. (1987) is applied to our calculated neutral density profiles (see
also Kulikov et al. 2006), with the rate coefficients for chemical reactions updated by using
the data of Fox and Sung (2001). Photoionization rates of neutral gases are calculated by
using the solar radiation model, photoabsorption cross sections, and photoionization cross
sections of Shunk and Nagy (2000). The photoionization rates for different XUV fluxes
are calculated using the photoabsorption and photoionization cross sections and multiplying
the present day solar XUV spectra. The photoelectron impact ionization rates of N2 and
O are taken from Richards and Torr (1988). Higher solar XUV radiation produces denser
ionospheric layers and more dissociated “hot” atoms result in a denser corona. The densities
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Fig. 9 Sum of “cold” and “hot” O number densities on Venus as a function of altitude for 1 XUV (present),
10 XUV (3.8 Gyr ago), 50 XUV (4.33 Gyr ago), and 100 XUV (4.5 Gyr ago) fluxes

of “cold” and “hot” oxygen populations above the exobase are obtained by extrapolations
based on Chamberlain’s equations (Chamberlain 1963). The density contribution of “hot”
O atoms to the formation of planetary “hot” corona is mainly important for flux values ≤50
XUV, as can be seen from Fig. 9. The “flat” part of the profiles corresponds to the colder
background atmosphere, while the “steep” part is due to the more energetic “hot” particles.
For XUV fluxes >50, the temperature of the heated background gas approaches that of the
hot particles and eventually the temperatures of both populations become indistinguishable.

4.2 Solar Wind Induced Ion Pick up

The main difference between present Venus and Mars compared to Earth is the lack of a
significant intrinsic magnetic field, allowing the incident energetic solar wind particles to
directly interact with their upper atmospheres. The solar wind plasma flow around planetary
obstacles with no or weak intrinsic magnetic field have been studied extensively by us-
ing gas-dynamic convection magnetic field models (e.g., Spreiter and Stahara 1980), semi-
analytical magnetohydrodynamic (MHD) flow models (e.g., Biernat et al. 2001), or hybrid
models (e.g., Terada et al. 2002; Kallio and Janhunen 2003). The model results have been
compared with observational data obtained from spacecraft, especially for Mars and Venus.

Neutral atoms and molecules above the ionopause can be transformed to ions via
charge exchange with solar wind particles, XUV radiation and electron impact. These
newly generated planetary ions are accelerated to higher altitudes and energies by the in-
terplanetary electric field and incorporated or picked up by the solar-wind plasma flow
past the planetary obstacle to space, where they are lost from the planet (e.g., Lundin
et al. 1989, 1990, 1991, 2004; Lichtenegger and Dubinin 1998; Biernat et al. 2001;
Lammer et al. 2003a; Terada et al. 2002; Kulikov et al. 2006; Lammer et al. 2006). These
picked up ions can also collide with the background gas and may sputter atmospheric species
to energies above the escape energy from the planet.
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4.3 Atmospheric Sputtering

Sputtering refers to a mechanism by which incident energetic particles (mostly ions) inter-
act with the upper atmosphere, resulting in ejection of atmospheric species. Sputtering has
been recognized as an important source of atmospheric loss in the case of Mars and of less
importance for larger planets like Venus (Luhmann and Kozyra 1991). In particular dur-
ing the early phase of the Solar System, atmospheric sputtering is thought to be significant
for loss of martian water and other atmospheric constituents (e.g., Luhmann et al. 1992;
Kass and Yung 1995, 1996; Johnson and Liu 1996; Hutchins et al. 1997; Luhmann 1997;
Johnson et al. 2000; Leblanc and Johnson 2001, 2002; Lammer et al. 2003a; Chassefière
and Leblanc 2004).

4.4 Viscous Processes

Apart from non-thermal loss processes like ion pick up and atmospheric sputtering,
ionospheric erosion due to plasma instabilities and momentum transfer (solar wind plasma
forcing) are additional important loss processes from non-magnetized planetary bodies.
Measurements by the PVO spacecraft (orbiting Venus) revealed a number of characteristic
ionospheric structures that may be signatures of solar wind-ionosphere interaction processes
(e.g., Brace et al. 1982; Russell et al. 1982). Among them are wavelike plasma irregulari-
ties observed at the top of the dayside ionosphere and plasma clouds observed above the
ionopause, primarily near the terminator and further downstream. More detailed analysis of
several detached plasma clouds has shown that the ions within the clouds themselves are
ionosphere-like in electron temperature and density (Brace et al. 1982). When such plasma
clouds are seen far above the ionosphere, they are clearly separated by an intervening region
of ionosheath plasma. Note that the ionosheath is the region between the bow-shock and the
ionopause. The latter is the transition region between tangential solar wind flow around the
ionosphere and the ionosphere itself. The properties of the ionosheath are strongly affected
by the presence of the neutral atoms extending above the ionopause.

This large separation in a direction perpendicular to the ionosheath flow suggests that
the ionospheric plasma in the clouds must have originated in the ionosphere upstream on
the dayside, indicating that plasma instabilities may occur at the venusian ionopause. In
the region adjacent to the sunward side of the magnetopause, where the magnetic field sig-
nificantly increases and simultaneously the plasma density decreases (the so-called mag-
netic barrier), plasma is accelerated by a strong magnetic tension directed perpendic-
ular to the magnetic field lines. This magnetic tension forms specific types of plasma
flow stream lines near the ionopause, which are orthogonal to the magnetic field lines.
This process favors the appearance of the Kelvin–Helmholtz instability2 that can de-
tach ionospheric plasma from a planet in the form of detached ion clouds. In studies
related to terrestrial planets one can treat the solar wind flow past the planetary obsta-
cle using a magnetohydrodynamic model which was applied successfully for the case of
the solar wind flow around Venus and Mars (Lammer et al. 2003b; Penz et al. 2004;
Lammer et al. 2006).

2A Kelvin–Helmholtz instability can develop in case of a velocity difference across the interface between
two fluids. At Venus, this instability may occur close to the ionopause due to the interaction between the solar
wind and the ionosphere.
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Table 1 Escape rates in units of
[s−1] of H, H2, O and O+ for
moderate solar activity conditions
at present Venus (see Lammer et
al. 2006, and references therein).
The asterisk in the notations H∗
and O∗ indicates “hot” neutral
atoms produced in ionospheric
photochemical reactions

Loss process / species Loss rate

Jeans: H 2.5 × 1019

Photochemical reactions: H∗ 3.8 × 1025

Photochemical reactions: O∗ negligible

Electric field force: H+ ≤ 7 × 1025

Ion pick up: H+ 1 × 1025

Ion pick up: H+
2 <1023

Pick up: O+ 1.6 × 1025

Detached plasma clouds: O+ 5 × 1024 − 1 × 1025

Sputtering: O 6 × 1024

4.5 Atmospheric Loss over Venus’ History

4.5.1 Atmospheric Escape from Present Venus

Atmospheric escape from the upper atmosphere of Venus is mainly influenced by the loss of
hydrogen and oxygen caused by the interaction of the solar XUV radiation and particle flux
with the unprotected upper atmosphere. Lammer et al. (2006) estimated the total hydrogen
and oxygen loss rates from present Venus shown in Table 1 and found that the ion pick up
and ionospheric erosion caused by the Kelvin–Helmholtz plasma instability which is of the
order of 1025 s−1 may be the most efficient escape processes for O+ ions on Venus. Thermal
atmospheric escape processes and atmospheric loss by photochemically produced O atoms
yield negligible loss rates. On the other hand, photochemical production of hot H atoms is
a very efficient loss mechanism for hydrogen on Venus with a global average total loss rate
of about 3.8 × 1025 s−1. This estimate is in agreement with a Donahue and Hartle (1992)
result and of the same order, but less than estimated by Hartle and Grebowsky (1993) for an
H+ ion outflow from the Venus’ nightside of about 7.0 × 1025 s−1 due to acceleration by an
outward electric polarization force related to ionospheric holes.

Their study indicates that on Venus, due to its larger mass and size compared to Mars,
the most important atmospheric escape processes of oxygen involve ions, and they are due
to the interaction with the solar wind. The obtained results indicate that the ratio of H/O
escape to space from the venusian upper atmosphere is about 4, and is in a much better
agreement with the stoichiometrical H/O escape ratio of 2 : 1, which is not the case on Mars
(Lammer et al. 2003a). However, we expect that a detailed analysis of the outflow of ions
from the Venus’ upper atmosphere as is expected to be measured by the Automatic Space
Plasma Experiment with a Rotating Analyzer-4 (ASPERA-4) and the Venus Express mag-
netometer (VEX-MAG) instruments aboard ESA’s Venus Express will lead to more accurate
atmospheric loss estimations and better understanding of the planetary water inventory.

4.5.2 Solar Wind Induced Atmosphere Erosion and Water Loss over Venus’ History

Present Venus is an extremely dry planet containing very little H2O vapor (about 200–300
ppm Hoffman et al. 1980; Moroz et al. 1979; Johnson and Fegley 2000) in its atmosphere.
The analysis of the Pioneer Venus Large-probe Neutral Mass Spectrometer (LNMS) data
indicated that Venus’ atmosphere is enriched in D over H relative to Earth by a factor of
∼120 ± 40, implying that Venus was once more “wet”. McElroy et al. (1982) used the
present hydrogen escape rates and showed that these loss rates over 4.5 Gyr would imply
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a lower limit of water on Venus of ∼0.3% of a terrestrial ocean (TO). However, Donahue
and Hartle (1992) and Hartle et al. (1996) deduced the amount of water lost from Venus
from the measured D/H ratio based on ion mass spectrometer measurements in a range of
an equivalent TO-depth of several meters to tens of meters.

For the prediction of the amount of primordial water on early Venus one has to consider
two possibilities. The first hypothesis assumes that early Venus was formed from conden-
sates in the solar nebula that contained little water (e.g., Holland 1963; Lewis 1970, 1972,
1973, 1974; Lewis and Prinn 1984), while the second hypothesis argues, in agreement with
previous theories (e.g., Dayhoff et al. 1967; Walker 1975), for a water abundance more
comparable to that on Earth and Mars (e.g., Wetherill 1981; Donahue and Pollack 1983;
Kasting and Pollack 1983; Morbidelli et al. 2000; Raymond et al. 2004).

The supply of water to the venusian atmosphere by comets was studied by Lewis (1974),
Grinspoon and Lewis (1988) and more recently by Chyba et al. (1990). Grinspoon and Lewis
(1988) argued that the present water content of Venus may be in a steady state where the
loss of hydrogen to space is balanced by a continuous input of water from comets or from
delayed juvenile outgassing. It is important to note that in the case of an external water
delivery no increase of Venus’ past water inventory is required to explain the present day
observed D/H isotope fractionation. The enrichment of D could conceivably have started out
of more or less “dry” conditions, as originally was suggested by Lewis (1972).

However, the initial water inventory on early Venus may have been larger, because a
substantial amount of water is required to explain the onset of the large greenhouse effect
observed at present (e.g., Shimazu and Urabe 1968; Rasool and Bergh 1970; Donahue et
al. 1982; Kasting and Pollack 1983; Chassefière 1996a; Chassefière 1996b). From these
considerations one may expect that the early outgassing of water from Venus should have
been much more efficient than it is at present to generate an equivalent amount of a TO (e.g.,
Hunten et al. 1987).

Kulikov et al. (2006) investigated for the first time the O+ ion pick up loss rates over
Venus’ history and found that a dense solar wind of the young Sun could easily remove the
expected amount of oxygen which could have been left from an XUV-driven hydrodynam-
ically escaping ocean (see Table 2). Chassefière (1996a) showed that if Venus’ H2O-rich
atmosphere hydrodynamically evaporated during the first 100 Myr, about 120 bar of H2O
and ∼36 bar of oxygen could be lost to space along with the planetary hydrogen wind.

However, Chassefière (1996a) expected that about 85 bar of oxygen should have re-
mained in the atmosphere and could have oxidized the surface minerals from FeO to Fe2O3

to a depth from a few kilometers to tens of kilometers, depending on the original water
amount. On the other hand, Venus’ present surface is relatively young (∼500 Myr), which
implies periodic efficient volcanic reforming processes. The capability to oxidize the surface
by these processes is yet unknown and should be studied in the future.

As seen from Table 2, a solar wind with plasma densities exceeding that of the moderate
solar wind case of Wood et al. (2002) could have removed such amounts of oxygen before
4.5 Gyr even if we neglect the pick up loss process during the expected hydrogen blow-off
period in the first 100 Myr. However, the loss rate estimates by Kulikov et al. (2006) may
represent a lower limit, because only the ion pick up process was studied. It can be expected
that atmospheric sputtering by a dense solar wind and erosion of ionized atmospheric species
by plasma instabilities might increase the total loss rate from the early Venus’ atmosphere.

If one assumes that Venus was “dry” over its past, our results have several implications.
If the solar wind of the young Sun was emitted within the ecliptic plane, the unmagnetized
early Venus could have lost up to 200–300 bar of oxygen due to ion pick up by expected
moderate to high solar wind plasma fluxes. Because present Venus has its expected original
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Table 2 Pick up O+ ion loss in units of [bar] by the solar wind integrated backwards over time for the period
from 3.6 to 4.6 Gyr ago

t [Gyr] ago 3.6 3.8 4 4.2 4.4 4.5 4.6

Maximum solar wind 0.067 0.13 0.3 1.1 14 117 276

Moderate solar wind 0.036 0.066 0.17 0.43 3.5 25 59

Minimum solar wind 0.016 0.028 0.062 0.16 1 6.4 14.5

Note that the solar wind plasma interaction boundary with the extended early Venus atmosphere is assumed to
be one atomic oxygen scale height below the exobase level. The shown cases are for the maximum, moderate
and minimum solar wind densities of Wood et al. (2002) and Lundin et al. (2007, this issue)

CO2 inventory of about 100 bar in the atmosphere, it is unlikely that the initial CO2 reservoir
was about 200–300 bar higher.

For overcoming this problem one can postulate that the early venusian atmosphere may
have been protected during the active period of the young Sun by a strong Earth-like mag-
netic field, or that the early solar wind was emitted off the ecliptic plane during the first
300–500 Myr after the Sun arrived at the ZAMS (Wood et al. 2005). For the history of a
possible intrinsic magnetic field on early Venus, we rely completely on theories of planetary
magnetism. Stevenson et al. (1983) calculated the thermal evolution of the core by assum-
ing that the energy available for a dynamo generation is equal to the ohmic dissipation and
found that it may have been possible that the geophysical conditions on early Venus gen-
erated a magnetic moment 4.5–4.6 Gyr ago of about 0.8–1.4 Me, where Me is the present
magnetic moment of the Earth. The obtained magnetic moments decreased very fast to val-
ues of about ≤0.4 Me after 200 Myr. Another alternative would be that Venus outgassed its
main atmosphere after the first 200 Myr which would be much later than expected for early
Earth.

4.6 Atmospheric Loss over the Mars’ History

4.6.1 Atmospheric and Water Loss During the Past 3.5 Gyr

The present thin martian atmosphere with an average surface pressure of ∼7 mbar has been
one of the great puzzles in our Solar System. Ancient fluvial networks on the surface of Mars
suggest that it might have been warmer and more wet billions of years ago, implying a much
higher atmospheric surface pressure (e.g., Kasting 1991; Forget and Pierrehumbert 1997).
Surface features resembling massive outflow channels provide evidence that the martian
crust contained the equivalent of a planet-wide reservoir of H2O up to 150–200 meters deep
(see, e.g., Carr 1987; Head III et al. 1999).

Since Mars did not have an appreciable intrinsic magnetic field during the past 4 Gyr
(e.g., Acuña et al. 1998, 1999; Connerney et al. 1999), its atmosphere could be eroded due
to the solar radiation and plasma impact.

Table 3 summarizes the modelled non-thermal atmospheric loss rates of heavy at-
mospheric species (O, C, CO, CO2, O+) from Mars over the past 3.5 Gyr. Assuming a fully
active self-regulating coupling mechanism between O and H and integrating the water loss
rates from Mars during the past 3.5 Gyr one obtains an amount of water equivalent to a global
H2O ocean with a depth of ≤12–15 m 3.5 Gyr ago (Lammer et al. 2003a, 2003b). Note that
this H2O amount could have been present also as ice if the climate conditions during the
past 3.5 Gyr did not allow water to be liquid on the surface (Squyres and Kasting 1994;
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Table 3 Escape rates in [s−1] of O, O+, CO2 and CO are shown for present (1 XUV), 2.7 Gyr ago (3 XUV)
and 3.5 Gyr ago (6 XUV) epochs for moderate levels of solar activity (Lammer et al. 2003a). The sputter loss
rates for O, CO2 and CO are calculated from the sputter yields of Table 1 of Leblanc and Johnson (2002)
and incident particle pick up fluxes from Lammer et al. (2003a). The O loss rates produced by dissociative
recombination for 1 XUV are based on the results of Kim et al. (1998), while the 3 XUV and 6 XUV loss rate
values of hot O atoms are from Luhmann (1997). The present C loss rates which originate from dissociative
recombination are taken from Fox and Bakalian (2001) and are extrapolated for the 3 and 6 XUV cases.
O+ ion loss rates estimated for momentum transport and detached ionospheric plasma clouds are taken from
Lammer et al. (2003b) and Penz et al. (2004)

Loss process / species Present 2.7 Gyr ago 3.5 Gyr ago

Pick up: O+ 3.0 × 1024 4.0 × 1025 8.3 × 1026

Dissociative recombination: O 6.0 × 1024 3.0 × 1025 8.0 × 1025

Dissociative recombination: C 8.0 × 1023 4.2 × 1024 1.3 × 1025

Sputtering: O 3.5 × 1023 1.3 × 1025 1.5 × 1027

Sputtering: CO2 5.0 × 1022 2.3 × 1024 4.0 × 1025

Sputtering: CO 3.7 × 1022 2.0 × 1024 2.5 × 1025

Momentum transport: O+ ≤1025 ≤2 × 1026 ≤3 × 1027

Plasma clouds: O+ ∼1024 ∼8 × 1024 ∼3 × 1027

Wänke and Dreibus 1994). However, all atmospheric escape processes where ions are in-
volved (ion pick up, atmospheric sputtering, momentum transport, plasma clouds) should
have been reduced significantly due to the protection by the putative early martian magnetic
field (Hutchins et al. 1997).

4.6.2 Magnetic Field Protection of the Early Martian Atmosphere

Planetary magnetic dynamo theory predicts that the strength of a magnetic moment depends
on the planetary rotation rate, the core radius and input energy (either thermal, chemical
or gravitational) to drive vigorous internal convection inside the core (e.g., Busse 1976;
Stevenson et al. 1983; Schubert and Spohn 1990; Dehant et al. 2007, this issue).

The available data obtained by MGS on an early martian magnetic field are mainly re-
stricted to measurements related to the presence of significant local, small-scale, crustal
remnant magnetization (Acuña et al. 1998, 1999; Connerney et al. 1999). Investigations of
martian meteoroids (Weiss et al. 2002) and observations and studies related to early martian
plate tectonics and crustal evolution (Sleep 1994; Breuer and Spohn 2003) also support the
idea of an early intrinsic martian magnetic field. The local magnetization appears mainly
in the ancient southern highlands and is absent in the regions where large impacts occurred
(like Hellas and Argyre). Since these impact basins were formed about 4 Gyr ago, it is gener-
ally argued that the martian dynamo ceased before this time (e.g., Acuña et al. 1999; Breuer
and Spohn 2003).

Furthermore, magnetic studies of the martian SNC meteorite ALH 84001 revealed that
about 4 Gyr old carbonates contained magnetite and pyrrhotite, which carried a stable nat-
ural remnant magnetization (Weiss et al. 2002). This result implies that Mars may have
established a magnetic dynamo within 450–650 Myr after its formation with an intensity
of an order of that on the present Earth. Moreover, these results support the theory that an
ancient strong dynamo ceased about 4 Gyr ago. Simple model simulations based on ohmic
dissipation suggest that the early martian magnetic moment could have been between the
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maximum and minimum expected magnetic moment of ∼0.1–10 Me (Stevenson et al. 1983;
Schubert and Spohn 1990).

Hutchins et al. (1997) studied the effect of a paleomagnetic field, which was assumed to
be cut off between 2.5 and 3.6 Gyr ago, on sputtering loss of martian Ar and Ne, as well
as CO2, from the present epoch (1 XUV) to 3.6 Gyr (6 XUV) ago. For the study of the
magnetospheric compression due to the solar wind at earlier time periods they adopted the
solar wind velocity model of Newkirk (1980) and the minimum expected magnetic moment
of ∼0.1 Me (Schubert and Spohn 1990). By applying the atmospheric model of Zhang et
al. (1993a) and the sputter model of Luhmann et al. (1992), they found that even such a
relatively weak magnetic moment, resulting in a small magnetosphere, could significantly
decrease the ion production rate in the solar wind interaction region and, hence, the sputter
loss.

However, it should be noted that Hutchins et al. (1997) considered only faster solar wind
but they did not increase its number density to higher values as expected from the recent
stellar observations by Wood et al. (2002, 2005). And a higher solar wind mass flux during
the early time periods after the Sun arrived at the ZAMS could have moved the magne-
topause closer to the planet, which may have resulted together with a more XUV heated and
extended early martian atmosphere in higher non-thermal loss rates during the first Gyr.

To investigate the efficiency of the atmosphere protection by such an intrinsic magnetic
moment as a function of the expected time-dependent stronger mass flux of the young Sun
(Wood et al. 2002, 2005) in our modelled heated and extended early martian atmosphere, we
calculated the subsolar magnetopause stand-off distance rs by determining the magnetic and
solar wind ram pressure balance condition at the subsolar point (e.g., Spreiter 1975; Slavin
and Holzer (Slavin and Holzer 1979); Grießmeier et al. 2004, 2005)

rs =
[

μ2
0f

2
0 M2

4π2(2μ0nswmv2
sw + B2

IMF)

]1/6

, (12)

where M is the early martian magnetic moment, BIMF is the interplanetary magnetic field
(IMF), m is a proton mass, μ0 and f0 are magnetic permeability and magnetospheric form-
factors, respectively. Note that the magnetic moment M and the IMF are assumed to be
constant in our simulations, so that time variations of the stand-off distance may be only due
to variations of the solar wind density nsw and velocity vsw.

Figure 10 shows the magnetopause stand-off distance rs for the moderate expected solar
wind density (Wood et al. 2002; Lammer et al. 2003a; Lundin et al. 2007, this issue) in the
martian radii during the time period between 0.1–1 Gyr after the Sun arrived at the ZAMS
for various values of magnetic moments in units of the present Earth’s value (Me). The
value of the solar wind velocity vsw for the young Sun is taken from Newkirk (1980). One
should note that the minimum solar wind plasma densities inferred from observations by
Wood et al. (2002) will move the magnetic barrier further away from the planet, resulting
in better atmospheric protection. If early Mars had a magnetic moment similar to that of
present Earth, rs 4.5 Gyr ago would have been ∼2.8 martian radii above the surface. An
initial magnetic moment of ∼10 Me (Schubert and Spohn 1990) results in rs of ∼7 martian
radii above the planetary surface. The lowest expected magnetic moment on Mars 4.5 Gyr
ago of ∼0.1 Me (Schubert and Spohn 1990) yields a magnetopause stand-off distance of
∼0.75 martian radii above the surface.

Only a very low magnetic moment of ∼0.01 Me would result in a direct solar wind-
atmosphere interaction like at present Mars during the first 200 Myr after the Sun arrived
at the ZAMS. Due to the decreasing solar wind plasma density and velocity, rs moves to
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Fig. 10 Martian subsolar magnetopause stand-off distance for moderate solar wind density (Wood et al.
2002; Lammer et al. 2003a; Lundin et al. 2007, this issue) in units of the martian radii over a time period of
0.1–1 Gyr after the Sun arrived at the ZAMS for various values of expected martian magnetic moments

further distances above the martian surface, resulting in rs for 0.01 Me of ∼1.2 martian
radii 4 Gyr ago.

Figure 11 shows the magnetopause stand-off distance rs related to an assumed weak mag-
netic moment which decreases from 0.1 Me to 0.01 Me during the first Gyr after the Sun
arrived at the ZAMS for the maximum (dotted-line), moderate (solid-line) and minimum
(dashed-line) expected solar wind plasma density of Wood et al. (2002) and Lundin et al.
(2007, this issue). One can see that the maximum expected solar wind mass flux 4.5 Gyr ago
would move the magnetopause stand-off location to a distance of ∼1.4 Rst/Rpl in units of
the martian radii, and to ∼1.85 Rst/Rpl and ∼2.45 Rst/Rpl for the moderate and minimum
expected mass flux. One can see that rs during the first 0.5 Gyr due to the decreasing solar
wind plasma density moves to much higher altitudes above the planetary surface. Under the
above assumptions, ∼3.5 Gyr ago due to the decreasing magnetic moment, rs moves to al-
titudes which are comparable to those during the first 200 Myr after the Sun arrived at the
ZAMS.

For studying the atmospheric protection effect of the early martian magnetic field on
O+ ion pick up loss we use a numerical test particle model that includes particle motion in
the environmental electric and magnetic fields based on the Spreiter-Stahara gas-dynamic
model (Spreiter and Stahara 1980).
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Fig. 11 Subsolar magnetopause stand-off distance for an early weak martian magnetic moment which de-
creases from 0.1 Me to 0.01 Me over the first Gyr. Maximum (dotted-line), moderate (solid-line) and
minimum (dashed-line) expected solar wind plasma densities are taken from Wood et al. (2002), Lammer et
al. (2003a), Lundin et al. (2007, this issue)

The production rates due to photoionization, electron impact and charge exchange are
given by the following equations

Qγ = �γ σγ nO, Qce = �swσcenO, Qei = νenenO, (13)

where �γ and �sw is the photon and solar wind flux, respectively, σγ and σce is the ion-
ization and charge exchange cross section of atomic oxygen, νe is the ionization frequency
per incident electron, ne the solar wind electron density and nO the density of atmospheric
oxygen. The energy dependent charge exchange cross sections are taken from Kallio et al.
(1997) and the electron impact ionization frequencies from Cravens et al. (1987), where the
electron temperature is approximated according to Zhang et al. (1993b). The total produc-
tion rate Q of planetary O+ is the sum

Q = Qγ + Qce + Qei (14)

and it is assumed that the ionized species are lost from the planet. This model reproduces
successfully several ion distributions observed by the PVO on Venus (Luhmann 1993;
Lammer et al. 2006) and the Soviet Phobos 2 spacecraft plasma measurements on Mars
(Lundin et al. 1989, 1990, 1991; Lichtenegger and Dubinin 1998; Lichtenegger et al. 2002;
Lammer et al. 2003a). For the calculation of the O+ ion pick up fluxes 4.5 Gyr ago (100
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XUV), 4.33 Gyr ago (50 XUV), and 3.8 Gyr ago (10 XUV) we use the modelled “cold” and
“hot” neutral O densities shown in Fig. 12, which are obtained in a similar way as in Fig. 9.

One can see from Table 4 that the O+ ion pick up loss rates 4.33 Gyr ago (50 XUV) are
of the same order of magnitude and are most likely even lower than those about 3.5 Gyr ago
due to the magnetic protection of the extended upper atmosphere. For the 100 XUV case 4.5
Gyr ago the moderate solar wind mass flux obtained by Wood et al. (2002) would yield O+

ion pick up loss rates which are comparable with the expected O atom sputter loss rates 3.5
Gyr ago. The maximum expected solar wind mass flux would move the magnetic standoff
distance to about 0.4 martian radii above the surface (4.5 Gyr b.p.). The corresponding O+

ion pick up loss rate during this early period which is shown in Table 4, was about a factor
of 10 larger than the O sputter loss rate ∼3.5 Gyr ago (see Table 3), resulting in oxygen loss

Fig. 12 Sum of “cold” and “hot” O number densities on Mars as a function of altitude in martian radii
above the planetary surface for 10, 50, and 100 XUV fluxes (solid, dotted and dashed lines, respectively).
The dashed-dotted short lines correspond to the magnetopause stand-off distances for the maximum expected
solar wind mass flux (Wood et al. 2002; Lundin et al. 2007, this issue) and the expected minimum possible
magnetic moment on early Mars of ∼0.1 Me which is assumed to be decreasing to ∼0.01 Me during the
first Gyr after the Sun arrived at the ZAMS

Table 4 O+ ion pick up escape rates in [s−1] 4.5 Gyr ago (100 XUV) and 4.33 Gyr ago (50 XUV) and
corresponding subsolar magnetopause stand-off distances rs shown in Fig. 11 for maximum, moderate and
minimum solar wind conditions (Wood et al. 2002; Lammer et al. 2003a; Lundin et al. 2007, this issue)

4.5 Gyr ago [100 XUV] 4.33 Gyr ago [50 XUV]

rsmin ≈1.4Rpl ≈2Rpl

Pick up: O+ 9.0 × 1026 1.3 × 1026

rsmod ≈0.8Rpl ≈1.4Rpl

Pick up: O+ 2.5 × 1027 4.3 × 1026

rsmax ≈0.4Rpl 0.8Rpl

Pick up: O+ 1.5 × 1028 1.5 × 1027
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over this time period of about 0.5 bar. Early martian magnetic moments more than 0.1 Me

or moderate solar wind plasma densities of the young Sun would yield negligible loss rates.
A test particle run for a 10 XUV case corresponding to a time period of ∼3.8 Gyr ago

and a magnetic moment of the order of ∼0.01 Me yields an O+ ion pick up loss rate of
the same order as that for an unprotected upper atmosphere at ∼3.5 Gyr ago (6 XUV). One
should note that higher magnetic field strength of the IMF during the young Sun period
(Newkirk 1980) would contribute to a higher compression of the magnetosphere. And a
smaller magnetospheric stand-off distance given by (1) would result in an enhanced loss
from the martian upper atmosphere.

Our model simulations for an unprotected martian upper atmosphere yield O+ pick up
loss rates, depending on the chosen solar wind mass flux values from ∼0.5 bar (minimum)
up to ∼10 bar (maximum) during the first 200 Myr. However, one should note that an un-
protected early martian upper atmosphere would also experience additional non-thermal loss
processes like sputtering, plasma-instability-induced detached ionospheric clouds, and cool
ion outflow due to the momentum transport effect (see Lundin et al. 2007, this issue). There-
fore, in case of a late onset of the martian dynamo (Schubert et al. 2000) after the first 200
Myr combined with high exobase temperatures of more than 1000 K the planet could have
lost up to several tens of bar.

Our results suggest that an early magnetic dynamo stronger than 0.1 Me is necessary
to protect the martian atmosphere during the first 200–300 Myr. Therefore, the results of
our study are in general agreement with the Hutchins et al. (1997) results and indicate that
an early magnetic dynamo could, probably, be strong enough to reduce the radiation and
particle induced non-thermal atmospheric loss rates even for the XUV heated and expanded
upper atmosphere by significant amounts.

4.6.3 Loss of CO2 and Change in Surface Pressure

It is important to note that the total integrated mass loss of O atoms and ions shown in
Table 3 may have not contributed to the total surface pressure change over the martian
history, because the majority of escaping O and O+ ions most likely had their origin from
H2O vapor but not from atmospheric CO2 (see Lammer et al. 2003a and references therein;
Amerstorfer et al. 2004). However, one should note that recent observations (Carlsson et al.
2006) and model simulations of atmospheric escape of carbon bearing species by various
authors (Fox and Hać 1997; Leblanc and Johnson 2002; Lammer et al. 2003a and references
therein; Chassefière and Leblanc 2004; Barabash et al. 2007) make it problematic that the
surface pressure of the martian atmosphere could have reached values >0.3 bar at the end
of the heavy bombardment, necessary for a greenhouse effect resulting in standing bodies
of water on the martian surface.

Particle sputtering and photochemical reactions (dissociative recombination and pho-
todissociation), however, could remove carbon bearing species (C, CO and CO2), so that
these processes would contribute to the loss of the martian atmosphere during the planets’
past. Since ion pick up and sputtering depend on the solar wind mass flux, which was higher
in the martian past (Lammer et al. 2003a; Lundin et al. 2007, this issue), sputtering could
probably be more efficient during the early periods as long as no magnetospheric protection
of the atmosphere was present.

By inspection of Table 3 it is seen that atmospheric loss due to dissociative recombi-
nation of ion species is more important for present Mars but was probably less important
during earlier periods compared to sputtering and ion pick up, because the newly gener-
ated suprathermal neutrals have to move a longer distance in the XUV-heated and expanded
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thermosphere before they can reach the exobase level. In such a case the “hot” particles
experience more collisions which result in energy loss and lower escape rates. However,
future studies should investigate in more detail the production of suprathermal neutrals by
photodissociation, which could enhance the loss rates of “hot” atoms.

Impact erosion (e.g., Melosh and Vickery 1989; Brain and Jakosky 1998) and late im-
pact accretion (e.g., Chyba et al. 1990) are additional processes that may have played an
important role in the early martian atmosphere. Brain and Jakosky (1998) estimated the at-
mospheric loss due to impact erosion since the onset of the martian geologic record about
4 Gyr ago by using the size-frequency crater distribution N of craters having sizes more
than 4 km (N = 7 × 10−4–3 × 10−3) of Hartmann et al. (1981). They found an enhancement
factor for the surface pressure ∼4 Gyr ago in the range of ∼2–9.

The result of Brain and Jakosky (1998) indicates that the total amount of atmosphere on
Mars that was present at the onset of the geological record has been reduced by a factor of
2–9 due to large impact erosion, showing that early Mars may have lost from 50% to 90%
of its original atmosphere due to impact erosion. Their result is different from the results of
the previous studies by Melosh and Vickery (1989) who expected atmospheric loss rates due
to impact erosion from early Mars in a range from 98% to 99.5%. However, for obtaining
this result the crater density would need to be larger than ∼0.01 km−2, which is almost one
order of magnitude larger than the highest crater density values found on Mars.

It is important to note that Melosh and Vickery (1989) and Brain and Jakosky (1998)
studied only the effect of impact loss and not impact delivery to the atmosphere. It may
be possible that impact erosion and impact delivery are more or less in balance (private
communications to H. Lammer by D. Brain and G. Neukum). If this is the case, then the
major loss process should be the non-thermal escape related to a weak protecting early
magnetic field or its late onset.

However, it may have been possible that Mars may have had a surface pressure at the end
of the late heavy bombardment 3.8–4 Gyr ago of about ≤0.3–0.5 bar. The amount above the
present 7 mbar surface pressure could have been lost due to sputtering and photochemical
processes (e.g., Jakosky et al. 1994) and maybe due to ion pick up loss related to CO2.
Furthermore, CO2 could be also lost due to weathering resulting in regolith deposits of
the order ∼30–40 mbar (Zent and Quinn 1995) or of even higher levels of more than 100
mbar (Bandfield et al. 2003). Additionally, some tens of mbar could be sequestered as ice
or clathrate in the polar areas (Mellon 1996). Such relatively small CO2 surface-deposits
would also be in agreement with the recent data obtained by ESA’s Mars Express OMEGA-
instrument that show that there may be no large amounts of carbonates on the martian surface
(Biebring 2005). This result also indicates a strong early escape of most of the planets’ CO2

during the heavy bombardment period in agreement with our results.

5 Why Has the Earth Evolved Differently from Venus and Mars?

Figure 13 illustrates the results obtained from our comparative study of the influence of the
XUV radiation and particle environment of the young Sun on the early upper atmospheres of
Earth, Venus and Mars. From our study it seems likely that the early atmospheres (>4 Gyr
ago) of the terrestrial planets contained high amounts of CO2 (∼90–95%) that could sub-
stantially inhibit atmospheric loss, because CO2 appears to be the most efficient IR-radiating
molecule in planetary thermospheres. A high CO2 mixing ratio could reduce high ther-
mospheric temperatures, that would have a strong impact on thermal and non-thermal es-
cape rates from the upper atmospheres. Therefore, we expect that the early atmosphere of
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Fig. 13 Comparison of the expected evolutionary paths of the atmospheres and geophysical parameters of
Venus, Earth and Mars under the influence of the solar particle and radiation environment

Earth ∼4.5 Gyr ago could contain the present time Venus’ and Mars’ CO2 mixing ratio of
∼95%.

There are basically two scenarios conceivable for the generation of an early magnetic
dynamo on Venus. The first possibility is that Venus had a superheated core with respect
to the mantle due to the formation process. The cooling of such a superheated core would
generate thermal convection in the core and consequently dynamo action. Such a thermal
dynamo can be assumed to be active only during the first few hundred Myr. The second
possibility could be that the young Venus experienced an early plate tectonic era which could
have been driven by large H2O inventories. Large original water inventories are essential for
driving plate tectonics and keeping a magnetic moment active (Breuer and Spohn 2003).
Active plate tectonics efficiently cools the mantle and core of terrestrial planets, so that an
inner solid core and an outer liquid core can be formed and an early magnetic field can be
easily generated. Unfortunately due to global volcanic reshaping of Venus’ surface ∼700–
800 Myr ago it is difficult to find evidence that the planet once had active plate tectonics.

An unmagnetized early Venus may have lost a large amount of its atmosphere by non-
thermal escape processes like ion pick up due to the dense solar wind plasma of the young
Sun, or during an efficient blow-off phase for atomic hydrogen which originated probably
from an evaporating H2O ocean (Kulikov et al. 2006). In such a case the hydrodynamically
escaping hydrogen wind would form a corona around early Venus similar to that discov-
ered around evaporating short periodic hot exoplanets like HD209458 b (Vidal-Madjar et
al. 2003). Dense solar wind of the young Sun would pick up mainly the evaporating atomic
hydrogen, but heavier species like CO2 at lower atmospheric levels would be protected and
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stay mainly unaffected by non-thermal loss processes until the end of the hydrogen blow-off
phase. Because the activity of the young Sun decreased very fast in time, Venus was able to
keep the major part of its atmosphere until today. From these results we expect that an onset
of a magnetic dynamo on early Earth was essential for protecting its hot and extended early
upper atmosphere against erosion by the solar wind of the young Sun. In view of our present
findings a late appearance of a strong magnetic dynamo on early Earth, suggested by Ozima
et al. (2005) for the explanation of implanted terrestrial atomic nitrogen and noble gases in
Lunar soils, seems rather unlikely. In such a case one might expect that without a protect-
ing magnetic field, early Earth, like early Venus, could have lost up to a terrestrial ocean of
water due to solar wind erosion, as O+ ion pick-up loss calculations for early unmagnetized
Venus by Kulikov et al. (2006) indicate. However, as drawing firm conclusions from our
preliminary results is still not easy, a late onset of the terrestrial magnetic dynamo cannot be
completely ruled out. But it would imply then that early Earth could have lost huge amounts
of its water and atmosphere due to intense solar wind erosion.

There is observational evidence that early Mars (≥4 Gyr ago) had a denser CO2 at-
mosphere (e.g., McKay and Stocker 1989; Haberle et al. 1994; Brain and Jakosky 1998), a
warmer climate (e.g., Forget and Pierrehumbert 1997; Haberle 1998; Manning et al. 2006),
most likely liquid water running over its surface (e.g., Carr 1987; Head III et al. 1999; Baker
2001).

Depending on assumed solar wind parameters of the young Sun, the results of our study
show that an early martian magnetic field could reduce the escape rate of atmospheric ions
due to non-thermal loss processes very efficiently. On the other hand, our study indicates
that Mars could have lost its whole atmosphere from several bar to several tens of bar due to
a combined effect of the solar XUV heated upper atmosphere and a dense solar wind plasma
flow of the young Sun if the planet were not protected by its magnetosphere during the first
200 Myr.

However, if one neglects the delivery of the atmosphere by impacts, one can expect that
impact erosion may have been an efficient atmospheric loss process on early Mars during the
heavy bombardment period (4–4.5 Gyr ago). This could have removed from about 50% to
90% of the early martian atmosphere (Brain and Jakosky 1998). On the other hand, if impact
erosion was nearly in balance with impact atmospheric delivery, non-thermal loss processes
combined with a weak early magnetic dynamo or a late onset of the dynamo (Schubert et
al. 2000) (later than ∼200 Myr after the planet’s origin) can explain the loss of the initial
martian atmosphere. Future impact effect studies should, therefore, focus on the net delivery
and loss of atmosphere during the heavy bombardment period. In addition, the atmospheric
erosion and production rates due to asteroid and cometary impacts need to be combined with
thermal and non-thermal loss calculations for early Mars models.

The remaining atmospheric species after the end of the heavy bombardment period may
have been partly lost to space from the unprotected upper atmosphere due to non-thermal
loss processes and the surface weathering into the ground, ice and clathrates (e.g., Mellon
1996; Zent and Quinn 1995; Bandfield et al. 2003).

Interestingly, Jakosky et al. (1994) found that efficient sputtering till the end of the heavy
bombardment period can explain the isotopic 36Ar/38Ar ratio observed in the present martian
atmosphere without requiring an epoch of very intensive hydrodynamic blow-off. However,
the fractionation of Xe isotopes still requires an efficient hydrodynamic blow-off period
(Jakosky et al. 1994; Pepin 1994; Becker et al. 2003).

As one can see from our Figs. 7 and 8, the early martian thermosphere and exosphere
were hot enough due to the high XUV radiation, so that atomic hydrogen could experience
blow-off. Depending on assumed atmospheric mixing ratios, available IR-coolers, warmer
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climate in the lower atmosphere, and heavy impactors which contributed to thermospheric
heating, large amounts of H2O-related hydrogen may have escaped. During an early efficient
blow-off period even heavy elements like Xe isotopes could have been dragged away with
the intense hydrogen wind (e.g., Zahnle et al. 1990; Chassefière 1996a, 1996b; Becker et al.
2003). These blow-off conditions and high loss rates of hydrogen which could drag along
with it heavier species, might have been much more important during the martian accretion
phase (Dreibus and Wänke 1987).

It should be noted that our present understanding of loss processes which are induced by
photodissociation, dissociative recombination, and atmospheric sputtering is based on esti-
mates, since the loss rates are still not measured by spacecraft. Thus, the obtained loss rates
are model dependent and have to be compared with future observational data and measure-
ments by a Mars aeronomy orbiter. Also, Mars remains an attractive target for future space
missions planned by NASA, ESA, Russia, etc., but so far no successful mission, which was
dedicated to a study of the martian thermosphere-exosphere environment was launched.
Such a mission should study in detail temperature, isotopes, cold and hot particle popula-
tions, escape fluxes of photochemically produced “hot” neutrals, ions, including isotopes,
also ionopause loss processes and how they depend on the solar XUV activity. However, the
missing data which may help us to understand the evolution of the early martian magnetic
dynamo, its surface pressure, atmospheric sputtering and photochemical loss processes, etc.
over the planets’ history can only be procured by using a comprehensive package of instru-
ments such as the one proposed for a Mars Magnetic and Environmental Orbiter (MEMO).

By comparing Venus and Mars with early Earth (Fig. 13), we find that expected high CO2

abundance on early Earth might have been substantially reduced due to weathering from the
atmosphere onto the surface and seafloor mainly during the first 500 Myr. Fortunately, the
high XUV radiation of the young Sun decreased from ∼100 times higher value 4.5 Gyr ago
(see Ribas et al. 2005; Lundin et al. 2007, this issue) to a ∼10 times higher value 3.8 Gyr
ago and about 6 times higher value 3.5 Gyr ago than that of today.

At these lower XUV radiation fluxes 3.5–3.8 Gyr ago much lower CO2 mixing ratios
(∼1%) were able to substantially cool the upper atmosphere of Earth and to keep the exobase
temperature below the critical level for hydrogen blow-off, so that the atmosphere and plan-
etary water inventory could not be completely lost. Interestingly, these time periods cor-
relate with the expected origin of the first life-forms which supposedly changed the Earth
atmospheric composition to its present state.

6 Conclusion

We presented a comparative study of the influence of the solar radiation and particle envi-
ronment of the young Sun on the early atmospheres of Earth, Venus and Mars. The main
results of our study can be summarized as follows:

1) The early atmosphere of Earth about 4.0–4.5 Gyr ago may have had a Venus- or martian-
like high content of CO2, which is the most efficient IR-radiating cooler in planetary
thermospheres, important to protect the upper atmosphere from high exobase tempera-
tures and high loss rates.

2) An intrinsic planetary magnetic field like on present Earth, or early Mars is essential for
the protection of an extended upper atmosphere from the XUV and solar wind induced
erosion. An early martian dynamo larger than ∼0.1 Me could reduce the ion erosion
from the early martian atmosphere in an efficient way.
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3) The modelled exobase temperatures obtained for early Earth, Venus and Mars after the
young Sun arrived at the ZAMS indicate that periods of blow-off and diffusion-limited
hydrodynamic escape of atomic hydrogen and high Jeans escape rates for heavier species
like H2, He, C, N, O, etc., should have occurred. The duration of this blow-off period for
atomic hydrogen on each planet might essentially depend on the mixing ratios of CO2,
N2, and H2O in the atmosphere and could last from ∼100 to several hundred Myr.

4) Our model simulations show that atmospheric erosion by the solar wind ion pick up
from a non-magnetized Venus could effectively erode O+ ions during the first Gyr after
the Sun arrived at the ZAMS. Depending on the solar wind parameters expected for the
young Sun, an equivalent amount of up to one terrestrial ocean could be lost (see also
Kulikov et al. 2006).

The comparative study of the early upper atmospheres of Earth, Venus, and Mars sug-
gests that we will not be able to understand the evolution of Earth-type biospheres and
habitability of terrestrial planets in general if we neglect atmospheric effects caused by the
radiation and particle environment of the young Sun/stars, which change dramatically over
the history of the solar/stellar system. Therefore, a better knowledge of early solar wind
parameters including estimations of magnetic fields of young stellar systems and plasma
outflow from young Sun-like stars is urgently needed. Thus, more projects/missions related
to observations of solar proxies should be undertaken in the near future.

In conclusion we must also note that our findings presented in this study should be con-
sidered as preliminary and awaiting further confirmation of the hypotheses on which our
reasoning is mainly based, and of the progress in relevant stellar and planetary observations
and development of more advanced atmospheric loss models for analyzing observational
data and making realistic predictions.
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Abstract The solar wind and the solar XUV/EUV radiation constitute a permanent forcing
of the upper atmosphere of the planets in our solar system, thereby affecting the habitability
and chances for life to emerge on a planet. The forcing is essentially inversely proportional
to the square of the distance to the Sun and, therefore, is most important for the innermost
planets in our solar system—the Earth-like planets. The effect of these two forcing terms is
to ionize, heat, chemically modify, and slowly erode the upper atmosphere throughout the
lifetime of a planet. The closer to the Sun, the more efficient are these process. Atmospheric
erosion is due to thermal and non-thermal escape. Gravity constitutes the major protection
mechanism for thermal escape, while the non-thermal escape caused by the ionizing X-rays
and EUV radiation and the solar wind require other means of protection. Ionospheric plasma
energization and ion pickup represent two categories of non-thermal escape processes that
may bring matter up to high velocities, well beyond escape velocity. These energization
processes have now been studied by a number of plasma instruments orbiting Earth, Mars,
and Venus for decades. Plasma measurement results therefore constitute the most useful
empirical data basis for the subject under discussion. This does not imply that ionospheric
plasma energization and ion pickup are the main processes for the atmospheric escape, but
they remain processes that can be most easily tested against empirical data.

Shielding the upper atmosphere of a planet against solar XUV, EUV, and solar wind
forcing requires strong gravity and a strong intrinsic dipole magnetic field. For instance, the
strong dipole magnetic field of the Earth provides a “magnetic umbrella”, fending of the
solar wind at a distance of 10 Earth radii. Conversely, the lack of a strong intrinsic magnetic
field at Mars and Venus means that the solar wind has more direct access to their topside
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atmosphere, the reason that Mars and Venus, planets lacking strong intrinsic magnetic fields,
have so much less water than the Earth?

Climatologic and atmospheric loss process over evolutionary timescales of planetary at-
mospheres can only be understood if one considers the fact that the radiation and plasma
environment of the Sun has changed substantially with time. Standard stellar evolutionary
models indicate that the Sun after its arrival at the Zero-Age Main Sequence (ZAMS) 4.5
Gyr ago had a total luminosity of ≈70% of the present Sun. This should have led to a much
cooler Earth in the past, while geological and fossil evidence indicate otherwise. In addition,
observations by various satellites and studies of solar proxies (Sun-like stars with different
age) indicate that the young Sun was rotating more than 10 times its present rate and had cor-
respondingly strong dynamo-driven high-energy emissions which resulted in strong X-ray
and extreme ultraviolet (XUV) emissions, up to several 100 times stronger than the present
Sun. Further, evidence of a much denser early solar wind and the mass loss rate of the young
Sun can be determined from collision of ionized stellar winds of the solar proxies, with the
partially ionized gas in the interstellar medium. Empirical correlations of stellar mass loss
rates with X-ray surface flux values allows one to estimate the solar wind mass flux at earlier
times, when the solar wind may have been more than 1000 times more massive.

The main conclusions drawn on basis of the Sun-in-time-, and a time-dependent model
of plasma energization/escape is that:

1. Solar forcing is effective in removing volatiles, primarily water, from planets,
2. planets orbiting close to the early Sun were subject to a heavy loss of water, the effect

being most profound for Venus and Mars, and
3. a persistent planetary magnetic field, like the Earth’s dipole field, provides a shield

against solar wind scavenging.

Keywords Planetary magnetospheres · Solar forcing · Young Sun · Ionospheric plasma
escape · Loss of planetary water

1 Introduction

Solar forcing affects the planets in the inner solar system in different ways, the most ob-
vious being the solar gravitation force. But there are also other forcing terms affecting the
planets: solar irradiation and the solar plasma outflow. The solar irradiation, with a spectrum
from X-ray to infrared, provides the highest input power to the planetary environment, cor-
responding to a power between 490–720 W/m2 for Mars, with its elliptic orbit, for the Earth
1370 W/m2, and 2620 W/m2 for Venus. The power input from solar plasma outflow/the
solar wind, is quite variable, but the average power is six orders of magnitude smaller
(0.001–0.003 W/m2). Yet, one may argue that the solar plasma forcing has a more sig-
nificant effect on a planetary atmosphere than solar irradiation alone. For instance, thermal
escape (due to solar irradiation) primarily favours light atoms and molecules (e.g. hydrogen)
while non-thermal escape processes (due to solar plasma forcing) are much less mass sen-
sitive. Nonthermal escape in general results in an order of magnitude higher mass loss for
the Earth-like planets. This apparent anomaly, with orders of magnitude difference in input
power, demonstrates the non-linear behaviour of nature, i.e. sheer power is not sufficient to
explain physical phenomena. It is the process that matters, such as in this case for the escape
of planetary volatiles.
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Thermal escape from an atmosphere is determined from a Maxwellian (thermalized) par-
ticle distribution, the escape rate given by the temperature of the distribution at the exobase
and the escape velocity of the object at the exobase. Theoretically all particles within the
Maxwellian distribution of particles having velocities above the escape velocity will be
lost. Nonthermal escape may be defined as all other processes where the energization and
escape of particles is related with (microscopic) nonthermal processes. Excluded are all
(macroscopic) processes of catastrophic nature such as e.g. impact erosion by in falling
objects from space. Non-thermal escape is not unrelated to thermal escape, because most
non-thermal escape processes are based on the existence of photo ionization processes. The
electromagnetic radiation from the Sun also determines the scale-height of the atmosphere,
and correspondingly also the ionosphere and cross-sectional area for e.g. solar wind forc-
ing. However, we separate the two mechanisms mainly because of their differences with
respect to solar forcing. Thermal escape is (mainly) due to solar radiation, whereas non-
thermal escape is related with a broader aspect of solar wind forcing, such as sputtering, ion
pickup, ionospheric plasma energization etc. The basic argument is that solar wind energy
and momentum, electromagnetic or corpuscular, defines the forcing regardless of individ-
ual processes inferred. Following the definitions by Chassefière et al. (2007), there are two
classes of thermal escape:

1. Jeans escape, driven by EUV and XUV heating of the upper atmosphere. Atmospheric
atoms having velocities above escape velocity at the exobase level are free to escape into
space.

2. Hydrodynamic escape, consisting of a bulk expansion of the upper atmosphere due to
intense solar EUV/XUV fluxes, allowing atoms to overcome the gravitational binding
force. Hydrodynamic escape plays an important role in low gravity environments (e.g.
comets), but is also considered to have played a major role in outflow during early
Noachian on Mars (e.g. Chassefière and Leblanc 2004).

With regard to non-thermal escape we present a slightly modified definition as compared
to that proposed by Chassefière et al. (2007). The following four processes here identify
non-thermal escape:

1. Photochemical escape, associated with dissociative recombination. Ions produced by
photo ionization may reach higher temperatures than the neutral atmosphere in the
ionosphere. Recombination/charge-exchange produce energetic neutrals, some of them
have sufficient velocity to escape the planet (e.g. Luhmann et al. 1992; Lammer et al.
1996; Fox and Hac 1997; Kim et al. 1998; Chassefière and Leblanc 2004).

2. Ion sputtering produced by ions impacting the upper atmosphere/corona leads to the
ejection of neutral particles (e.g. Luhmann et al. 1992; Jakosky et al. 1994; Johnson et al.
2000; Leblanc and Johnson 2002).

3. Ionospheric plasma energization and escape driven by direct solar wind forcing (e.g.
Pérez-de Tejada 1987, 1998; Lundin and Dubinin 1992). The process is more complex for
a planet with an intrinsic magnetic dynamo such as the Earth (see e.g. Moore et al. 1999,
for a review). Plasma waves are important for the transfer of energy and momentum from
the solar wind to planetary magnetospheres (see e.g. Chaston et al. 2005). In a similar
manner, waves observed in the shocked solar wind plasma are likely to take part in the
energization of ionospheric ions near Mars (e.g. Espley et al. 2004; Winningham et al.
2006; Lundin et al. 2006b).

4. Ionospheric ion pickup, a process caused by the protrusion of the solar wind motional
electric field into a planetary ionosphere. The combined solar wind electric and magnetic
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field (E × B) results in a cycloid motion of energized ionospheric ions (Luhmann and
Kozyra 1991; Dubinin et al. 1993; Kallio et al. 1998; Kallio and Janhunen 2002; Ma
et al. 2004; Nagy et al. 2004; Kallio et al. 2006; Dubinin et al. 2006; Luhmann et al.
2006). Mass loading leads to a local weakening of the motional electric field, and a
correspondingly lower energization (Lundin et al. 1991; Kallio et al. 1998).

Notice that the first two non-thermal escape processes are associated with the escape of
neutral atoms, while the last two processes are associated with the energization and escape
of ionospheric plasma. In what follows we will focus on the energization and escape of
ionospheric plasma. One important reason for this, obvious from the title of this report, is
that a planetary magnetic field has implications for the ionospheric plasma escape and the
corresponding atmospheric evolution. Another important reason is that ionospheric plasma
escape is a topic where theory may be compared with numerous direct in situ observa-
tions. Photochemical escape and sputtering are processes that by and large lack adequate
in situ measurements. Studies of the latter two processes are therefore based on models
and simulations. In a similar way, quantitative results of thermal escape (Jeans escape and
hydrodynamic escape) are based on models and simulations.

The magnetic field plays an important role in controlling ionized gases—plasmas. The
solar wind, a wind of plasma escaping from the Sun, is in fact embedded in (frozen-in) the
solar magnetic field (Alfvén 1950; Parker 1958). In the same manner a plasma flow, like
the solar wind, cannot easily protrude into a strong planetary magnetic field. For instance,
the Earth’s dipole magnetic field acts as a “magnetic umbrella” fending off the solar wind
(Fig. 1). The standoff distance from the Earth is typically some 70 000 km away in the
sub solar region. Conversely, planets lacking strong intrinsic magnetic fields such as Mars
and Venus have no “magnetic umbrella”, and the solar wind can directly access the upper
atmosphere. Recent measurements from Mars (Lundin et al. 2004b) show that the solar
wind may impact as low as 270 km above the dayside surface of Mars. This illustrates the
problem for planetary atmospheres without magnetic shielding. The relative erosion rate of
ionospheric plasma is consequently lower for the Earth than for Mars, for example. The
total outflow rate for the Earth, the mass flux dominated by O+ ions, is 1–3 kg/s (Chappell
et al. 1987). However, recent data and arguments suggest that most of the outflowing ions

Fig. 1 The magnetic field of the Earth acting as a shield against direct solar wind forcing of the Earths
atmosphere and ionosphere. The aurora in the close-up view of the Earth (upper right) illustrates that a
limited amount of solar wind forcing occurs in the polar region
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Fig. 2 The comet tail, an
example of direct forcing by the
Sun, the solar EUV/UV and the
solar wind

are recaptured by the Earth (Seki et al. 2001), i.e. less than 1 kg/s are lost to space. For
Mars, the mass loss of O+ and O+

2 during solar maximum has been estimated to be ≈1 kg/s
(Lundin et al. 1989). Recent data from Mars Express imply a much lower escape during solar
minimum (Barabash et al. 2007), with orders of magnitude variability connected with solar
wind dynamic pressure changes (Lundin et al. 2006b). Mars has a very tenuous atmosphere,
the average atmospheric pressure being two orders of magnitude lower than on the Earth.
Moreover, the area of the solar wind obstacle (the solid planet) is about four times larger for
the Earth compared to Mars. Therefore, considering the volatile inventory on both planets,
Mars is losing atmospheric O+ and O+

2 much faster compared to the Earth.
Weakly magnetized planets like Mars and Venus, behave like comets, the nightside cav-

ities forming elongated tails of escaping planetary plasma originating from the upper at-
mosphere/ionosphere. The planetary wind is stretching out in the antisolar direction in the
same way as for comets (Fig. 2) yet at a rate lower than for a typical comet during solar
approach. The main difference between a planet and a comet in terms of volatile escape is
mass/gravity. Venus and Mars have much stronger gravity, which retains volatile substances
for billions of years before they are significantly eroded away by the solar wind. The low
gravity of comets means that their atmosphere builds up and expands while approaching the
Sun, leading to a gradually expanding obstacle for the erosive solar wind. The loss from a
km-size comet (e.g. Halley) is 1–10×106 kg/day at 1 AU, while the loss from the Venus
and Mars is typically 100 times lower. The heavy loss of matter is a reason why the tails of
comets are visible and the plasma tails of planets are not.

The present rate of escape observed from a weakly magnetized planet such as Mars
corresponds to significant losses of volatiles throughout the planetary lifetime. For instance,
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Lammer et al. (1996, 2003) and Lundin and Barabash (2004a) estimated the loss of volatiles
during the last 3.5 billion years; the water loss corresponds to a global equivalent layer GEL
of 10–30 meters. These figures were obtained by considering the evolution of the Sun (Wood
et al. 2002) and of the planetary atmosphere. On the other hand, morphological surface
features suggest that more surface and near-surface water was present during Noachian and
Hesperian times (GEL 100–500 m) (McKay and Stoker 1989; Baker 2001; Lunine et al.
2003; Bibring et al. 2004; Neukum 2005; Bertaux et al., this volume; Nisbet et al., this
volume). In a similar manner Venus may have been subject to a heavy loss of water (Kulikov
et al. 2006, 2007). The interaction of the solar wind with Venus (Russell et al. 2006) and the
corresponding rate of outflow by ion pickup processes (Luhmann and Bauer 1992; Luhmann
et al. 2006) based on Pioneer Venus Orbiter PVO measurements suggest a modest solar
wind interaction with Venus. On the other hand, the comet-like ionospheric features found
by Brace et al. (1987) imply a rather strong ionospheric response to solar forcing.

Under the assumption that all Earth-like planets accreted from matter of essentially the
same chemical origin, the differences we observe today may be related with evolution-
ary processes. The evolution of volatiles is one particular aspect of that. The Earth is the
only planet where a significant hydrosphere remains, while Mars and particularly Venus are
strongly dehydrated in comparison.

In this report we discuss the evolution of planetary volatiles, with a focus on water, under
varying solar forcing conditions with time. Our focus is on the acceleration and escape of
ionospheric plasma, for reasons already mentioned, but also because we believe that plasma
escape to a large extent couples to the other escape processes. We start by describing the
variability of the solar radiation and the solar plasma environment. We continue by defining
and describing the internal forcing that leads to the solar output and the external forcing
that the Sun imposes on the planets. We then discuss why magnetic shielding plays such
an important role in protecting a planetary atmosphere. Finally, we present a model and a
scenario of the loss of water and CO2 from Mars, Venus and the Earth. We conclude on basis
of this that a strong intrinsic magnetic field is important for maintaining water on a planet.
A wealth of water is central for the evolution of life, for making a planet habitable for more
advanced life-forms.

2 Variability of the Solar Radiation and Plasma Environment

The Sun is the main source of surface and atmosphere energy for the Earth-like planets,
interior energy/heat flow playing a negligible role. Without a dependable (stable) star like
the Sun, the Earth would not have developed a rich and diverse biosphere, the home to
millions of living species. This raises two questions: Why only on the Earth, and not also
on Mars and Venus? Has the Sun always been “dependable”? We focus in this section on
the second question, addressing in the following continuing sections an issue related with a
biosphere on the Earth-like planets—the water inventory.

2.1 Short-Time Solar Variability

High precision radiometric observations of the Sun carried out by several satellites since
the late Seventies have shown that the Sun undergoes small cyclic variations in brightness.
These brightness changes are closely related with the ≈11-year sunspot cycle. Lean (1997)
found that the observed bolometric luminosity of the Sun varied over the recent solar cycles
21, 22, and 23 (from about 1978) by about 0.12%.
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The Sun is brightest during the times of maximum sunspot numbers and faintest dur-
ing the sunspot minima. This can be explained by the larger changes in the area cover-
age and intensity of magnetic white light facular regions that peak near sunspot maximum.
The observed light variations of the Sun arise from the blocking effect of sunspots and in-
creased facular contribution to brightness, which slightly offsets the former. Even though
the observed light bolometric variations of the Sun are very small over its activity cycle,
variations over the sunspot cycle are much larger at shorter wavelengths (e.g., Lean 1997;
Guinan and Ribas 2002).

For example, typical variations of solar coronal X-ray emissions from the minimum to
the maximum of the ≈11-year activity cycle are ≈500% (Guinan and Ribas 2002). The
cyclic changes arising from variations in the chromospheres and transition region emission
range from 10–200% at NUV, FUV and EUV wavelengths. Also the frequencies and inten-
sities of flaring events and coronal mass ejections (CME) are strongly correlated with the
Sun’s activity cycle. For example, the rate of CME occurrences is larger during the sunspot
maxima than during sunspot minima (Webb and Howard 1994).

These cyclic short-time variations play a role in Earth’s global climate, and numerous
studies have been carried out on the possible influence of the 11-year solar cycle on climate,
frequency of storms and cyclones, rainfall, droughts, vegetation, insect populations, etc.
(see, e.g., Hoyt and Schatten 1997).

However, Earth’s expected cyclic temperature variation of about 0.1◦C at the surface,
computed from simple black body considerations and the small change of irradiance of
0.12%, does not seem sufficient in itself to produce observable climate changes (e.g. Foukal
et al. 2006). On the other hand, the changes in the XUV flux of the Sun over a typical
activity cycle are significantly larger that the total irradiance changes, and these high energy
solar emissions are absorbed, heating the Earth’s stratosphere and thermosphere. Although
the deposited energy is small, non-linear feedback mechanisms could amplify the affects on
climate by altering, for example, the tropospheric heat exchange between the equator and
the polar regions.

An interesting and surprisingly close connection between the solar cycle effects and
the climate presented by Friis-Christensen and Lassen (1991) has been a matter of con-
troversy for some time. The finding was followed by an equally surprisingly good con-
nection between cloud cover and cosmic radiation (Svensmark and Friis-Christensen 1997;
Svensmark 2000; Kanipe 2006). The authors argue that certain clouds are formed as a result
of the precipitation of galactic cosmic ray particles. Since the solar magnetic field and the
solar wind acts as a shield and damper for galactic cosmic ray particles, the variability of the
solar magnetic field will modulate the cosmic ray flux in the inner part of the solar system.
In this way the solar activity, and the corresponding generation/escape of solar magnetic flux
may represent a climate controller for the Earth-like planets. Very recently Svensmark et al.
(2006) showed results from a laboratory experiment that may very well be the final proof
for the hypothesis of cloud formation by cosmic ray fluxes.

2.2 Temporal Variation of the Sun’s Total Luminosity

Because of ever accelerating nuclear reactions in its core, the Sun is a slowly evolving vari-
able star that has undergone a ≈30% increase in luminosity over the past 4.5 Gyr. Solar
evolution models show that in ≈1 Gyr from now, when the Sun is about 10% brighter, the
Earth will be heated enough so that its oceans start to evaporate. About 6 Gyr from now the
Sun expands beyond the Earth orbit to become a red giant.
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Fig. 3 The evolution of the
effective temperature, radius, and
luminosity of the Sun from the
zero-age main sequence (ZAMS)
to the start of its red giant phase.
The vertical lines mark the
approximate expected
occurrences of Earth-related
phenomena such as the onset of
ocean evaporation and the start of
the runaway greenhouse effect.
Based on the evolution models of
Bressan et al. (1993) and the
predictions by Kasting (1988)

The nuclear evolution of the Sun is generally well understood from stellar evolutionary
theory. We also have a good understanding of the internal solar structure thanks to helioseis-
mology, although the former excellent agreement between observation and theory has been
disturbed by recent updates in the abundances of some key elements (Guzik et al. 2006).
For example, models for the ZAMS Sun given by Bressan et al. (1993) indicate values
of L = 0.67LSun, R = 0.89RSun, and T eff = 0.96T eff Sun (where T eff Sun = 5777 K). A plot
showing the evolution of the luminosity, radius, and temperature of the Sun according to
Bressan et al. (1993) is shown in Fig. 3.

One finds from these standard stellar evolutionary models that the young Sun, about 4.6
Gyr ago, was ≈200 K cooler and ≈10% smaller than today and had an initial luminosity
of ≈70% of the present Sun so that in the early stages of the Solar System, the young
Sun’s irradiance (Solar constant) is expected to have been significantly lower. The lower
luminosity of the young Sun should have lead to a much cooler Earth in the past. However,
paleoclimate studies show that the young Earth always had liquid water and was, therefore,
typically warmer (possibly heated by greenhouse gases such as CO2 and CH4), than during
recent times. The increase in solar luminosity over the history of geologic time periods
and its effect on the Earth’s climate have been discussed by various authors in the past
(e.g., Sagan and Mullen 1972; Newman and Rood 1977; Owen 1979). On the other hand, a
young Sun with a slightly higher initial solar mass than previously assumed would produce
a slightly higher total luminosity (Kasting et al. 1993; Whitmire et al. 1995; Sackmann and
Boothroyd 2003) and could also be a viable explanation for warm temperatures on early
Earth and Mars, otherwise are difficult to account for, in particularly for Mars. Sackmann
and Boothroyd (2003) pointed out that such a higher initial solar mass leaves a fingerprint
on the Sun’s present internal structure that is large enough to be detectable, in principle, via
helioseismic observations. Their computations demonstrated that several mass-losing solar
models are more consistent with the helioseismic observations than is the standard solar
model (Sackmann and Boothroyd 2003). However, there are several uncertainties in the
observed solar composition and in the input physics on which solar models are based and
these uncertainties have a slightly larger effect on the Sun’s present internal structure than
a possible fingerprint left from an early efficient solar mass loss. Future improvements by a
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factor of 2 in the accuracy of input parameters for solar mass loss models could reduce the
size of the uncertainties below the level of the fingerprints left by a more massive, brighter
young Sun. This would allow us to determine whether early solar mass loss took place or
not. More observations of mass loss rates from other young solar-like stars similar to the
young Sun are needed.

The impact of the solar radiation and particle fluxes on the evolution of planetary at-
mospheres and their water inventories has received much less attention than studies of the
climate change and greenhouse effect. Previous observation-based studies have indicated
that the young Sun was a far stronger source of energetic particles and electromagnetic ra-
diation (e.g., Newkirk 1980; Zahnle and Walker 1982; Ayres 1997; Güdel et al. 1997) than
today’s Sun. These early studies are now supported by a large number of multiwavelength
(X-ray, EUV, FUV, UV, optical) observations of solar proxies providing solid evidence that
the early Sun was a much more active star than it is at present (e.g., Ribas et al. 2005).

2.3 Evolution of Solar X-Rays and EUV Radiation

Because ionization, thermospheric heating, production of extended neutral gas corona,
and thermal and non-thermal escape of atmospheric constituents all depend on the evo-
lution of the solar X-ray and EUV radiation (XUV) and the solar wind, one cannot ne-
glect the changing solar radiation and plasma environment in the study of the evolution
of planetary atmospheres. The relevant wavelengths for the heating of upper atmospheres
of planets are the ionizing ones λ ≤ 102.7 nm (e.g., Gordiets et al. 1982; Hunten 1993;
Bauer and Lammer 2004), which contain only a small fraction of the present solar spec-
tral power. The high radiation levels of the young Sun were triggered by strong mag-
netic activity. The magnetic activity of the Sun is expected to have greatly decreased with
time (Skumanich 1972; Simon et al. 1985; Güdel et al. 1997; Guinan and Ribas 2002;
Ribas et al. 2005) as the solar rotation slowed down through angular momentum loss. Ob-
servational evidence and theoretical models suggest that the young Sun rotated about 10
times faster than today and had significantly enhanced magnetically generated coronal and
chromospheric activity (Keppens et al. 1995; Guinan and Ribas 2002; Ribas et al. 2005).

The NASA sponsored “Sun in Time” program (Dorren and Guinan 1994) was estab-
lished to study the magnetic evolution of the Sun using a homogeneous sample of single
nearby G0-V main sequence stars which have known rotation periods and well-determined
physical properties, including temperatures, metal abundances and ages that cover most
of the Sun’s main sequence lifetime from 130 Myr to 8.5 Gyr. The observations, ob-
tained with various satellites like ASCA, ROSAT, EUVE, FUSE and IUE satellites, cover
a range between 0.1- and 330 nm, except for a gap at between 36–92 nm, which is a re-
gion of very strong interstellar medium absorption. Details of the datasets and the flux
calibration procedure employed are provided in Ribas et al. (2005). The results indicate
that the young main sequence Sun was about 100–1000 times stronger in XUV emis-
sions than at present. Similarly, the transition region and chromospheric FUV–UV emis-
sions of the young Sun are expected to be 10–100 and 5–10 times stronger, respectively,
than at present, and the flux variation over age is therefore a steep wavelength func-
tion. Figure 4 shows the time evolution of the spectral range with 0.1 nm < l < 100 nm,
which includes X-rays and EUV and the Lyman-α line at 121.56 nm (Lammer et al. 2003;
Ribas et al. 2005) at a distance of 1 AU.

In the 100–0.1 nm interval, the fluxes follow a power-law relationship IXUV(t)/IXUV =
6.16 · (t [Gyr]−1.19). At longer wavelengths, the Lyman-α emission feature can contribute
to a significant fraction of the XUV flux. High-resolution Hubble Space Telescope (HST)
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Fig. 4 Time evolution of the
IXUV energy flux for solar-like
G stars (solid line: λ = 100–0.1
nm; dashed line:
Lyman-α = 121.56 nm) (Ribas et
al. 2005)

spectroscopic observations were used to estimate the net stellar flux. These measurements,
together with the observed solar Lyman-α define the following power-law relationship with
high correlation ILα(t)ILα = 3.17 · (t[Gyr])−0.75.

In both power-laws, the XUV and Lyman-α expressions are valid for ages between 0.1–7
Gyr, IXUV and ILα are the present integrated fluxes at 1 AU and IXUV(t) and ILα(t) are the
integrated fluxes as a function of time. One finds fluxes of ≈6 · IXUV and ≈3 · ILα about 3.5
Gyr ago, and ≈100 · IXUV and ≈20 · ILα about 100 Myr after the Sun arrived on the ZAMS.

2.4 The Solar Wind of the Young Sun

HST high-resolution spectroscopic observations of the H Lyman-α feature of several nearby
main-sequence G and K stars carried out by Wood et al. (2002) have revealed neutral hy-
drogen absorption associated with the interaction between the stars’ fully ionized coronal
winds with the partially ionized local interstellar medium. Wood et al. (2002) modelled the
absorption features formed in the astrospheres of these stars and provided the first empir-
ically estimated coronal mass loss rates for solar-like G and K main sequence stars. They
estimated the mass loss rates from the system geometry and hydrodynamics and found from
their small sample of G and K-type stars, where astrospheres which can be observed, that
mass loss rates increase with stellar activity. This study suggests that the young Sun had a
much more dense solar wind than today. The correlation between mass loss and X-ray sur-
face flux follows a power law relationship, which indicates an average solar wind density up
to 1000 times higher than today during the first 100 Myr after the Sun reached the ZAMS.

Mass loss rates of cool, main sequence stars depend on their rotation periods, which are
in turn correlated with the stars’ ages. To obtain the evolution of the stellar wind velocity
vsw and stellar wind density nsw of solar-like stars, one can use the X-ray activity-stellar
mass loss and solar wind velocity power-law relations of Wood et al. (2002) and Newkirk
(1980). One obtains the time-behaviour of the solar wind parameters (Griemeier et al. 2004)
vsw = v∗[1 + (t/τ )]−0.4 and particle density nsw = n∗[1 + (t/τ )]−1.5.

The proportionality constants are determined by average present-day solar wind condi-
tions (Griemeier et al. 2004). With vsw = 400 km s−1 and nsw = 107 m−3 for t = 4.6 Gyr and
at d = 1 AU (Schwenn 1990) one obtains v∗ = 3200 km s−1, n∗ = 2.4 · 1010 m−3(density at
1 AU). The time constant is τ = 2.56 · 107 yr (Newkirk 1980). For distances other than 1
AU, the solar wind parameters can be scaled with an r−2 dependency. The time variation of
n(t) at Earth orbit of 1 AU is shown in Fig. 5. One can see from Fig. 5 that the observational
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Fig. 5 Evolution of the
observational based minimum
and maximum stellar wind
densities scaled to 1 AU (left
scale: solid lines) obtained from
several nearby solar-like stars.
On the right scale one can see the
evolution of the stellar wind
velocity (dashed curve). More
observations or early active stars
with ages less than 700 Myr are
needed to obtain a better picture
of the mass-loss/activity relation
shortly after the Sun arrived at
the ZAMS

data for solar-like G and K stars suggest that more active stars have higher mass loss rates
and solar wind number density. However, observations of the active M dwarf star Proxima
Cen and the active RS CVn system λ And (G8 IV + M V) are inconsistent with this relation
and show lower mass loss rates. A recent observation of the solar-like young star ξ Boo
also shows a lower mass loss rate, consistent with the mass loss rates previously found for
Proxima Cen and λ And (Wood et al. 2005).

The common feature of these three stars is that they are all very active in X-ray surface
fluxes at about 106 erg cm−2 s−1, about a factor of 30 larger than the Sun and corresponding
to a time of about 700 Myr after solar-like stars arrived at the ZAMS. The results of these
observations show the uncertainty of early mass loss and solar wind estimations, because ξ

Boo is a usual but very active young solar-like star, while Proxima Cen and λ And are dif-
ferent types than normal G and K stars. One can speculate that there may be a high-activity
cut-off to the mass-loss/activity relation obtained by Wood et al. (2002), although more ac-
tive young solar-like G and K stars with X-ray surface fluxes larger than 106 erg cm−2 s−1

should be observed and studied in the future.

3 External and Internal Forcing

3.1 The Solar Output—Internal Forcing

Internal forcing is here defined as forcing emanating from the body itself—from internal
energy sources. The solar output (the solar irradiance and the solar corpuscular radiation)
is an example of internal forcing. Also the variability of the internal forcing as discussed
in Sect. 2 is driven by the interior of the Sun, or at least dominated by internal processes.
However, one cannot completely rule out the possibility of external influences on the solar
output. An example of this is Jupiter, where internal forcing matches, or even exceeds ex-
ternal (solar wind) forcing. Numerous examples may also be found in astrophysics, such as
binary stars.

As mentioned in Sect. 2.2, the solar luminosity is expected to vary little with time, on
a long—as well as short term base. However, solar X-rays and EUV, changing orders of
magnitude on longer-terms, are also subject to a high short-term variability. Radiation in this
frequency range represents the most variable part of the solar irradiance. Equally, or even
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Fig. 6 SOHO/LASCO image of a time sequence showing the variable outflow of solar coronal plasma,
characterized by streamers and a CME

more variable, is the coronal plasma escape, the solar wind and solar energetic particles.
This is demonstrated by the SOHO image of the solar corona (Fig. 6). The coronal outflow
displays a strong and dynamic variation in space and time. The structured coronal plasma
escape may vary by several orders of magnitude, especially during solar maximum—the
most active period of the solar cycle. This is also the time of maximum X-ray and EUV
flux. The difference in coronal plasma escape and X-ray, EUV fluxes, is substantial between
solar maximum and solar minimum. For instance, the solar wind dynamic pressure reaches
about an order of magnitude higher during solar maximum compared to solar minimum,
and the occurrence frequency of CMEs increases by a factor of five or more (e.g. Bird and
Edenhofer 1990, and references therein). Similarly, solar EUV fluxes are a factor 2–4 higher
during solar maximum compared to solar minimum.

The connection between internal processes, the solar irradiance, the coronal mass es-
cape, and their relation to the solar variability is beyond the scope of this report. Various as-
pects connected with internal forcing are discussed in Sect. 2. We simply conclude here that
solar internal forcing results in variable and structured phenomena undergoing short-term
(≈11,22,80,200,1000, . . . year, Lundstedt et al. 2006) cyclic variations as well as long-
term (≈100–4600 million years) changes (e.g.Wood et al. 2002, 2005, and Ribas et al. 2005)

3.2 External Forcing—Direct and Indirect

External forcing of a celestial object exposed to the solar wind may be categorized into two
groups, direct forcing and indirect forcing. By direct forcing we mean that the solar wind
has direct access to the obstacle, whereby energy and momentum can be transferred locally.
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Fig. 7 Diagram illustrating the
two types of external forcing,
direct forcing (upper) and
indirect forcing (bottom). In the
latter case the
atmosphere/ionosphere is
protected by a strong intrinsic
magnetic field

Conversely, indirect forcing implies that there is no direct contact. Energy and momentum
may yet be transferred/mediated to the obstacle by other means such as waves, electric fields
and electric currents. Figure 7 illustrates these two categories of solar wind forcing. In the
bottom figure a magnetic field acts as a shield against direct plasma forcing (indirect forcing
dominates). Direct forcing, (direct contact between the planetary ionosphere/atmosphere
and solar wind plasma) may also occur for a strongly magnetized planet like the Earth, but
then only in narrow dayside “cusp” regions, as indicated in Fig. 7.

A comet approaching the Sun illustrates direct forcing. A low gravity and the lack of a
protective “shield” means that a comet is subject to massive forcing by solar radiation and
the solar wind. The solar radiation heats the surface, leading to a release of particles/gas
constituting the coma. The solar EUV may lead to such a high degree of ionization, the
Ne/Nneutral ratio exceeding 10−6, that electric and magnetic fields become the dominating
forcing terms in the local gas dynamics. The picture of comet Hale-Bop (Fig. 2) illustrates
this quite well. Notice that a comet of the Hale-Bop composition and size has two tails—
a high-speed plasma tail induced by the solar wind interaction pointing away from the Sun
(less the aberration) and—a dust tail comprising debris along the comet trajectory. The
plasma tail is a cometary wind consisting of ionized matter/gas from the comet—plasma
and energized neutrals. The cometary wind gradually reaches solar wind velocities in the
deep tail (≈300–900 km/s). Such high velocities as compared to the comet orbital velocity
(tens of km/s) represent a complete loss, i.e. the particles have no chance to return to the
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comet. The “rays” observed in the dust tail, suggests that the solar wind may remove also
large parts of the dust tail.

Indirect forcing may occur also for shielded/protected objects. In this case the forc-
ing may be considered a “leakage” through the shield, but it may also be considered a
global process that couples to external conditions in the solar wind. Magnetic reconnec-
tion (Dungey 1961) is an example of a global coupling between an external magnetic field
and the internal magnetic field of a celestial object. For suitable boundary conditions this
may lead to indirect external forcing. A dense, re-radiating, atmosphere may also serve as a
shield for solar irradiation, while only a strong dipole magnetic field is capable of protecting
the atmosphere/ ionosphere from fast charged particles.

3.3 Magnetic Shielding

Global magnetic shielding is well known from space plasma- and cosmic ray physics. Mag-
netic shielding is governed by the Lorenz-force, prohibiting incident charged particles from
protruding deeper than two Larmor radii perpendicular to the local magnetic field (B). The
exception is when an electric field (E) is applied perpendicular to the magnetic field, i.e.
F = eE+ e[v×B], and charged particles may protrude/convect across the magnetic field. In
reality the physics is more complex, with second order forcing terms contributing, and parti-
cles may traverse deeper than two Larmor radii. Nevertheless, a sufficiently strong magnetic
field acts as a stopper, a magnetic shield, fending off charged particles and prohibiting them
from accessing deep regions of a magnetic field domain. Figures 1 and 7 (lower) illustrate
how magnetic shielding deflects the solar wind. Energy and momentum may yet cross the
stopping boundary by various processes (magnetic reconnection, diffusion, viscous interac-
tion, Kelvin–Helmholtz instabilities, impulsive penetration, see e.g. (Keyser et al. 2005) for
a review) and propagate along magnetic field lines to the ionosphere/atmosphere.

The magnetized celestial object best known to us is the Earth. The strong terrestrial mag-
netic dipole serves as an excellent shield, fending off the solar wind at about 10 Earth radii
(Re) in the solar direction. A “bubble”, a magnetosphere, is created, separating the solar
wind plasma from the near Earth environment (Fig. 1). The terrestrial magnetosphere ex-
emplifies the indirect forcing. The transfer of solar wind energy and momentum across the
dayside-stopping boundary, the magnetopause, provide essentially all plasma forcing of the
Earth’s ionosphere and atmosphere by indirect means. Penetrating plasma energy and mo-
mentum are converted in a dynamo to electric fields, currents and waves that subsequently
propagate down, leading to forcing in the ionosphere and upper atmosphere.

Global magnetic shielding is therefore not sufficient to prohibit external plasma forcing.
However, a strong magnetic dipole field markedly reduces the efficiency of energy and mo-
mentum transfer; the stronger the intrinsic dipole field, the lower the efficiency of external
forcing.

Without magnetic shielding by an intrinsic magnetic dipole (e.g. Venus and Mars) the
atmosphere and ionosphere are directly exposed to the solar wind, leading to a more direct
solar wind forcing. The combined EUV and solar wind forcing lead to ionization and ef-
ficient removal of atmospheric atoms and molecules from the topside atmosphere. On the
other hand the solar wind ram pressure transmitted to the ionosphere of Mars and Venus
induces a magnetic barrier (e.g. Zhang et al. 1991, and Crider et al. 2004), sometimes re-
ferred to as a solar wind magnetic field pile-up. This induced magnetic barrier also serves
as a magnetic shield such that the solar wind is swept sideways along the flanks as illus-
trated in Fig. 7. However, the magnetic barrier is not a solid obstacle. The upper ionosphere
is in direct contact with shocked solar wind plasma; the motional solar wind electric field,
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waves and protruding solar wind ions allow energy and momentum transfer to the topside
ionosphere. In the next section we describe how solar wind energy and momentum is trans-
ferred to planetary ions as a result of direct forcing.

3.4 Energy and Momentum Transfer

The solar wind interaction with the unprotected upper atmosphere and ionosphere of a planet
results in a transfer of energy and momentum to planetary particles. A number of processes
may be conceived, but the removal of matter boils down to kinetics. The available energy
and momentum of the solar wind limit the total outflow by all non-thermal escape processes.
Here we do not discuss irradiative solar forcing (ponderomotive forcing) as an energy and
momentum transfer process. Radiative forcing is associated with heating and ionization of a
planetary atmosphere, indirectly responsible for thermal (Jeans, hydrodynamic) escape and
dissociated recombination. In what follows we focus on the two ionospheric plasma escape
processes related with non-thermal escape.

The efficiency of non-thermal escape is related to the energy and momentum transfer
efficiency and the cross-sectional area exposed to the solar wind. A low gravity and lack
of a magnetic shield imply an extended atmosphere and a larger cross-sectional area for
direct solar wind scavenging. Besides solar X-rays and EUV ionization other ionization
processes, such as electron impact ionization (Zhang et al. 1993), take place in the exosphere
of non-magnetized planets. These ionization processes lead to further heating of the upper
atmosphere, enhanced ionization and increased transfer of energy and momentum to the
ionosphere and exosphere.

The transfer of energy and momentum by the solar wind takes place in the topside at-
mosphere and ionosphere, where the solar wind may interact with ionospheric plasma and
neutral gas. Interaction with ionospheric plasma leads to energization and escape, as de-
scribed in the Introduction. Solar wind interaction with neutral gas may lead to further ion-
ization from electron impact and to ion sputtering and the ejection of neutral particles (see
Introduction). The interaction region lies within the altitude range above the planet where
the transfer of solar wind energy and momentum takes place. A simple fluid dynamic de-
scription of the interaction region above a non-magnetized planet is described in Fig. 8.
Two cross section areas, AM and Amax, are marked out within the interaction volume that
stretches out along the tail. Interaction (i.e., transfer of solar wind energy and momentum to
the planetary plasma embedded in the flow) is expected to continue until balance in momen-
tum flux is achieved between the solar- and planetary tail plasma. The cross section areas in
Fig. 8 are selected because they have been experimentally determined, For instance, Lundin
and Dubinin (1992), used AM (AM = π(R2

o − R2
i )) as the minimum cross-sectional area to

estimate the theoretical escape from Mars. They used Ro as the altitude of experimentally
determined “mass loading boundary” and Ri as the unperturbed/cold Martian ionosphere, as
a minimum cross section of the interaction volume along the flanks. The interaction volume
expands towards the tail, the tailward flaring leading to the other cross-section area extreme
Amax = πR2

Tail. Assuming a symmetric distribution of the solar wind and planetary wind
through the flow channels determined by AM and Amax, we may compare model outflow
with experimental data.

The solar wind energy and momentum transfer responsible for the energization and loss
of matter from, for example the upper Martian atmosphere and ionosphere has been esti-
mated based on fairly straightforward considerations (Pérez-de Tejada 1987, 1998; Lundin
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Fig. 8 Diagram of solar wind
plasma forcing of a
non-magnetized planetary
atmosphere/ionosphere. The
cross-sectional area and depth
constitute the region of solar
wind energy and momentum
transfer. Blue arrows illustrate
planetary ion escape. Notice that
energy and momentum transfer
(by solar wind motional electric
field, waves, etc.) is expected to
occur within the flow volume
extending from the subsolar
region to the deep tail

and Dubinin 1992). From the conservation of energy and momentum in the transfer of en-
ergy and momentum flux for the solar wind (�SW) and Martian ions (�M) one may obtain:

�M = vSW · mSW

vM · mM

(
�SW − vi,SW

vSW
�i,SW

)
· δSW

δM
, (1)

where �i,SW and, vi,SW is the local/decelerated solar wind flux and velocity respectively. The
ratio δSW/δM defines the relative momentum exchange thickness, here assumed to be ≈1.
The above equation illustrates that the Martian ion flux is strongly coupled to speed (vM)
and mass (mM) of the outflowing ions. The ratio between the solar wind velocity and the
planetary ions vSW/vM, provides a flux amplification for ions of equal masses. This means
that slowly escaping ions lead to higher mass losses. As illustrated in Fig. 9, the maximum
escape flux for a solar wind velocity of 400 km/s may be amplified by up to 80 times the solar
wind flux in the Martian environment (vesc = 5 km/s), and by a factor of 5 if the escaping
ions have 16 times higher mass than the solar wind protons. Thus, due to the high solar
wind velocity and the relatively low escape velocity, a very high escape rate is theoretically
feasible for Mars.

The net escaping mass flux from a planet subject to direct solar wind forcing, SM, may
now be obtained from:

SM = A · mM · �M (kg/s), (2)

where �M is the ion outflow of mass mM, and A is the cross-sectional area (AM → Amax).
Lundin and Dubinin (1992) made a simple estimate of the input versus output mass flux

on Mars by comparing measurement data with average solar wind input. The estimated
range of cross-sectional areas AM ≈ 1.6 × 1014 and Amax = 6.5 × 1014 m2 were based on
measurement data of the planetary heavy ion escape (e.g. O+). Using a solar wind proton
density and velocity of 5 × 106 m−3 and 400 km/s respectively, the total solar wind flux
through the cross-sectional is �SW = 2 × 1012 (m−2 s−1). The corresponding range of solar
wind mass flux input then corresponds to 0.53 kg/s and 2.2 kg/s respectively. This is in the
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Fig. 9 Normalized momentum
exchange by external solar wind
forcing, illustrating the
amplification of escape flux with
decreasing outflow velocity (1)

range of Martian ion escape observed (Lundin et al. 1989), i.e. ≈1 kg/s. However, consid-
ering the amplification factor (Fig. 9) the escape mass flux may be much higher for low
outflow velocities. If for instance O+ ions are escaping at a velocity of 10 km/s (≈8.4 eV),
about twice the escape velocity at Mars, a typical solar wind energy and momentum transfer
would lead to a theoretical O+ outflow in the range 6–25 kg/s.

4 Solar Radiative and Particle Forcing of the Earth-Like Planets

The distance to the Sun matters for both the irradiance and the solar wind forcing. For the
two extremes, Venus and Mars, the unit radiative and particle forcing differs by a factor of
≈4. Despite this, the differences in the present solar forcing are relatively small. Moreover,
the difference in atmospheric composition and density is less obvious when studying the
ionospheres of the Earth-like planets. The ionization by solar EUV leads to classical Chap-
man layers, largely similar in electron density and ion composition, the highest ion abun-
dance being O+

2 in the lower ionosphere and O+ in the upper ionosphere. The corresponding
mass outflow/escape from the Earth-like planets are therefore likely to be dominated by the
above constituents. This is certainly the case for the Earth (e.g. Chappell et al. 1987) and
Mars (Lundin et al. 1989; Carlsson et al. 2006), and apparently also for Venus (Lundin et al.
2007). It raises the question about the molecular source of oxygen, water or CO2? No doubt
the Earth’s outflow of H+ and O+ originates from water, but what about Venus and Mars,
both planets having atmospheres dominated by CO2? We will return to this in a forthcoming
section.

Table 1 illustrates the power input by solar radiation and particles.
The solar wind input power for the Earth is obtained by assuming a limited (1–2%) trans-

fer of energy through the magnetopause. An interesting and important aspect of the input
power is the six order of magnitude difference between solar power of the solar irradiation
and the solar wind power. The difference intuitively suggests that solar irradiation is the
main driver for ionospheric and atmospheric processes. This is certainly the case for heat-
ing/expansion and dayside ionization of the atmosphere. However, this difference is not the
case for the outflow/escape of matter. As already noted in Sect. 1, accelerated ionospheric
O+ dominates the escaping mass flux from the Earth. As indicated by the title of this re-
port, our focus is on the implications of a planetary magnetic field for solar forcing. Our
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Table 1 Solar input power to the
Earth-like planets Solar irradiation Solar wind input

power (W) on the “obstacle” (W)

Venus 3.1 × 1017 1.6 × 1011

Earth 1.8 × 1017 2.6 × 1011

Mars 2.2 × 1016 1.1 × 1011

escape model is based on empirical data of ionospheric plasma escape, demonstrating that
plasma escape is expected to be more severe for non-magnetized planets. This does not rule
out other processes such as e.g. hydrodynamic escape (Chassefière and Leblanc 2004) and
dissociated recombination (Luhmann et al. 1992). On the contrary, adding all processes to-
gether suggests an even more dramatic past for non-magnetized planets in the inner solar
system.

5 The Present Loss of Volatiles from the Earth-Like Planets

The volatile content, abundances and states of the Earth-like planets, remains an intriguing
issue in planetology. Consider the following alternative theories:

(1) the present differences in volatile content of the planets is directly related to the accre-
tion process, or

(2) the present differences in volatile content is a consequence of the long-term evolution
of the planets (gain/loss).

The first theory assumes an initial accretion differentiation of the planets. The second
theory suggests long-term evolutionary differentiation of the planetary volatile content.

Considering the overall similarities such as proximity to the Sun and average density, it
seems reasonable to assume that the Earth-like planets aggregated from the same matter in
the early solar nebula under rather similar conditions. Earth and Mars apparently acquired
significant hydrospheres, indicating that the same may have occurred on Venus. The issue
therefore appears to be—why did Mars, Venus and Earth evolve so differently? The distance
to the Sun is an important factor, but it can hardly explain the present vast differences in
atmospheric and hydrospheric conditions.

If evolutionary differentiation is the main cause, the following questions may be raised:
by what mechanisms, when and how quickly? Catastrophic impact by large celestial objects
in the early phase of the solar system is an obvious, yet circumstantial mechanism. The Earth
was subject to such a bombardment, but it was also able to retain a vast hydrosphere and a
dense atmosphere. Dynamical escape by solar forcing appears to be the most likely process
responsible for a gradual depletion of the atmosphere and hydrosphere of the Earth-like
planets. As discussed in Sects. 1–3, solar forcing leads to two types of escape processes—
thermal escape and non-thermal escape.

Thermal escape is a process that favours light atoms. Thermal expansion and heat-
ing of a multispecies planetary atmosphere implies highest scale-height for light atoms,
and therefore preference to escape (e.g. McElroy et al. 1977; Lewis and Prinn 1984;
Pepin 1994). Hydrodynamic escape (Chassefière 1996) should be effective at Mars during
an early/wet period (first ≈500 My) of intensified solar UV/EUV/XUV radiation. As will
be demonstrated in this section such an expansion will also increase the cross-sectional area
for the solar EUV/XUV, and solar wind forcing, the subsequent ionization leading to strong
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non-thermal escape (dissociated recombination, sputtering, ionospheric plasma acceleration,
and ion pickup) as described in Sect. 1. In this way thermal expansion and non-thermal es-
cape are strongly coupled. Furthermore, as already demonstrated, ionospheric plasma en-
ergization and escape processes (Lundin and Dubinin 1992; Luhmann and Bauer 1992;
Jakosky et al. 1994; Lammer et al. 1996, 2003) are more powerful in bringing large mass
fluxes up to well beyond escape velocities, thus contributing to dehydrating unprotected
bodies in the inner solar system. Before substantiating this further we consider the present
volatile inventory on Earth, Venus and Mars (see e.g. Chassefière et al. 2007), where our
focus is on the H2O and CO2 inventory.

Earth

The present volatile inventory according to Lewis and Prinn (1984) is 1.67 × 1021 kg
H2O, 9.2 × 1019 kg CO2, and 4.3×1018 kg N2 The Earth’s total volatile mass is therefore
1.76×1021 kg, corresponding to ≈ 345 Bar. Note that there is an uncertainty related with the
volatile content of CO2 in rocks. The Earth is geologically active and plate tectonics makes
estimates based on rock inventories difficult.

Mars

The present volatile inventory on Mars can be estimated by taking an average atmospheric
pressure of 0.007 bars, mainly CO2, with an admixture of N2 (2.7%), and Ar (1.6%), for
example. The atmospheric water content is highly variable but is generally less than 0.1%.
Considering a surface area of 1.5 × 1014 m2 we obtain a total atmospheric mass of ≈1.0 ×
1016 kg. The remaining volatile content, such as water, remains a matter of discussion (e.g.
Carr and Head 2003; Bibring et al. 2004). Using a global equivalent layer (GEL) of water
equal to 20 m, based estimates of the amount of water in the polar cap (Zuber et al. 1988)
we obtain ≈3 × 1018 kg H2O. Assuming the same ratio between water and CO2 on Mars as
for the Earth (≈6%) we obtain ≈2 × 1017 kg CO2, the latter assumed to be in the form of
CO2—ice in the south polar region and/or potentially in subsurface minerals, gas, and ice.

Venus

The volatile inventory in the mantle is unknown on Venus, so we can only rely on the volatile
inventory in the atmosphere. The present volatile inventory in the Venus 90 bar atmosphere,
essentially all CO2, is according to Lewis and Prinn (1984): 4.1 × 1020 kg CO2, with N2

coming second in terms of abundance (1.6 × 1019 kg). The H2O content amounts to ≈1016

kg. The total current water inventory on Venus is therefore some five orders of magnitude
lower than that of the Earth.

Comparing Earth and Venus we note that Venus has more CO2 and N2 than the Earth,
while the Earth has a higher total volatile inventory than Venus. Therefore, lacking a plau-
sible chemical separation mechanism during the formation of the planetary atmospheres—
favouring water on the Mars and CO2 on Venus, one may hypothesize that the early Venus
had a similar water inventory to the Earth. The question is therefore why the present Martian
and Venusian volatile inventories are so different from the Earth.

On the other hand, if Venus had the same initial global water inventory as the Earth,
with all water subsequently removed at a constant rate, the average loss rate would be about
10 000 kg/s. Recently Kulikov et al. (2006, 2007) studied how much of the H2O-related
oxygen could have been lost to space by the ion pick up process due to the stronger solar
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wind and higher XUV fluxes of the young Sun and found, depending on the used solar
wind parameters, that ion pick up by a strong early solar wind on a non-magnetized Venus
could erode during 4.6 Gyr more than about 250 bar of atomic oxygen ions, corresponding
to an equivalent amount of one terrestrial ocean. However, until we have better empiric
data available on the ionospheric and atmospheric outflow from Venus we are left with just
speculations.

5.1 Atmospheric Loss from Earth

The present outflow of atmospheric oxygen/hydrogen/nitrogen by nonthermal escape from
the Earth is 1–3 kg/s (e.g. Chappell et al. 1987). The outflow is highly dependent on solar
activity, varying on longer time scales between solar maximum and solar minimum, but also
strongly on shorter times scales (CMEs, flare, etc., e.g. Moore et al. 1999). The outflow
is induced by indirect forcing as previously discussed, the forcing mapping down to the
auroral ionosphere guided by the Earth’s dipole magnetic field (Fig. 10). If the outflow
were considered as a loss at 3 kg/s and if that constituted N2 and O2, it would take about 50
billion years to evacuate the atmosphere. The corresponding time to deplete the ocean would
be about 15 000 billion years. The margin for the present Earth is therefore comfortingly
high. Furthermore, because of the strong Terrestrial magnetic dipole field, a recycling of
outflowing planetary ions takes place (e.g. Seki et al. 2001). A conservative estimate of the
total atmospheric loss is about 1 kg/s or less for the Earth.

Figure 11 demonstrates the variability of the average ionospheric plasma escape (for
solar minimum and solar maximum), the right-hand side showing that the O+/H+ ratio
corresponds to an erosion of plasma from above ≈1000 km during solar minimum. Solar
cycle dependence is also evident since O+ ions dominate during solar maximum. The latter
implies a higher mass flux as well; more mass is “lost” during solar maximum. There are
two main reasons for the enhanced O+ outflow: (1) increased scale height from enhanced
X-ray and EUV fluxes, and (2) enhanced solar wind plasma forcing. As will be discussed
later, these are also the two prime reasons for the long-term erosion of planetary volatiles.
Notice that the escape of nitrogen is omitted. Nitrogen escape as N+ and N+

2 is generally
low compared to O+ escape. The N+/O+ escape ratio reported (e.g. Yau and Whalen 1991;
Yau et al. 1993) is of the order ≈0.1, implying that the loss of volatiles from the Earth by
nonthermal escape primarily originates from water.

Fig. 10 Effects of external
forcing on a magnetized object
like the Earth, causing polar
aurora and polar region plasma
outflow
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Fig. 11 Left: Solar minimum/maximum and ionospheric plasma outflow rate (Yau and Whalen 1991; Yau
et al. 1993). Right: Solar minimum ionospheric ion profile illustrating that the outflow during solar minimum
corresponds to an equivalent altitude of 1,000 km

5.2 Atmospheric Loss from Present MARS—Phobos-2, Mars Express

Phobos-2, launched in July 1988, was the first spacecraft enabling a quantitative estimate
of the volatile escape form Mars. Based on the energized outflow of H+, O+, O+

2 and CO+
2

detected by the ASPERA experiment on Phobos-2 (Lundin et al. 1989) it was possible to es-
timate the volatile loss from Mars at ≈1 kg/s. More recent data taken during solar minimum
by Mars Express, although with less adequate low-energy (<100 eV) coverage, implies a
much lower outflow (<30 g, Barabash et al. 2007). The outflow rate also depends strongly
on solar disturbances (solar EUV and solar wind dynamic pressure, Lundin et al. 2006b).
The dominating escape flux based on Phobos-2 results comprise H+, O+, and O+

2 + CO+
2

(e.g. Lundin et al. 1989; Norberg et al. 1993). Recent Mars Express results (e.g. Carls-
son et al. 2006) demonstrated that the escape flux constituted O+ and O+

2 in almost equal
concentration, with a ≈10% admixture of CO+

2 . The predominant oxygen heavy ion es-
cape is similar to that from the Earth (less the O+

2 escape). This indicates a preference for
the loss of water. CO2 molecules disappear at a much slower rate despite the fact that the
CO2/H2O content ratio in the atmosphere is about 1000. Dehydration therefore appears to
be a most efficient process in accelerating and removing ionospheric ions, to the extent that
it may even dominate the escape of water from arid planets like Mars. However, this does
not preclude other processes from making substantial contribution to the escape such as
e.g. photochemical escape and ion sputtering, for example (see Introduction and references
therein).

The solar wind interaction with Mars and the corresponding energization and escape of
ionospheric plasma, has been subject of theory and simulations for many years. The review
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by Nagy et al. (2004) provides a good summary of the progress made in understanding the
plasma environment of Mars based the Phobos-2 and Mars Global Surveyor (MGS) results.
Figure 12a, based on Fig. 1.1 from Nagy et al. (2004), summarizes the insight gained in
the analysis of data from Phobos-2 and MGS. Based on magnetic field data (Phobos-2,
MGS), electron data (MGS) and 3 months of ion data (Phobos-2) the following features
were identified:

1. The bow shock, which marks an obstacle to the solar wind expected from gas dynam-
ics and/or magneto hydrodynamics. Inside the bow shock one finds shocked solar wind
plasma, the magnetosheath.

2. The magnetic pileup Region, MPR, (Vignes et al. 2000), a region dominated by planetary
ions. A Magnetic Pileup Boundary (MPB) separates MPR from the magnetosheath. MPB
is a boundary that has had many names (see Nagy et al. 2004).

3. The ionosphere, separated to MPR by a boundary that resembles the Ionopause on Venus.

MPB, the boundary between the magnetosheath plasma and the plasma contained in the
induced magnetosphere, has also been termed Induced Magnetosphere Boundary (IMB)
(Lundin et al. 2004b). Moreover, the notion of the Photoelectron Boundary (PEB) has been
introduced on the basis of Mars Express electron data (Lundin et al. 2004b) to mark the
boundary separating the cold ionospheric plasma produced in the dayside and the hotter,
induced magnetospheric plasma. PEB does not mark a strict boundary, though, because
photoelectrons may reach high altitudes in the Martian tail (Frahm et al. 2006).

A review of modelling and simulations of the plasma environment of Mars is given by
Nagy et al. (2004). Although in many aspects idealized, simulations provide an instanta-
neous global perspective of the plasma escape. Important progress has been made in under-
standing the ion-pickup process using, for instance, modern 3D hybrid models (e.g. Kallio
and Janhunen 2002; Modolo et al. 2005) and 3D MHD fluid models (e.g. Ma et al. 2004;
Harnett and Winglee 2005, and Luhmann et al. 2006).

Mars Express, launched in 2 June 2003, has provided a follow-up of the non-thermal
escape from Mars. Results from the ion and electron analyzers of the ASPERA-3 exper-
iment have considerably improved our understanding of solar forcing effects on Mars.
For instance, Lundin et al. (2004b) noted that the solar wind penetrates deep into the
dayside atmosphere, and may rapidly accelerate ions to high energies there. This im-
plies that the entire dayside atmosphere of Mars is under intense solar wind forcing. The
data also suggests a very corrugated contact surface between the ionosphere and the so-
lar wind, in part due to the existence of patchy crustal magnetizations at Mars (Acuña et
al. 1998) and the associated magnetic “cusps” (Krymskii et al. 2002). These “cusp/cleft”
magnetic field lines are draped tailward (e.g. Harnett and Winglee 2005), promoting en-
ergization and outflow of ionospheric ions (Lundin et al. 2006b). The crustal magnetic
field therefore acts as a stopper for incident solar wind plasma (closed field lines), as
well as an acceleration region (Auroral Acceleration region, AA, Lundin et al. 2006c).
Aside from the magnetic “anomalies”, ion data from the flank and tail of Mars sug-
gest many similarities between Mars and comets; the bulk of the flow following the
external solar wind flow in the antisunward direction (e.g. Lundin and Dubinin 1992;
Dubinin et al. 2006). A diagram summarizing the morphology of the ionospheric plasma
outflow from Mars is illustrated in Fig. 12. AA stands for the Auroral Acceleration region in
the tail. Except for pickup ions, most of the accelerated ionospheric ion outflow is contained
inside IMB.

The composition of the ion outflow reflects the depth of solar forcing into the ionosphere.
This is illustrated in Fig. 13, showing ASPERA-3 ion composition data (Lundin et al. 2006a)
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Fig. 13 Left: Ion mass spectra illustrating the composition of ionospheric outflow from Mars, with O+
2 being

most abundant, O+ coming second and CO+
2 coming third. The composition is similar to that observed by

the Viking-1 spacecraft at an altitude of about 240 km (figure obtained from Hanson et al. 1977)

combined with an ionospheric density and an ion composition profile determined by the
Viking-1 lander (Hanson et al. 1977). The accelerated ion composition of the outflow in
2004 is similar to the ionospheric composition in the altitude range 230–250 km as measured
by Viking-1 in 1974, observations made 30 years apart but during the declining/minimum
phase of solar activity. Figure 13 implies a somewhat higher CO+

2 /O+ ratio than the average
value of 8 found by Carlsson et al. (2006). However, the abundance ratios are quite variable,
the ratio by Carlsson et al. (2006) marking an average. The CO+

2 /O+ ratio may be inter-
preted as an altitude scalar for ion energization, a high ratio implying a low altitude for ion
energization and vice versa.

Under the assumption that outflow of O+ originates from water, the loss rate, acting over
4.5 billion years, Lundin et al. (1989) estimated the loss to a GEL of water of ≈1 m at
Mars. This is certainly insufficient to explain a wetter early Mars (e.g. Carr and Head 2003).
However, the 1 m estimate GEL of water level was based on constant solar forcing, and
a constant supply. A wet early Mars also implies a dense atmosphere and grosser cross-
sectional area (the outflow was higher in the past) leading to a higher total loss also for
constant solar forcing. The Wood et al. (2002) findings about the evolution of sun-like stars,
discussed in sections 2.3 and 2.4, have a major impact on solar forcing models. Based on
these findings Lammer et al. (2003) estimated that Mars might have lost some 15–30 m GEL
of water during the last 3.5 billion years. Considering also the impact of the early intense
X-ray and EUV fluxes (Ribas et al. 2005) on the photochemistry and thermal properties of
an early Martian atmosphere, the loss may have been even higher.

Assuming that all hydrogen lost to space from Mars originates from H2O, theoretical
studies and spacecraft observations indicate that the stoichiometrically H : O escape ratio
of 2 : 1 to space cannot be maintained (Lammer et al. 2003; Patel et al. 2003). This result
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implies an oxygen surface sink and a strong atmosphere-surface interaction. The oxygen
surface sink, which is needed for establishing the 2 : 1 ratio between the H and O loss over
the past 2 Gyr, may be responsible for enhanced soil/surface oxidation processes. Depending
on different models of meteoritic gardening, the expected range for the oxidant extinction
depth should be between 2–5 m. These constraints on the oxidant extinction depth are impor-
tant for the search of organic material since in situ excavation of samples from the Martian
subsurface.

5.3 Atmospheric Loss from Present Venus

Atmospheric escape from the upper atmosphere of Venus is mainly influenced by the loss
of hydrogen and oxygen caused by the interaction of solar radiation and particle flux with
the unmagnetized planetary environment. The loss of CO2 and N2 is estimated to be less
significant, for reasons similar to those applicable for Mars (CO2-loss) and the Earth (N2-
loss). The ionospheric ion composition altitude profile in Fig. 14 illustrates this quite well,
the outflow replicating the ion abundance in the topside ionosphere.

Luhmann and Bauer (1992) presented a first estimate of the O+ escape, ≈1025 s−1(≈0.3
kg/s), based on Pioneer Venus Orbiter (PVO) ion data. Lammer et al. (2006) using a gas
dynamic test particle model for average solar activity conditions deduced similar loss rates:
1 × 1025 s−1 and 1.6 × 1025 s−1(≈0.4 kg/s) for H+, and O+ pick up ions, respectively. Es-
timations of ion loss rates due to detached plasma clouds that were observed by the Pioneer
Venus Orbiter, yield O+ ion loss rates in the order of about 1025 s−1 (Terada et al. 2002;
Lammer et al. 2006). Due to the higher gravitational acceleration compared to Mars, ther-
mal atmospheric escape and atmospheric loss by photo-chemically produced oxygen atoms
yield negligible loss rates on Venus. Sputtering by incident pick up O+ ions give O atom
loss rates in the order of about 6 × 1024 s−1. On the other hand, photo-chemically-produced,
hot hydrogen atoms are a very efficient loss mechanism for hydrogen on Venus with a global
average total loss rate of about 3–8 × 1025 s−1 (Donahue and Hartle 1992). This loss is of
the same order as, but less than, the estimated H+ ion outflow on the Venus nightside of
about 7.0 × 1025 s−1 due to acceleration by an outward electric polarization force related to
ionospheric holes (Hartle and Grebowsky 1993).

One finds that on Venus, due to its larger mass and size compared to Mars, the most
relevant atmospheric escape processes of oxygen involve ions and are caused by the interac-
tion with the solar wind and related processes. However, a detailed analysis of the outflow
of ions from the Venus upper atmosphere by the ASPERA-4 and VEX-MAG instruments

Fig. 14 Ion composition of the
Venus ionosphere, illustrating the
dominances of O+

2 at low
altitudes and O+ atoms at high
altitudes (after Nagy et al. 1980,
and Hartle et al. 1980)
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aboard ESA’s Venus Express VEX will lead to more accurate atmospheric loss estimations
and a better understanding of the planet’s water inventory. New measurement results from
42 tail crossings with Venus Express (Lundin et al. 2007) suggest an even higher O+ outflow
(1.6 × 1026 s−1), corresponding to a mass loss of 3.8 kg/s.

5.4 Amplified Particle Outflow

The evolution of the particle outflow from the Earth-like planets by solar forcing is a matter
of time (solar evolution), internal properties (atmosphere, hydrosphere), and proximity to
the Sun. The solar evolution as discussed in Sects. 2.2 and 2.3 implies very strong forcing in
the early time period of the solar system. We now present a model of the planetary particle
outflow based on solar mass losses (Wood et al. 2002, 2005) and solar EUV/XUV radiation
(Ribas et al. 2005) versus time. The assumptions and boundary conditions are similar to
those used in determining the theoretical outflow discussed in Sect. 3.4, incorporating the
solar evolution and its effect on existing and past atmospheres of the Earth-like planets. We
assume for the sake of simplicity that only the Earth had a protecting magnetic umbrella,
while Venus and Mars remained essentially unmagnetized throughout. The model is fully
analytical, starting with the presently measured/inferred planetary outflow and going back
in time.

We start with the case of Mars, using as present outflow H+, O+, and O+
2 ions (dissociated

and ionized H2O). Recent data from Mars Express indicates a highly solar EUV and solar
wind dependent outflow, therefore also solar cycle dependent. The Phobos-2 data of 1 kg/s
(solar maximum) is an order of magnitude higher than the MEX (solar minimum) values. We
therefore assume an average escape flux of 0.5 kg/s from the present atmosphere, removed
from a mean cross-sectional area AM ≈ 1.6 × 1014 (Sect. 3.4). The cross-sectional area is
in effect an extension of the Martian atmosphere and ionosphere, specifically by the scale
heights of H, O, and O2, and the solar forcing (solar wind and EUV). Enhanced solar forcing
leads to increased cross-sectional area and enhanced planetary outflow. This should apply
forward as well as backward in time. From Wood et al. (2002, 2005) and Ribas et al. (2005)
we obtain the following evolution of the solar mass loss/solar wind versus time.

�SM(t) ≈ �0t
−α1 , α1 ≈ 1.8, (3)

where �SM(t) is the solar wind flux at a given time t and �0 is the solar wind flux at 0.1 Gyr.
In a similar manner the following power-law relation is used for the decay of solar EUV

radiation versus time:

φEUV(t) ≈ φ0t
−α2 , α2 = 1.2. (4)

The value for alpha is an approximation of the Ribas et al. (2005) and Lammer et al. (2003)
value for the solar EVU decay (α2 ≈ 1.2). Equation (4) implies a 98 times higher solar EUV
flux at 0.1 Gyr than today (4.6 Gyr). These should be considered mean EUV flux values with
time. In fact, the EUV flux values during a solar cycle (≈11 years) may vary by a factor 2–4.
This variability demonstrates the dynamic influence of the solar EUV/UV radiation on the
planetary atmosphere and ionosphere.

The EUV radiation causes, besides ionization, heating and expansion of the Martian up-
per atmosphere and ionosphere and, consequently, an increased cross-section area for the
solar wind interaction. Moreover, a higher atmospheric pressure for early Mars (0.3–0.5 bar,
Kulikov et al. (2007), this issue) would further increase the solar wind interaction region.



Planetary Magnetic Fields and Solar Forcing: Implications 271

Altogether, it seems reasonable to assume that the area, A(t), also varies with time, i.e.

A(t) ≈ AMt−α2 , α2 = 1.2, (5)

where AM is the area discussed in Sect. 3.4. Notice that the size of AM is expected to scale
with the atmospheric and ionospheric scale height. Atomic species (H+, O+) have larger
scale heights, the interaction region extending much further into space compared to molecu-
lar species (O+

2 and CO+
2 ). In further analysis, we focus on the water-related heavy ions, O+

and O+
2 , and consider in a very tentative way the escape of the main atmospheric constituent

(CO+
2 ). For O+ we use the empirical value of the cross-sectional area (Sect. 3.4) AM = AO+.

Considering the approximately factor of four larger scale height for CO+
2 compared to O+,

(e.g. Hanson et al. 1977) the CO+
2 area would scale as: ACO+

2
≈ AO+/16. Furthermore, the

sensitivity and thermal expansions from increased solar UV/EUV for CO2 is low compared
to that for O2 and O. We here assume that the effective area for CO+

2 scales with time as
A(t) ≈ ACO+

2

−α2 , where α2 = 0.6.
We noted from (1) the connection between the mass-loaded escape flux from Mars (�M)

and the input solar wind flux (�SW). The mass flux of the escaping ions will be substantially
higher if the flow velocities are just a few times the escape velocity (≈5 km/s), as compared
to the incident solar wind velocity (≈400 km/s) (Sect. 3.4, (1)). Nevertheless, we assume for
the sake of simplicity that the incident solar wind mass flux results in an equivalent mass flux
for the outflowing planetary wind. We also assume a relative momentum exchange thickness
of 1 in (1).

Combining expressions (2) and (5) we now get the following species-dependent (M)
expression describing the mass flux versus time escaping from Mars:

sM(t) = mMAM(t)�M(t). (6)

where mM is the escaping ion mass, A(t) is the cross-sectional area (species dependent)
and �M(t) = �0

−α1 is the escape flux versus time. Inserting an average total escape rate
(0.5 kg/s), with composition 45% O+,45% O+

2 , and 10% CO+
2 (e.g. Carlsson et al. 2006)

into expression (6) gives the time-dependent escape flux as depicted in Fig. 15. The cross-
sectional size for O+

2 is here scaled as α2 = 0.9, i.e. an intermediate value between O+ and

Fig. 15 Model describing the
O+, O+

2 , and CO+
2 mass escape

from Mars by solar forcing
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CO+
2 . The much lower escape of CO+

2 compared to O+ and O+
2 , leads to atmospheric carbon

enrichment. The selectivity of the process is best described by the fact that ≈10% of today’s
escape from Mars is carbon-based despite that ≈95% of the atmosphere is CO2. 90% of the
outflow originates from the mere 0.1% of water in the atmosphere. Recent VEX measure-
ments indicate that the same applies for Venus, i.e. H+ and O+ dominates the ionospheric
escape (Barabash et al. 2007).

A rather modest mass loss during the last ≈3 Gyr is expected from the model, the to-
tal inventory loss of O+, O+

2 , and CO+
2 corresponding to ≈0.1 Bar. The most critical time

appears to be the first 500 million years. During that period the model predicts a loss cor-
responding to several tens of Bars. We emphasize that such a dramatic consequence of the
model critically relies on the solar history (Wood et al. 2002, 2005 and Ribas et al. 2005).
Nevertheless, if their findings are correct, it also implies that the early Noachian of Mars
was wet, the early water inventory rapidly decreasing the first 1000 million years.

Notice that the above model of the volatile evolution on Mars is entirely based on so-
lar EUV and particle forcing, addressing transport and photochemistry very qualitatively.
We simply assume an upward atmospheric transport of water molecules capable of sustain-
ing the 0.5 kg/s escape of H+, O+ and O+

2 . In view of the total atmospheric H2O content
(≈1013 kg), this assumption is not unreasonable. Solar EUV and X-ray forcing is capable
of providing sufficient thermal expansion, albeit following the solar variability. For reasons
already discussed we also assume water to dominate the volatile loss process. Moreover, the
model assumes that Mars lacked a sufficiently strong magnetic field to fend off the solar
wind throughout its history. There is evidence for a magnetic dynamo acting on early Mars,
but this dynamo may have ceased as early as 3.9–4.2 Gyr ago (e.g. Schubert et al. 2000).
However, the solar forcing during this early period may have been so powerful that even
a strong magnetic protection, such as that governed by the Earth’s magnetic dynamo, may
have been inadequate, leading to strong losses also from the Earth.

Based on the model one may also estimate the volatile loss from Earth and Venus. Venus
resembles Mars in that it lacks a magnetic dynamo, let alone strong crustal magnetizations.
The gravity is stronger; the CO2 upper atmosphere is cooler, with a water-mixing ratio of
<10−5. Altogether, this leads to a less extended upper atmosphere/ionosphere and a reduced
cross-sectional area for energy and momentum transfer by the solar wind. The first estimates
of the ionospheric O+ escape by Luhmann and Bauer (1992) indicated a tail loss of ≈1025

ions/s, corresponding to a mass escape rate of ≈0.3 kg/s. This should be regarded a lower
limit since PVO lacked a mass resolving ion spectrometer, and O+ ions were inferred from
double peaks in ion energy spectra. Assuming ion pickup, the O+ ions constitutes the high-
energy peak (>1 keV) and H+ ions the low-energy peak (≈1/16 of the O+ peak). Recent
measurements from VEX (Barabash et al. 2007) shows that large fluxes of O+ ions escape
at very low energies, the bulk outflow frequently peaking in the range 10–100 eV along
the flanks of the Venus inner tail. Using ASPERA-4 ion data from 42 VEX tail traversals
in August 2006 (over 1000 mass resolved ion spectra), and taking the average flux within a
circular cross-sectional area of diameter 3RV, we obtain an average O+ mass flux of 3.8 kg/s
(Lundin et al. 2007). We use in the model as a conservative estimate 2 kg/s as the present
average O+ loss rate, assuming no magnetic shielding throughout the history of Venus, plus
an expanding cross-sectional area (5) permanently exposed to the solar wind (3). Whereas
we can use preliminary results for the O+ loss rate in our model, we are still lacking an
analysis of the CO+

2 escape for Venus. We therefore use the same CO+
2 percentage of the ion

escape rate as for Mars (10% of total ion escape). This results in an accumulated CO2-loss
of ≈ 21% from 0.1 Byr up to now, barely visible on a logarithmic scale as in Fig. 16. This
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Fig. 16 Model describing the
mass loss of H2O and CO2 on
Venus, Earth and Mars by solar
forcing. Strong magnetic
shielding assumed for the Earth,
no magnetic shielding for Venus,
and options with and without
magnetic shielding (up to 0.5
Gyr) for Mars. The H2O
inventory on the Earth remains
essentially unaltered, while Mars
and Venus have been subject to
major losses

implies that if the CO+
2 percentage ion escape is the same as for Mars the CO2 inventory has

changed only marginally by solar forcing throughout the lifetime of Venus.
Finally, the Earth’s O+ loss may be estimated based on the presently measured average

loss rate of ≈1 kg/s. The total value may be even lower, considering the “recycling” back
to the atmosphere (Seki et al. 2001). The Earth’s atmosphere is also subject to an enhanced
solar wind forcing (3) like for Venus and Mars. We assume for the sake of simplicity the
same EUV forcing (α = 1.0 in (5)) like that for Mars and Venus.

The total mass escaping from each of the Earth-like planets between a time t0 (0.1 Gyr)
and t1 (>t0) is obtained from the expression:

S∑
Mt1 =

∑
M

∫ t1

t0

sM(t)dt (kg). (7)

The mass loss may be described as a decrease of the initial volatile inventory mass
versus time. We focus here on water and CO2, assuming that the escaping O+ and O+

2
ions originate from dissociated water. Adding the estimated water and CO2 inventory de-
scribed in Sect. 5 to the mass given by expression (7), we obtain the total inventory the
history of water and CO2 on the Earth-like planets as shown in Fig. 16. Notice that Earth
and Venus have remained volatile-rich, albeit with predominantly water on the Earth and
CO2 on Venus. Mars has apparently lost most of its water and CO2, but some still remains
frozen in the polar cap deposits, for example. For Mars two curves are introduced regard-
ing loss of water, with or without an Earth-like dipole magnetic field during the first 500
Myr. The magnetic protection is assumed to be as effective as the Earth’s dipole field, illus-
trating that the water loss rate was substantial for Earth as well. Despite magnetic shield-
ing on Mars the water loss is only reduced by about a factor of two during the first ≈500
Myr. The model implies that the young (0.1 Gyr) Earth-like planets had rather similar wa-
ter and CO2 inventories. However, Mars with its lower gravity and a smaller surface than
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Earth and Venus had a correspondingly smaller inventory. Moreover, if the escape from
Venus in the past was primarily H+, O+, and O+

2 , as for Mars (e.g. Norberg et al. 1993;
Carlsson et al. 2006), Venus could have started with a GEL of water similar to that of the
Earth (Kulikov et al. 2006). The lack of protection, and its proximity to the Sun, made most
of the water disappear during the first billion years. The subsequent runaway greenhouse ef-
fect, governing a powerful hydrodynamic escape, would effectively remove any remaining
hydrosphere on the surface of Venus.

6 Conclusions

The present difference in water and CO2 inventories for Venus, Earth and Mars are sub-
stantial, water being the most abundant volatile on Earth, Venus dominated by a dense CO2

atmosphere, and while Mars having a mix of water and CO2, most of it supposedly as ice.
“Why?”, is a question still requiring a good answer. Most theories assume that a fierce
early Sun (T-Tauri phase) removed all volatiles from the inner planets in the solar system,
the volatiles subsequently restored by cometary impact. However, this requires a differen-
tiated volatile insertion, with preference of water for the Earth. Another possibility is that
a sufficiently high water and CO2 inventory accumulated during the accretion phase, and
a sufficiently strong gravity and magnetic shielding, may have been enough to retain an at-
mosphere and hydrosphere even after the early fierce phase of the Sun. If the latter is the case
a secondary restoration of water and CO2 is not necessary, and the present inventory of the
Earth-like planets is the result of a long-term evolution. The water and CO2 erosion model
dating back in time to 0.1 Gyr after the planet formation, suggests that Earth, Venus and
Mars may have had similar relative water and CO2 inventories. Lacking magnetic shield-
ing, Venus and Mars would have been more vulnerable than Earth, rapidly loosing the most
abundant volatile molecule, water, by thermal and non-thermal escape. The model based on
ionospheric plasma escape shows that non-thermal escape by solar forcing is sufficiently
effective to remove some 40 Bar of water from Mars and at least 50 Bar of water from
Venus. Similarly, the loss for Mars is consistent with estimates mentioned by Chassefière
et al. (2007) and others. On the other hand, the model predicts that the loss of water from
the Earth, a planet that retained its magnetic shielding, has been insignificant after 0.1 Gyr
of the planet formation.

Notice that the loss of water and CO2 may have been higher than presented here. A num-
ber of processes driven by solar forcing contribute to the escape of volatiles from the at-
mosphere of the Earth-like planets. Solar EUV/XUV forcing causes heating, expansion, and
ionization of the atmosphere. Hydrodynamic escape (e.g. Chassefière 1996) is a process
that may have been effective in the early removal of hydrogen. Photochemical escape (Nagy
et al. 1980; Luhmann et al. 1992) due to dissociative recombination of heated ionospheric
ions may have been effective in an early removal of oxygen. Solar wind forcing leads to
further energization and escape of ionospheric plasma, but also to sputtering (Luhmann
and Kozyra 1991). The latter results in the escape of neutrals. Altogether, there are good
reasons to believe that solar forcing in the early solar system was capable of removing
even more volatiles, specifically water, from Mars and Venus, than that implied from our
model.

The ultimate fate for free/unbound atoms and molecules immersed in the inner solar sys-
tem is to become picked up by the solar wind and brought to the solar system periphery.
The solar wind interaction with a comet (Fig. 2) illustrates this quite well. The ionospheric
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escape model presented here predicts a higher outflow for lower outflow velocity (expres-
sion (1) and Fig. 9). Compare for instance with the mass-loaded plasma outflow in the near
tail of a comet, reaching velocities of 10–50 km/s. This velocity is an order of magnitude
lower than the average solar wind velocity. With an early average solar wind velocity of
≈3000 km/s (Wood et al. 2005), and a correspondingly higher dynamic pressure (goes as
square of the velocity) the amplification factor becomes substantially higher for the Earth-
like planets. One may easily conceive a ten times higher mass loss than that perceived from
the model.

In summary, we have presented important aspects of the long-term and short-term vari-
ability of solar forcing—solar X-ray EUV radiation and the solar wind. Solar forcing is
expected to have played an important role in the atmospheric evolution of planets orbit-
ing close to the Sun. We have here focussed on how solar forcing affects the ionosphere
of the Earth-like planets; on a long-term perspective; with or without magnetic shield-
ing. There should be no principle differences in physics governing the present short-
term variability of ionospheric plasma escape from the Earth (e.g. Chappell et al. 1987;
Yau and André 1997) and the long-term solar forcing effects on the atmosphere and
ionosphere. The terrestrial escape flux may vary by an order of magnitude during a short
duration (hours) solar disturbance (e.g. a CME). A similar trend, albeit much slower, is ob-
served in the course of a solar cycle (≈11 years). If the findings by Wood et al. (2002, 2005)
and Ribas et al. (2005) on the long-term variability of the Sun are correct it would imply
a major differentiation of the volatile inventory of the Earth-like planets. Non-thermal es-
cape acting in the early period of the solar system is capable of removing vast amounts of
water on Mars and Venus. The first 500–1000 million years were probably the most criti-
cal period. Without sufficient magnetic shielding a planetary atmosphere would be subject
to fierce solar forcing, effectively removing major fractions of the most volatile element—
water. Unless being the only recipient of a vast additional water supply following the early
solar forcing period the Earth must have endured the most dangerous period, thanks to a
persistent intrinsic magnetic shield.

We conclude that a strong planetary dipole magnetic field has important implications for
the evolution of life and for the habitability of a planet. A strong dipole magnetic field helps
setting up a magnetic “umbrella”, a stand off distance between the atmosphere and the erod-
ing plasma wind from a star. Magnetic protection is particularly critical for planets near a
young solar-like star during the first few hundred to one billion years. This is a period when
solar-like stars irradiate planets with intense XUV/EUV and a fierce plasma wind. Without
sufficient shielding this may lead to a climate crisis, with loss of water as major implication.
Mars and Venus represent two extremes of the consequence of un-shielding, Mars a cold
dehydrated planet with tenuous atmosphere, Venus a dehydrated planet with a hot dense at-
mosphere. Mars may have had a sufficiently dense atmosphere and water inventory the first
billion years to qualify as “habitable” for primitive life forms. Also Venus is expected to
have had a wealth of water during the first few hundred million years, potentially sufficient
to qualify as “habitable” for at least primitive life forms. However, the first hundred million
years of the Sun must have been an extremely harsh time for life. The solar variability a
billion year later was more modest, with less implication on climate. With most of the hy-
drospheres on Venus and Mars gone, with a tenuous atmosphere on Mars and potentially
already a runaway greenhouse on Venus, the habitability would anyway be at best marginal.
Episodic habitability governed by solar and planetary conditions that changes climate in
a favourable direction is a possibility. For instance, an atmospheric density and tempera-
ture above the triple point of water on Mars, combined with stable solar conditions, may
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evolve into episodic habitability. Conversely, critical episodes with a combination of van-
ishing planetary magnetic protection and dramatically enhanced solar activity, may have had
negative effects on a “favoured planet”—the Earth.
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1 Introduction

Habitability is usually believed to be a function of the size of a planet, the distance of the
planet to its star (or the Sun for the Solar system), the brightness of its star, the absorp-
tion and reflection energy balance of the planet, the composition of its atmosphere, plate
tectonics, presence of a magnetic field, gravitational interactions, protection from asteroids
and comets, orbital and rotational dynamics, and more, as discussed in this book. Here we
address rotation dynamics and their relationship with the magnetic field, as well as their
relationship with atmospheric escape. In particular, we need to consider the influence of the
solar wind on the atmosphere, as was discussed in the first part of this chapter. Solar wind is
made up of high-energy protons and electrons that are emitted from the upper regions of the
Sun and stream toward the Earth. Since protons and electrons are charged particles, they are
deflected by a magnetic field. Living organisms on the Earth are protected from the effects
of the solar wind because Earth’s magnetic field deflects the charged particles away from the
Earth or toward the poles. The rotation of a planet is an important mechanism often believed
to be responsible for the enhancement of the magnetic field. Protection from the solar wind
may therefore depend on the planetary rotation. Both magnetic fields and atmospheres pro-
tect living organisms from cosmic rays. A sufficiently dense atmosphere may also provide
conditions favorable for the presence of liquid water on a planet, an essential prerequisite
for the beginnings of life and its further evolution.

The interaction of the Sun’s energy with the atmospheres of Earth and Mars has dif-
ferences and similarities, not only related to the existence of a magnetic field, but also to
their radii, rotation rates, gravitational accelerations, topography, surface pressure, and sur-
face and internal compositions. The absence of a large intrinsic magnetic field on Mars
is a current difference, but there was a magnetic field in the early history of Mars, as
suggested by data of the MAG/ER (Magnetometer/Electron Reflectometer) instrument of
Mars Global Surveyor (MGS) spacecraft (Connerney et al. 1999; Acuña et al. 2001). Af-
ter the MGS orbit injection in 1997 and during the aerobraking phase and science-phasing
orbit phase, it was possible to get magnetic measurements at periapses ranging from 85
to 170 km above Mars’ surface. Connerney et al. (1999) (see also Purucker et al. 2000;
Acuña et al. 2001) have discovered strongly magnetized regions in its crust, closely asso-
ciated with the ancient, cratered terrain of the highlands in the southern hemisphere. There
has been a great interest in the literature in the meaning of the spatial pattern of magnetiza-
tion (see e.g. Jurdy and Stefanick 2004; Arkani-Hamed 2004), including possible lineations
(these crustal magnetizations even suggest reversals) that were believed to suggest an anal-
ogy to plate tectonic (like the lineations derived from magnetization on Earth’s ocean floor).
Recent models favor thermal remanance acquired during the time these ancient rocks cooled,
in conjunction with dike intrusions (Nimmo 2000) as the best way to explain the lineations.
The MGS remnant magnetic field measurements show that the magnitude of the magnetic
moment observed at satellite altitudes implies a source in the martian crust with a magnetic
moment of ∼1.6 × 1016 A m2 =1.6 × 1019 G cm3 (Acuña et al. 1998): MGS has detected
surface magnetic anomalies of up to 1500 nT. The magnetic sources are about an order of
magnitude stronger than those of the Earth’s continents (e.g., Toft and Arkani-Hamed 1992;
Arkani-Hamed and Dyment 1996) and comparable in magnitude with the remanent magne-
tization of fresh extrusive basalt near the oceanic ridge axes of Earth (e.g., Bleil and Petersen
1983). These magnetic anomalies indicate the existence of a strong, ancient, intrinsic mar-
tian magnetic moment with a field strength 0.1 to 10 times of the present Earth field (Ness
et al. 1999; Mitchell et al. 1999, 2001), first suspected from Viking probes data (Hargraves
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et al. 1977, 1979). The strength of the martian magnetic anomalies could in addition reflect
a strong magnetic susceptibility due to the composition of the rocks.

Little is currently known about the interior of Mars. The only in situ observations impor-
tant for the interior are those of the martian gravity field, the tidal effect on an orbiter, and
the polar moment of inertia, which are derived from radio tracking of orbiting and landed
spacecraft (e.g., Smith et al. 1998; Folkner et al. 1997; Konopliv et al. 2006). These obser-
vations are the main constraints for interior models additionally based on analysis of SNC
meteorites or chondrite data and extrapolation of the Earth’s internal structure to the lower
pressures of Mars’ interior (Sohl and Spohn 1997; Sanloup et al. 1999; Bertka and Fei 1998;
Sohl et al. 2005; Verhoeven et al. 2005). The question of whether the core is presently liq-
uid or solid is still an open question although the measured tidal effect on the orbits of the
MGS, Mars Odyssey, and MEX suggests an at least partially liquid core (Yoder et al. 2003;
Balmino et al. 2006; Konopliv et al. 2006; Duron et al. 2007).

The rotation and orientation of Mars at present are very similar to those of the Earth.
But they may have been more different in their past, which can have other implications for
planetary and atmosphere evolution. We know that the Earth has kept very similar orienta-
tion with a few degree differences, but as explained by Laskar et al. (2004b, see also 1994
1994, 1996, 1997; Laskar et al. 2002, 2004a), the obliquity of Mars may have changed con-
siderably during its history. This issue will be addressed in Sect. 3, while Sect. 2 addresses
the rotation of the planets and Sects. 4 and 5, the implications for the magnetic field and
the associated effect on the magnetopause distances (atmosphere protection). The last sec-
tion, Sect. 6 addresses the resulting atmosphere escape (see also the other two parts of the
chapter).

2 Rotation of Early Earth–Moon System (Faster than Today) and Mars

Due to tidal dissipation and angular momentum conservation, the Earth–Moon distance is
increasing presently (the Moon moves away from the Earth at a rate of approximately 4
cm/year, see Dickey et al. 1994), and the rotation of the Earth is decreasing (the length-of-
day is longer at present than in the past; it increases by about 20 microseconds per year
due to the Moon, and by another 25 microseconds per year due to the Sun). The reason for
these changes is the so-called tidal friction effect. Tidal friction is the time-averaged, global
dissipation mechanism of rotational energy and angular momentum by tides. It is caused by
the non-instantaneous effects of tidal forces on mass redistribution and on ocean currents
and heights (if there is an ocean). Today, the precise mechanism of tidal energy dissipation
is still an open question and, despite a better knowledge of time-scales and sophisticated
mathematical modelling techniques, ocean tides are still not known with the desired accu-
racy to compute this effect, but are believed to be the major actors in this process. If mp and
ms are the masses of the primary and secondary bodies, � is the rotation rate of the primary
planet, D is their semi-major axis in the mean ellipse of their relative distances, Qp is the
dissipation factor inside the planet (QEarth ≈ 12), k2 is the tidal Love number, a is the radius
of the primary planet, and n the angular rotation rate of the secondary body (the Moon, in
the Earth’s case) around the planet, one has (Murray and Dermott 2000):

Ḋ = sign(� − n)3k2
ms

mp

a5

√
G(ms + mp)

QpD11/2
.

Using ancient observations of solar eclipses, Stephenson and Morrison (1984) have shown
that the Earth length of the day is increasing by 2 milliseconds per century, on average.
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The day was shorter by about 2 hours and the year “longer” by about 35 days during the
Devonian period (400 million years ago, i.e. 0.4 Gyr ago). There was thus a more rapid
rotation of the Earth in the geologic past. A linear extrapolation shows that the length of
day would be 19 h, 1 Gyr ago, and that the Moon was very close to the Earth 1.2 Gyr ago
(15,000–20,000 km).

A full computation, taking into account that Earth is not a perfect sphere (Kopal 1972),
that its rotation axis is not perpendicular to the orbit of the Moon, and the contribution
of the Sun, leads to a predicted decrease of the rotation of the Earth of approximately 2.3
milliseconds per century. Extrapolating all this to the past indicates that the Earth’s rotation
period was at a few hours after its birth. However, the linear extrapolation with the present
dissipation rate is not very realistic (Williams 2000; Varga et al. 2006). The dissipation rate
in the oceans depends on the rotation rate of the planet as well as on the distribution of
the continents. The motion of the continents (Kvale et al. 1999), intense global glaciations
(Evans et al. 1997; Kirschvink et al. 2000), or higher mantle activities (Melezhik et al. 2003;
Greff-Lefftz and Legros 1999), are among the geophysical processes that could have further
influenced the rotation rate of Earth. It is believed that the initial rotation period of the
Earth could have been as low as 13.1 h (MacDonald 1964), and an initial rotation rate of
10 hours is consistent with the relation between the planetary angular momentum, density,
and planetary mass observed in the solar system (Hubbard 1984, Chap. 4). These numbers
provide a good starting point for our simulations.

The present rotation of Mars may be, in contrast, much more similar to the planet’s
primitive rotation. Phobos and Deimos are indeed much smaller than the Moon com-
pared to Earth–Moon system due to the smaller masses of the martian satellites (mPhobos =
1.47 × 10−7 mMoon and mDeimos = 1.47 × 10−8 mMoon). Hence, the rotation period of Mars
is essentially unaffected by Phobos and Deimos. The solar tides have changed the rota-
tion rate of Mars by only a couple of minutes over the age of solar system. Tidal fric-
tion could have reduced the rotation significantly only if Mars had a larger moon in the
past. Large impacts near the end of the accretion phase are likely to determine the initial
spin position and rotation rate. These initial conditions remain unknown (Lissauer et al.
2001), and, therefore, one cannot exclude the possibility that Mars has kept the present
rotation rate throughout its past. In the Noachian (3.5–4.5 Gyr ago), the planet proba-
bly had a magnetic field, a more massive atmosphere and a wetter climate. During the
same period, Mars suffered heavy impact bombardment, and creation of a large impact
basin could have important consequences on the climate as well as on the rotation. Geo-
physical processes such as volcanic events and uplifts, construction of the large Thar-
sis province or of giant impact basins, or formation of mass anomalies associated with
mantle convection could also have affected the rotation rate of Mars. Recently discov-
ered geological evidences point towards important climatic changes as well (Head et al.
2003, 2005, 2006; Neukum et al. 2004). Mars present obliquity is similar to that of the
Earth, but it has been probably much larger in the past (Laskar et al. 2004b; see also Laskar
1994, 1996, 1997; Laskar et al. 2002, 2004a). Climate models have predicted that at high
obliquities (>45°, polar ice may sublimate rapidly from the poles and be re-deposited in the
tropics, resulting in periodic large-scale surface mass redistributions (Levrard et al. 2004;
Forget et al. 2006). However, the effects of climate change-induced surface ice redistribu-
tion on the rotation are likely to be small. Zuber and Smith (1999) showed that if the whole
north polar deposits (with an estimated volume of 1.2 × 106 km3) (Zuber et al. 1998) were
removed, the change in Mars’ mean moment of inertia would be �I/I = 3.88 × 10−6. Con-
sequently, it is difficult to explain any diminution in the rotation rate of Mars throughout
its past unless a large impact scenario (such as the one formed Hellas basin 4 Gyr ago) is
considered.
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3 Obliquity, Insolation and Atmosphere

Insolation (the flux emitted by the Sun and received at the surface of the planet) and obliq-
uity (the angle between the equator and the orbit plane of a planet) are essential for the
understanding of the past climate of the Earth and Mars. The insolations and obliquities
of planets are changing with time as gravitational interaction between solar system bodies
causes their orbits and spin axes to evolve. The long-term orbital and spin dynamics of the
planets depends also on internal planetary processes, such as internal dissipation, interac-
tions of the solid planet with its fluid layers (atmosphere, ocean or core) and deformation
of the planet as a response to time-variable external forcing and surface loads. Besides their
apparent effect on the climate, variations of orbital and spin parameters (more precisely the
precession, see below) could possibly also affect the planetary dynamo, although there is no
consensus as explained in the next section.

The present-day obliquity and rotation period of Mars and the Earth are similar, and
daily and seasonal insolation variations are therefore comparable. The seasonal insolation
variations on Mars are larger due to the about five times larger eccentricity of Mars compared
to the Earth, which implies a 40% difference between the solar flux received at perihelion
and aphelion. Moreover, the seasonal and diurnal temperature variations compared to the
insolation variations are relatively larger for Mars than for the Earth due to the presence of
oceans and a larger atmosphere on Earth. Although the present-day obliquity and rotation
period of Mars and the Earth are similar, the long-term spin variations of the Earth and
Mars differ substantially. Due to its closer distance to the Sun and the presence of a large
moon, the rotation rate of the Earth has changed much more than that of Mars as a result
of tidal dissipation (see Laskar and Joutel 1993; Laskar and Robutel 1993, and the next
section). Mars’ rotation rate can be considered as close to primordial. Due to the presence
of a large moon, Earth’s obliquity has remained in the range of 22.1–24.5° over the last 18
Myr (Laskar et al. 1993a, 1993b). Mars’ obliquity shows much larger variations: during the
last 20 Myr, the obliquity of Mars is statically likely to have varied between about 10° and
45° (Laskar and Robutel 1993; Laskar et al. 2004a). Figure 1 presents the variations of the
eccentricities, obliquities, and insolations of Mars and the Earth as a function of time. The
present-day values of these parameters are summarized in Table 1

The Earth owes its spin axis stability to the lunar torque, which decreases its precession
period from 8.1 × 104 to 2.6 × 104 years (Ward 1973). As a result, the motion of the spin
axis is much faster than the motion of the orbit normal, and the spin axis follows the instan-
taneous orbit pole, keeping the obliquity nearly constant. For Mars, the precession period of
the spin axis is close to periods of slow secular changes in its orbit, and large chaotic obliq-
uity variations can occur as a result of this secular resonance overlap. A Moon-like contribu-
tion to Mars’ precession would not be stabilizing, but would instead force it deeper into the
spin–orbit resonance (Laskar et al. 2004a). Over the entire history of the Solar System, only
statistical analyses can be made because of the mathematically chaotic nature of the system.
Evaluated over 4 Gyr, the averaged value of the obliquity of Mars is estimated as 37.62°,
suggesting that the present obliquity is uncharacteristically low and that the present climate
is not representative for the martian climate. In the distant future (some billions of years), as
the Moon continues to evolve outward from the Earth due to the tides, a resonance is likely
to occur. This will drag the Earth into the chaotic zone, and its obliquity will no longer be
stable (Ward et al. 1979; Ward 1982, 1992; Ward and Rudy 1991; Tomasella et al. 1996;
Néron de Surgy and Laskar 1997).
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Table 1 The current orbital
parameters of Mars and Earth Mars Earth

Inclination, I 1°66 1°58

Eccentricity 0.093 0.017

Obliquity, θ 25.2° 23.5°

Precession of spin axes 173 kyr 26 kyr

Fig. 1 Variations of the Martian orbital parameters and of the Martian North Pole summer insolation over
the last 10 Myr (from the calculations of Laskar et al. 2002, 2004a)

4 Rotational Effect on Magnetic Dynamo—Expected Stronger Magnetic Field

In this section, we examine the effect of rotation on dynamo strength and in particular the
effect of rapid rotation.

4.1 Magnetic Field Conditions

The magnetic field of the Earth is driven by dynamo action in a fluid, conducting core. In
a hydrodynamo, an electrically conducting material moves through a magnetic field, which
generates a current, creating an additional magnetic field. After an initial magnetic field has
started the dynamo, the induced magnetic field becomes self-sustaining, and requires no
further outside input. Dynamo action is believed to be the cause of global scale planetary
magnetic fields. What a planet needs in order to produce a magnetic field is a liquid, con-
ducting interior in motion. This would be the case in particular when rotation or large scale
motion occurs in a large region (where the motion is produced) (Stevenson 1983, 2003;
Stevenson et al. 1983).
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While there is no clear evolution scenario that can be applied to all the planets, the follow-
ing sequence of events for Mars (Stevenson 2001) is the most probable. An iron-rich liquid
core formed during or rapidly after the hot accretion of Mars at about 4.5 billion years (4.5
Gyr) ago by gravitational separation of mostly liquid, immiscible iron from the partly solid
silicates and subsequently cooled at a rate dictated by the overlying mantle. To form a liq-
uid core, the energy of gravitational formation of the planet is converted into heat that is
sufficient to heat Mars’ formative material to several thousand degrees above the melting
point. Even with the loss of heat by radiation, a magma ocean is likely (Stevenson 2001).
The liquid iron then accumulates at the bottom of the magma ocean and descends to the
planet’s center as large blobs, by Stokes flow (Navier–Stokes equations for a highly viscous
fluid with the inertial force equals to zero), through the possibly viscous and high-pressure
deep mantle. After core formation, dynamo action is started due to large-scale motion of a
liquid iron alloy inside the core. These large-scale motions can be produced by two different
mechanisms that are believed to appear subsequently:

(1) Thermal convection: When conduction inside the core is not sufficient to evacuate the
heat out of the core, motions in the iron alloy appear; this case corresponds to a cooling core
that is superheated with respect to the mantle. Such a superheated core is the consequence of
a rapid and vigorous core formation process. As long as the core can cool sufficiently (i.e.,
the heat flow out of the core is larger than the heat flow along the core adiabat-critical heat
flow) electric currents caused by the thermal convection in the core can generate a magnetic
field. Such a thermal dynamo is in general only active during the first few hundred million
years of planetary evolution because the core heat flow decreases rapidly to the critical heat
flow below which heat is transported simply by conduction.

(2) Compositional convection: As the consequence of the planet’s cooling, the core tem-
perature can reach the liquidus of the iron alloy. At that temperature the iron starts to pre-
cipitate and forms an inner core. This precipitation of iron results in motion inside the liquid
core and the dynamo is now maintained by compositionally driven convection currents. The
dynamo is sustained as long as the core is cooling and the inner core continues to grow
sufficiently fast. Eventually, the dynamo system will collapse if the core alloy composition
reaches the eutectic composition1, or if the core has completely solidified. In both cases,
compositional convection is not possible anymore. Dynamo action could also fail if the
compositionally driven convection is weak.

These scenarios allow a planet to possess a magnetic field early in its history first by ther-
mal convection and later by compositional convection due to the formation of an inner core.
It is further possible but not necessary that there is a time gap between the two mechanisms
of dynamo generation depending on the cooling efficiency and the liquidus temperature of
the core. The core-freezing hypothesis states that by default there must have been a period
when the planet’s core was partially molten, and that the continuing solidification of the
inner core (and the associated compositional convection) would allow the existence of a
magnetic field in that period (see Stevenson 2001 for further details on these hypotheses).

4.2 Existence of a Magnetic Field for Mars

For Mars, the observed magnetic field in its early history could arise from both kinds of dy-
namo generation, thermal or compositional. An early thermal dynamo, however, is favored

1The eutectic temperature is the lowest temperature at which a mix of two materials will melt or solidify
directly. A eutectic mixture of two or more constituents is a mixture that solidifies simultaneously out of the
liquid—or melts simultaneously out of the solid—, at a minimum freezing/melting point.
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by thermal evolution models (e.g. Hauck and Phillips 2002; Breuer and Spohn 2003, 2006;
Williams and Nimmo 2004).

4.3 Strength of a Magnetic Field Related to Rotation

An important issue is the strength of the magnetic field generated either by thermal or com-
positional convection. One concept is based on a force balance between Coriolis and Lorenz
forces (Elsasser number, i.e., the ratio of Lorenz forces to Coriolis forces, is equal to unity).
As a consequence of this force balance, the magnetic field strength is assumed to be pro-
portional to the rotation rate; the faster a planet rotates, the stronger the magnetic field is.
Considering further that the convection velocity is proportional to the size of the region
where the motion is taking place, the magnetic field strength increases with the core ra-
dius. In addition, dynamo simulations show that the dipole field strength can decrease even
further at a critical outer liquid shell thickness (if the solid inner core becomes very large,
e.g. Stanley et al. 2005). We, therefore, can suggest that the fast rotation of Earth or of any
other planet and the possibility to have large motions in the fluid core at the beginning of
its life was a very favorable ingredient for generation of its magnetic field. In other words,
one can roughly assume that the magnetic field is proportional to the rotation rate, and if
the rotation rate of early Earth was twice as large as today, the magnetic field would be
two times larger than now (see below). As summarized by Grießmeier et al. (2005), there
are several analytical models (deriving the planetary magnetic field from a dipole moment)
relating the planetary magnetic dipole moment M and the rotation ω. The surface magnetic
field is proportional to M and inversely proportional to r3. This relation allows us to express
the magnetic field strength either in terms of M or in terms of dipole strength. The mod-
els provided in Grießmeier et al. (2005) yield the following scaling laws for the magnetic
moment:

M ∝ ρ1/2
c ωr4

c , (1)

M ∝ ρ1/2
c ω1/2r3

c σ−1/2, (2)

M ∝ ρ1/2
c ω3/4r7/2

c σ−1/4, (3)

M ∝ ρ1/2
c ωr7/2

c , (4)

where (1) comes from Busse (1976), (2) from Stevenson (1983, or Stevenson et al. 1983)
and Mizutani et al. (1992), (3) from Mizutani et al. (1992), and (4) from Sano (1993). The
parameters ρc stands for the core density, rc, for the core radius, and σ , for the conductivity.

4.4 Theoretical Computation of the Strength of the Magnetic Field for Mars and the Earth

These models yield proportionality either directly to the rotation as, for instance, for the
models of Busse (1976) and Sano (1993), or to the square root of the rotation (model of
Stevenson 1983 and Mizutani et al. 1992), or even to the rotation to the power 3/4 (see
Mizutani et al. 1992). Thus, the shorter the planetary rotation period is (i.e. the faster its
rotation), the larger the resulting magnetic moment is. It must be noted that the models also
introduce a dependence on the dynamo region radius (to the power 3, 3.5, or 4) and on the
conductivity of the region.

Figures 2 and 3 show the planetary magnetic moment of early Earth and early Mars, as
a function of possible early rotation periods. The values used for Figs. 2 and 3 have been
deduced from the above scaling laws. We assume the following initial conditions (taken
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Fig. 2 Estimated magnetic
moment of early Earth, relative to
its present-day value, as a
function of possible early
planetary rotation periods in
hours. The dotted vertical line
denotes the present-day sidereal
rotation rate of the Earth

Fig. 3 Estimated magnetic
moment of early Mars during the
phase when it sustained a
dynamo, as a function of possible
early planetary rotation periods
in hours. The magnetic moment
is given in units of the
present-day magnetic moment of
Earth. The dotted vertical line
denotes the present-day sidereal
rotation rate of Mars

from Cain et al. 1995): (i) the planetary radius for Mars rMars is 0.53 rEarth, (ii) the planetary
density is 7.57 103 kg/m3, (iii) the size of the planetary core is rc = 0.52rMars, and (iv) the
conductivity σ is roughly the same as on Earth. A typical estimation of the Earth iron core
conductivity is 5 × 105 S m−1, corresponding to a magnetic diffusivity of 1.6 m2 s−1 (Bra-
ginsky and Roberts 1995). The resulting magnetic moment is given in units of the Earth’s
current magnetic moment ME = 8 × 1022 A m2. The areas shaded in grey represent the
ranges of results obtained by the different magnetic moment scaling laws. For an initial ro-
tation period of 10 hours or more, one finds that the Earth’s magnetic moment was at most
2.5 ME (the Earth’s current magnetic moment). The results demonstrate that the magnetic
moment was considerably larger than it is today, as a result of the shorter rotation periods
(higher rotation rates).

The magnetic moment of ancient Mars is estimated to reach up to 0.2 ME. It can be
seen that the smaller size of the planet and core when compared to the Earth results in a
magnetic moment that is a factor of about 10 smaller. Consequently, as expected, for the
range of rotation periods used, we always find a magnetic moment of Mars smaller than
that of Earth. Also note that these values are consistent with the estimated lower bound
of the magnetic field deduced from MGS measurements, i.e. 0.1 to 10 times that of the
Earth (see Sect. 1). As will be discussed later on the removal of the martian atmosphere,
a magnetic moment equal to or smaller than about 0.1–0.2 MEarth during the first 250 Myr
is preferred to explain the evolution of the martian atmosphere, as it would imply strongly
increased loss rates. Higher magnetic field values would be a problem for the loss of the
martian atmosphere and would consequently provide a too thick present day atmosphere. It
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is remarkable that the two absolutely different approaches originating from the two different
branches of planetary science (planetary magnetic dynamo theory and atmospheric science)
when applied to the same subject—the early martian magnetic moment evaluation, have lead
us to almost coinciding conclusions that early Mars may have had during about the 1st 200
Myr an intrinsic magnetic moment not stronger then ∼0.2MEarth.

4.5 Strength of a Magnetic Field from Other Phenomena

Although the analytical models considered here predict an increase of magnetic moment
with increasing rotation rate, recent numerical experiments indicate that the magnetic mo-
ment may be independent of the angular frequency and the electrical conductivity. Chris-
tensen and Aubert (2006) and Olson and Christensen (2007) have studied numerically an
extensive set of dynamo models in rotating spherical shells, varying all relevant control
parameters by at least two orders of magnitude. These simulations have shown that the
magnetic field is basically controlled by the buoyancy flux (mass transported per time unit
by buoyancy). This result contradicts the previously discussed concept (Figs. 2 and 3). The
numerical dynamo simulations done by Christensen and Aubert (2006) fit quite well the
magnetic field observations for Earth and Jupiter but cannot explain the magnetic field of
Mercury. Future studies are needed to answer the question of the relation between magnetic
field strength and its dependence on the rotation rate, electrical conductivity, and buoyancy
flux.

A last remark concerns the precession and precessionally-driven dynamo models. The
feasibility of a precessionally-driven dynamo has been investigated by Malkus (1968),
Stacey (1973), and Loper (1975) for the Earth (see also Rochester 1974; Vanyo 1991). The
relative orientation of the angular-velocity vectors of the mantle and core are determined
from angular momentum conservation or from interaction torques resulting from pressure,
viscous, and magnetic stresses at the core–mantle interface. Loper (1975) finds that the dis-
sipative torques are weaker by a factor of 10−4 than those estimated by Malkus (1968) and
Stacey (1973), resulting in only a small amount of energy that is, in addition, dissipated
in the boundary layers at the core–mantle interface. Thus no energy is avfailable to drive
the geodynamo. Other, more recent studies (e.g. Kerswell 1996), however, find no reason to
dismiss a precessionally-driven dynamo on energetic grounds. The main problem is that it is
unclear how the rapidly varying precessional forcing can generate slow motion in the outer
core that would drive the dynamo.

4.6 Observed Strength of the Past Martian Magnetic Field

The detection of Mars surface anomalies by the MAG/ER experiment on MGS (see Sect. 1)
indicates the existence of a strong ancient intrinsic martian magnetic moment. There are
several ways in which the martian crust could have been magnetized. One of the most
probable ways is Thermo-Remnant Magnetization (TRM). With TRM, the magnetization
is produced when rock cools below a critical temperature (Curie temperature) in the pres-
ence of a magnetizing field. This is an effective mode for producing an intense remnant
field. The magnitude of magnetization produced in the rock depends on the strength of
the internal field, the mineralogy and the magnetic microstructure. There is a trade-off be-
tween the concentration of magnetic carriers and the strength of the magnetic field: The
weaker the magnetic field the more magnetic carriers are required to explain an observed
magnetization. Assuming an early martian magnetic field similar to the present day Earth
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field, the concentration of magnetic carriers might be comparable to the amount in extru-
sive basalt. Bearing in mind the possible reduction of the remanent magnetization through
viscous decay and chemical alterations during this very long geologic time (the magnetiza-
tion of the oceanic basalt decreases by a factor of 4–5 during the first 20 Myr, largely by
chemical alterations, e.g., Bleil and Petersen 1983), the initial magnetization of the martian
source bodies must have been even stronger. However, there is ample evidence that FeO
content of the martian mantle is about twice that of the Earth’s (e.g., Sohl and Spohn 1997;
Sanloup et al. 1999). Whether this high concentration of FeO translates to a high concentra-
tion of magnetic minerals depends on the oxidation state of the martian mantle and lower
parts of the crust. However, for a high concentration of magnetic minerals, the early mag-
netic field could have been smaller than that of the present Earth field. Due to all these
uncertainties, the early martian core field intensity can be assumed to be in a range of a
magnetic moment of 0.1–10 times that of present Earth. Note that a factor of 10 is consis-
tent with the scaling laws of Fig. 3.

The majority of the crustal magnetic sources detected by MGS of up to 1500 nT are lo-
cated in an ancient, densely cratered terrain of the martian highlands, south of the crustal
dichotomy boundary (Connerney et al. 1999; Acuña et al. 2001). This dichotomy boundary
is the geologic division between the heavily cratered highlands to the south and the relatively
young, smooth plains to the north where the martian crust is thinner. No magnetic anom-
alies were detected in the major martian volcanic areas. The large impacts that formed the
Hellas and Argyre basins and that are believed to have formed about 4 Gyr ago are also not
associated with magnetic crustal anomalies. The absence of crustal magnetic fields in these
areas implies that the martian dynamo had already ceased to operate when these impact
basins were formed. This evidence supports most thermal evolution models that consider
the magnetic field history.

4.7 Thermal Evolution, Mars Interior, and Mars Magnetic Field

The thermal evolution models assume a hot early Mars immediately after accretion fol-
lowed by rapid cooling and crust formation (e.g., Schubert and Spohn 1990; Spohn et
al. 1998; Breuer and Spohn 2003, 2006; Williams and Nimmo 2004). A thermally driven
dynamo during the first few hundred million years is then the consequence of the early
rapid cooling if the core is superheated with respect to the mantle. As an alternative,
the core cooled rapidly below its melting temperature to start an inner core growth as-
sociated with a chemical dynamo. In the case of inner core growth, the concentration of
a light constituent like sulfur in a mainly iron core is essential for the temporal evolu-
tion of the dynamo. A high core sulfur abundance of 14.2% suggested for Mars from
geochemical analyzes of the SNC (Shergottites, Nakhlites, Chassigny) meteorites (me-
teorites found on Earth and originating from Mars) (e.g., Dreibus and Wänke 1985;
McSween 1985) lowers its melting point considerably. Model calculations show that no
inner core freeze-out occurs during the first 4.5 Gyr if a sulfur content >15% is assumed
(see Stevenson et al. 1983). If the sulfur content, however, is much lower than 15%, a solid
inner core would have formed and grows on a geologic time scale once it begins to freeze
out. The lack of a present-day magnetic field can be explained in several ways: (1) the core
may be entirely solid, (2) the core may be liquid but is stably stratified and not convecting,
and (3) the outer liquid core may be too thin or the compositional convection too weak for
an operative dynamo.

Geodetic measurements of the mass, moment of inertia, and Love numbers are hardly
compatible with a pure iron core, therefore confirming the presence of a light element. This
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is also consistent with the inhomogeneous accretion hypothesis in which the volatile sulfur
becomes more abundant in the solar nebula as distance increases from the Sun. Since Mars
is located in a more distant orbit than any other terrestrial world, it is likely to contain more
sulfur. If this is true, then heat-flow convection should have ceased about 4 billion years ago,
with no subsequent inner-core solidification. A liquid core is consistent with the large value
of the k2 Love number computed very recently by Konopliv et al. (2006, see also Yoder
et al. 2003; Balmino et al. 2006) using MGS and Odyssey tracking data. Indeed, this value
(0.152±0.009) is large enough to rule out a completely solid core and shows that at least the
outer part of the core must be liquid. Although the mineralogy of Mars is presently poorly
constrained, models of the internal structure of Mars built from very different compositions
cannot fit this latest estimate of the k2 Love number without a hot temperature profile in the
mantle (Rivoldini et al. 2005, see also Verhoeven et al. 2005). More precisely, the mantle
must be associated with a mean temperature greater than at least 1800 K. This estimate does
not depend much on the composition of the mantle.

Core solidification, however, cannot be completely ruled out. Indeed the martian man-
tle, richer in volatiles compared to Earth, may possess a lower viscosity. The effect leads to
a more efficient heat transfer from the core through mantle convection, suggesting a rapid
cooling of the planet and probably an inner core growth. Nevertheless, the core solidifica-
tion scenario is much less probable than a totally molten core for various reasons. First, a
solidified inner-core has to be large enough so that the remaining fluid region is too thin to
sustain a present dynamo (or the compositional convection has become too weak), but also
small enough to be compatible with the observed large value of the k2 Love number. Second,
thermal evolution models show that such a compositional convection would most likely be
active over a much longer period of time than observed for Mars (Breuer and Spohn 2003;
Williams and Nimmo 2004). Third, the quality coefficient of the tide, as deduced from ob-
servations for deriving Phobos ephemerides, is about 85 (Bills et al. 2005; Lainey et al.
2007); however, this value cannot be explained easily unless a very hot and highly attenuat-
ing mantle is considered (Lognonné and Mosser 1993; Zharkov and Gudkova 1997). Fourth,
the absence of plate tectonics on Mars at present suggests that the heat transfer from the in-
terior of the planet is presently less efficient than on Earth. An alternative evolution scenario
consistent with a present day inner core but not with a dynamo activity, is that Mars had a
change in its heat transport mechanism. Plate tectonics during the first few hundred million
years might have cooled the core efficiently to form an inner core. This early period of plate
tectonics is then followed by a period without plate tectonic (mono-plate situation), which
heats up the interior again as a consequence of inefficient heat transfer. In case the core
temperature does not decrease again below the minimum core temperature, a present inner
core exists but dynamo activity is unlikely as this inner core cannot further grow. There are
no strong geological indications for an early plate tectonics regime (e.g., Solomon 1994;
Sleep and Tanaka 1995; Pruis and Tanaka 1995) and furthermore, such a model has some
problems explaining the crustal evolution of Mars (Breuer and Spohn 2003).

5 Early Solar Wind (min–max)—Effect on Magnetopause Distances (Atmosphere
Protection)

In this section, we consider that the magnetic field of Mars has existed up to 4 Gyr ago. At-
mospheric escape processes are considered to begin at that time. The efficiency of thermal
and non-thermal atmospheric escape processes depends mainly on the history of the inten-
sity of the solar X-ray and EUV radiation and of the solar wind mass flux. As discussed by
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Ribas et al. (2005) and Lundin et al. (2007) observations with the ASCA, ROSAT, EUVE,
FUSE and IUE satellites of a homogeneous sample of single nearby Sun-like main sequence
stars have revealed age dependent energy emissions (Guinan et al. 2005). The considered
stars have known rotation periods and well-determined physical properties, including tem-
peratures, luminosities, metal abundances and ages from 130 Myr to 8.5 Gyr. Their emis-
sion intensities (λ = 0.1–120 nm) were 10 times the present solar value about 4 Gyr ago
and about 100 times that of today during the first 100 Myr after the young Sun arrived at the
Zero-Age-Main-Sequence (ZAMS2). As shown by Kulikov et al. (2006, 2007) the strong
XUV emissions of the young Sun had a major effect on the heating and expansion of the
upper atmospheres, the ionospheres and, hence, on the evolution of planetary atmospheres.

It is important to note that not only the radiation intensity of the Sun has been changing
during its lifetime (Lundin et al. 2007), but also the solar wind mass flux was higher during
the active period of the young Sun (Newkirk Jr. 1980; Wood et al. 2002, 2005). For exam-
ple, 3.9 Gyr ago, the solar wind density was higher by a factor of 16, and the solar wind
velocity was approximately twice its current value (see Grießmeier et al. 2004). Hubble
Space Telescope high-resolution spectroscopic observations of the H Lyman-α feature of
several nearby main-sequence K- and G-type stars carried out by Wood et al. (2002, 2005)
have revealed neutral hydrogen absorption associated with the interaction between the stars’
fully ionized coronal winds and the partially ionized local interstellar medium. They mod-
eled the absorption features observed in the astrospheres of these stars and provided the first
empirically-estimated coronal mass loss rates of main sequence stars with ages younger than
that of the Sun. The studies of Wood et al. (2002, 2005) indicate that the young Sun had a
much denser solar wind mass flux than today. The correlation between mass loss and X-ray
surface flux follows a power law relationship, which indicates an average solar wind density
up to 100–1000 times higher than today during the first 100 Myr after the Sun reached the
ZAMS. However, recent observations of the absorption signature of the astrosphere of the
∼500 Myr old solar-type G star ‘ξ Boo’ imply that there exists, possibly, a high-activity
cutoff time regarding the mass loss in the radiation activity relation (Wood et al. 2005;
Lundin et al. 2007). The observations of ‘ξ Boo’ indicate that the mass loss of that star is
about 20 times less than the average stellar mass loss value estimated for 4 Gyr old G-type
stars. From this uncertainty for young stars (<0.5 Gyr) one has to conclude that the stellar
sample of young solar-like stars is at present not large enough to give accurate solar wind
mass flux estimations during the first 500 Myr after the Sun arrived at the ZAMS.

The active young Sun might have had a strong influence on the early atmospheres of
the Earth and Mars. Taking into account the evolution of the star, Kulikov et al. (2007)
showed that the presence of an ancient intrinsic magnetic field on Mars could have had
significant consequences for the evolution of the atmosphere, especially by reducing the
amount of certain atmospheric constituents lost to space. To investigate the efficacy of the
atmospheric protection by the intrinsic magnetic field against the solar wind erosion one has
to calculate the subsolar magnetopause stand-off distance Rs by determining the magnetic
and solar wind ram pressure balance condition at the subsolar point (e.g., Grießmeier et al.
2004, 2005; Kulikov et al. 20073). It is evident that if the magnetopause stand-off distance
moves closer to a planet due to a decrease of its dynamo strength, the solar wind will be able

2One defines the Zero-Age Main Sequence (ZAMS) as the curve in the Hertzsprung–Russell diagram where
stars are at the beginning of hydrogen fusion.
3Details of the calculation of the pressure balance between the solar wind plasma and the magnetic pressure
of the planetary magnetic field can be found in these references.
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Table 2 Magnetopause stand-off distances in martian radii for the minimum (Rmin sw
s ), moderate (Rmod sw

s )
and maximum (Rmax sw

s ) solar wind mass flux conditions (Wood et al. 2002) and different times after the
planet’s origin. The initial magnetic moment is assumed to be similar to that of present Earth after the planets
origin, but declines quickly, as modelled by Schubert and Spohn (1990)

Stand-off distance 100 Myr (100 XUV) 220 Myr (70 XUV) 280 Myr (50 XUV)

Rmin sw
s 14.0 rMars 1.9 rMars 0.7 rMars

Rmod sw
s 10.8 rMars 1.3 rMars 0.4 rMars

Rmax sw
s 8.0 rMars 0.8 rMars 0.1 rMars

Here Rmin
s (Rmax

s ) is the magnetopause stand-off distance corresponding to the minimum (maximum, resp.)
solar wind mass flux

Table 3 Magnetopause stand-off distances in Earth radii at 1 AU for the minimum (Rmin sw
s ), moderate

(Rmod sw
s ), and maximum (Rmax sw

s ) solar wind mass flux conditions and a time period corresponding to the
faster rotation and for different magnetic moments proportional to the present Earth value

Stand-off distance 1 MEarth 1.5 MEarth 2.5 MEarth

Rmin sw
s 1.8 rEarth 2.2 rEarth 2.7 rEarth

Rmod sw
s 1.1 rEarth 1.4 rEarth 1.8 rEarth

Rmax sw
s 0.6 rEarth 0.8 rEarth 1.1 rEarth

to penetrate deeper into the upper atmosphere where neutral and ion densities are higher. As
a result, atmospheric neutral atoms and molecules can be more rapidly transformed into ions
through charge-exchange reactions with solar wind particles and, hence, more planetary ions
can be accelerated to higher energies by the solar wind electromagnetic fields, picked-up by
the solar wind plasma flow around the planet, and lost into space at a higher rate.

Table 2 shows the expected magnetopause stand-off distances from the planetary surface
Rs, estimated for early Mars. These estimates use a strong initial magnetic moment (10 times
the moment of the present Earth), declining in accordance with the model of Schubert and
Spohn (1990), and the minimum, moderate and maximum expected solar wind mass flux of
the young Sun from Wood et al. (2002).

As one can see from Table 2, under these assumptions the sub-solar magnetopause stand-
off distance 4.5 Gyr ago (i.e., at 100 Myr) for early Mars would be comparable with that
of present Earth (∼10 rEarth). Kulikov et al. (2007) showed that in such a case early Mars
would lose a negligible amount of the atmosphere. Note that the magnetic moment decreases
during the first 280 Myr, but the solar wind mass flux is higher than at present, therefore,
the magnetopause stand-off distance is closer to the planet at 280 Myr than at 100 Myr. By
assuming a weaker magnetic moment of about 10% that of the present Earth, one obtains
sub-solar magnetopause stand-off distances of about 1.9, 1.3 and 0.8 rMars at 100 Myr after
the Sun arrived at the ZAMS, for minimum, moderate, and maximum solar wind mass flux
of Wood et al. (2002), respectively. The ion pick-up loss calculations by Kulikov et al. (2007)
show that in the case of a weak early magnetic field (about 10% of MEarth) or a late onset of
the martian dynamo (after the first 200 Myr) a denser early atmosphere of Mars could have
been lost, including from several bar to a few tens of bar of oxygen produced by photolysis
of atmospheric water vapor.

We calculated (Table 3) the magnetopause standoff distance for Earth at 1 AU with the
magnetic moments related to a faster rotation period of early Earth (Fig. 2).
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In this computation we considered only the extremely early period during the first 100
Myr after the Earth’s origin or the Sun’s arrival at the ZAMS. The sub-solar magnetopause
distance for present Earth is at about 10 Earth-radii and loss due to solar wind erosion is
negligible. The table shows that the sub-solar magnetopause stand-off distance for early
Earth was smaller and that rotation tends to increase it to larger distances.

Models of core evolution are consistent with both an early magnetic field occurrence and
a late onset of the magnetic field (Connerney et al. 2004). Before the dynamo was on or once
the intrinsic field had decayed, Mars could lose atmosphere due to non-thermal atmospheric
loss processes (e.g., Lammer et al. 2003; Chassefière and Leblanc 2004; Kulikov et al. 2007).
The onset of the dynamo is known from the post-dates of the youngest observed impact
basins on Mars or of post-emplacement of crustal modification on any acquired magnetic
remanance (Acuña et al. 2001; Connerney et al. 2004).

6 Effect of the Early Martian Magnetic Field on the Atmospheric Loss

The present thin martian atmosphere with a surface pressure of about 7–10 mbar is one of the
great puzzles in our Solar System. Ancient fluvial networks (for example) on the surface of
Mars suggest that the planet was warmer and wetter at least 4 billion years ago (see Bertaux
et al. 2007, this issue), although this water could have been only present at intermittent
periods (Baker 1997, 1999, 2000). Surface features resembling massive outflow channels
provide evidence that the martian crust contained a planet wide reservoir of H2O equivalent
to a several hundred meters deep global ocean (Carr 1987, 1996). There are several possi-
bilities for the fate of early H2O and CO2: they exist as ice and/or liquid somewhere on or
within the planet or within hydrated minerals (in case of water), they have been lost to space,
or a combination of the above.

The evolution of the martian atmosphere, with regard to water, is influenced by non-
thermal atmospheric loss processes of heavy atmospheric constituents. Since Mars does
not have an appreciable intrinsic magnetic field at present and has a comparatively small
gravitational acceleration, all known atmospheric loss processes are at work, and several
important atmospheric constituents, namely H, H2, N, O, C, CO, O2 and CO2 have been
continuously lost from the atmosphere (e.g. Lammer et al. 2003 and references therein,
Lundin et al. 2007; Kulikov et al. 2007).

After the young Sun arrived at the ZAMS, heavy noble gasses may have been hydro-
dynamically fractionated during the accretion phase of the planet to their present compo-
sition, with corresponding depletions and fractionations of lighter primordial atmospheric
species (Zahnle and Walker 1982, 1990; Pepin 1994; Donahue 1995; Chassefière 1996;
Donahue 2004). Subsequently the CO2 pressure history and the isotopic evolution of at-
mospheric species during this early period were determined by an interplay between impact
erosion and impact delivery, carbonate precipitation, outgassing and carbonate recycling,
and perhaps also by feedback stabilization under greenhouse conditions. This period was
also influenced by thermal and non-thermal atmospheric loss processes which depended
partly on the time of the onset of the martian magnetic dynamo, its field strength, the
decrease-time of the magnetic dynamo and the radiation and particle environment of the
young Sun (Kulikov et al. 2007).

Thermal atmospheric escape occurs when atoms move upward with velocities greater
than the escape velocity to an atmospheric level, where the collision probability is low (i.e.
the critical level or exobase).
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Nearly all of the non-thermal atmospheric escape mechanisms involve ions. Many of
these mechanisms, such as charge exchange, dissociative recombination and sputtering
processes release energy, which appears in the form of excitation and kinetic energy of
neutral products.

The kinetic energy of these newly born hot atoms in some cases is of the order of several
electron volts. If the starting altitude for escape is close to the exobase or above it, then
the escaping fraction of hot particles is about 1, corresponding to atmospheric levels where
the collision probability is low. Thus, nearly all atoms with energies greater than the escape
energy and having thermal velocity directed above the local horizon can escape. A strong
intrinsic magnetic field similar to that of Earth would protect the planet from most of the
eroding effect of the solar-wind on the upper atmosphere. Without such magnetic shielding,
the solar-wind transfers momentum to atoms and ions on high ballistic trajectories, and they
can be swept away with the solar-wind. Hutchins and Jakosky (1997) have found that even
a weak magnetosphere can significantly decrease the ion production and the resulting non-
thermal atmospheric loss rates by about orders of magnitude.

Another important effect of the ancient magnetic field and a much denser atmosphere is
the shielding of the martian surface from cosmic rays and UV radiation (Molina-Cuberos et
al. 2001; Rontó et al. 2003). Cosmic rays, which consist of charged particles, are deflected
by the magnetic field depending on their energy, and only high energy particles are able to
penetrate and reach the surface. UV radiation can also be effectively absorbed in a dense
planetary atmosphere. By investigating surface protection during the history of the martian
atmosphere one can see that the atmospheric conditions on Mars may have been comparable
to those on Earth about 4.5 Gyr ago. Given that life on Earth may have appeared as early
as 3.5 billion years ago, life forms may also have developed on early Mars, under those
favorable atmospheric conditions.

Recent studies of the H2O loss from early Mars (Lunine et al. 2003) show that tens of bar
of hydrogen could have been lost by hydrodynamic escape and from several bar to tens of
bar of oxygen could remain in the early martian atmosphere. This remaining oxygen should
have been lost from Mars due to surface weathering (Lammer et al. 2003), oxidation of
carbon compounds (Rosenqvist and Chassefière 1995), and atmospheric escape processes
during the planet’s history. One should note that this oxygen could have contributed to the
total surface pressure on early Mars as long as it remained in the atmosphere. Once the
oxygen was lost to space or the surface, outgassed atmospheric species like CO2 and N2

determined the surface pressure value.
Given calculated oxygen solar wind-induced loss rates several studies find that an amount

of water equivalent to a global ocean of 50 meters deep has been lost over the last 3.5 bil-
lion years (Luhmann et al. 1992; Kass and Yung 1996). More recently Johnson and Leblanc
(2001) used a 3-D Monte-Carlo model to calculate the sputter oxygen loss between 4 Gyr
ago and present time and obtained lower escape rates. Lammer et al. (1996) used the hydro-
gen loss rate as the limiting factor for the loss of water from the early martian atmosphere
with its higher exospheric temperatures. According to this model, maximum loss of H2O
to space over the past 3.5 billion years is equivalent to a global ocean with a depth of
less than 10 meters. Lammer et al. (2003) studied solar wind pick-up loss rates of oxy-
gen ions with a numerical test-particle model during the past 3.5 Gyr on Mars. The authors
included the stellar XUV flux data from observations of solar proxies (Ribas et al. 2005;
Lundin et al. 2007) and the moderate solar wind mass flux obtained from absorption mea-
surements of hot hydrogen gas surrounding stars in Hubble Space Telescope spectra by
Wood et al. (2002). By adding the loss of atomic oxygen, which can directly escape form
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the martian upper atmosphere via dissociative recombination (Luhmann 1997) and sputter-
ing of atomic oxygen, Lammer et al. (2003) estimate an average total loss of H2O over the
past 3.5 Gyr equivalent to a global ocean with a depth of only ∼12 m. This result is in
good agreement with recent 2-D and 3-D global hybrid non-thermal ion loss simulations by
Terada et al. (2007), as well as with those of Kulikov et al. (2007).

The original amount of H2O is estimated from geological evidence (e.g., size and number
of ancient fluvial beds, see Carr 1987, 1996; Bertaux et al. 2007, this issue). An approximate
amount of a 0.5–1 km deep global ocean of ancient liquid water is generally suggested. Ob-
servational evidence for the subsequent escape comes from the analysis of the D/H ratio in
the martian atmosphere and in the Zagami SNC meteorite (see, e.g., Donahue 1995). Isotope
studies suggest that about 4–10 meters of H2O were lost to space over the past 3.5 Gyr, leav-
ing today a reservoir of crustal water in the form of ice and permafrost equivalent to a global
ocean of several tens of meters. A large uncertainty still remains about the present inventory,
because considerable extrapolation is involved and because a massive escape (hundreds me-
ters of water) due to impact erosion and/or hydrodynamic escape is hypothesized in the first
0.5–1 Gyr to reconcile observations (Carr 1987).

The recent 2-D and 3-D model simulations and more realistic input parameters discussed
above have resulted in significantly lower water loss rates than the previous, simpler calcu-
lations. The more recently estimated loss equivalent to a 10–12 m global ocean is in good
agreement with the 4–10 m loss from the isotopic ratios analysis. It is important to note that
the total, integrated oxygen mass loss calculated using the above models should not affect
the surface pressure during the martian history, because the majority of these oxygen atoms
and molecules have most likely originated from photolysis of atmospheric H2O vapor, not
from atmospheric CO2.

Impact erosion (Walker 1986; Brain and Jakosky 1998; Melosh and Vickery 1989) and
late impact accretion (Chyba 1990) are other processes which could have played an im-
portant role in the evolution of the early martian atmosphere. However, large impacts not
only erode the atmosphere but also stimulate outgassing and might also deliver volatiles to
a planet. As a result it is difficult to model the net effect on atmosphere production and loss.
Future studies should focus on the net impact production and loss of atmosphere during the
heavy bombardment period. The calculations of thermal and non-thermal loss for early Mars
should take into account the atmospheric erosion and production rates due to asteroid and
cometary impacts.

We have shown that loss of atmospheric species to space has played an important role
in the evolution of the martian atmosphere. The detection of surface magnetic anomalies
by MGS, which implies the existence of an ancient intrinsic magnetic field, may have im-
portant consequences for various non-thermal escape mechanisms in the past. Extrapolation
of the results of the MGS mission also indicates that the martian atmosphere has been un-
protected by its magnetosphere since 4 Gyr ago. At the same time a strong ionizing flux of
the early Sun might have produced very important atmospheric sputtering, as suggested by
calculations using early solar ionizing flux and solar-wind models.

An ancient intrinsic magnetic field could protect the atmosphere from sputtering and
solar wind-induced loss in several ways. First, the magnetic field deflects the solar-wind
around the planet and limits the ion production rate in the upper atmosphere by elimi-
nating solar-wind induced ionization processes. Therefore, loss of atmospheric ions and
atoms by pick-up is minimized during Earth-like magnetic field periods. Secondly, a
strong intrinsic magnetic field would be a barrier for atmospheric collision sputtering
processes too. Only loss of neutral O and N atoms originating from dissociative re-
combination and upward flowing ionospheric CO+

2 and O+
2 ions over the martian po-

lar caps of the magnetosphere would be important (Kar 1990; Lammer and Bauer 1992;
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Lammer et al. 1996). From our simulations using a rotation rate similar to that of Earth,
we found that if early Mars had a time period when its magnetic moment was larger than
0.1–0.2 MEarth, the magnetosphere would have efficiently protected the atmosphere against
sputtering and solar wind interaction processes. A strong planetary field would have shielded
ions produced in the upper atmosphere from capture by the solar-wind magnetic field. As
a result, loss of atmospheric ions and neutral atoms by direct sweeping and/or collisional
sputtering would be strongly slowed down.

7 Conclusions

We have considered a strong magnetic field of early Earth and Mars in the scenarios de-
scribed above. A faster rotation of a planet during its early history might provide a means
of creating a strong field. A strong magnetic field is believed to be efficient in substantially
reducing planetary atmospheric loss during the most critical early period of solar evolution.
For Mars, the shut down of the dynamo has been estimated from spacecraft observations to
be at about 4 Gyr ago.

According to a first scenario, the initial martian CO2 surface pressure could have been
several bars, which is sufficient for having liquid water stable on the surface over long time
periods in spite of ever present atmospheric loss processes. However, model simulations of
atmospheric escape for Mars from the present time till the end of the heavy bombardment
about 3.8 Gyr ago show that it was very difficult to remove a dense, initial CO2 atmosphere
during that time period. The large amount of CO2 in the early atmosphere would have pro-
duced a higher initial surface pressure than today.

For a scenario wherein the upper atmosphere of Mars has been protected during the
first 200–250 Myr after the planet’s origin by a strong early magnetic field comparable in
magnitude to the present time Earth’s field, our study suggests a more dense atmosphere
on present Mars. In this case, non-thermal loss processes would not be efficient enough to
decrease the early surface pressure to the presently observed value of about 7 mbar. On
the other hand, a much weaker early martian magnetic field (<10–20% that of the present
Earth), or a late onset of the dynamo after the first 200 Myr, in combination with high
exobase temperatures of more than 1000 K, could have been responsible for erosion of a
much denser early atmosphere. Our estimates of the strength of the early martian magnetic
field obtained by using analytical scaling relations between the planetary magnetic dipole
moment, planet’s rotation rate, and other parameters show that its ancient magnetic field
could indeed have been that weak. However, as a consequence of the weak internal field, a
strong concentration of magnetic carriers is required to explain the observed strong remnant
magnetization.

A denser ancient atmosphere during the first 300 Myr after the planet’s origin would be
very effective in shielding the martian surface from a harmful impact of the solar UV radia-
tion due to photoabsorption processes. Generation of an early magnetosphere of Mars could
provide direct shielding of the atmosphere by deflecting solar wind away from the planet,
and therefore, could play an important role in the formation of a habitable environment on
the planet during an early phase of its evolution.

The existence of a wet period in the early history of Mars and the protection of the
atmosphere by the magnetic field (which maintains a pressure high enough for liquid water
to exist at the surface of Mars) are fully supported by observations of the recent spacecrafts.
The present thin atmosphere of Mars makes it necessary to invoke a process for the escape
of the atmosphere. The amplitude of the atmospheric pressure in the early history of Mars
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or equivalently the quantity of atmosphere that has escaped are still unknown. Volcanism
and meteorite impacts may have play an important role in the escape process and need to be
further quantified.
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The broad investigation of life in the universe must address its long-term survival (the pri-
mary focus of this book) and also its origins. Studies of survival address the evolution of
the planetary environment, its habitability, the adaptability of living systems to changing
conditions and possibly co-evolution of life with its host planet. Studies of origins explore
the conditions necessary for the appearance of the first living organisms and the processes
of prebiotic chemical evolution.

Life emerged on Earth after a period of chemical evolution that involved liquid water,
inorganic nutrients, organic matter and energy. The availability of these ingredients seems a
sine qua non for the evolution of inanimate matter to living systems capable of replication,
adaptation and Darwinian evolution. Environmental conditions determine the availability
and utility of these ingredients, as well as the kinetics of the associated chemical reactions.
For example, the potential role of hydrothermal systems in prebiotic chemistry implies that
liquid water be in contact with rocky materials, especially when environmental conditions
in these systems promote redox reactions that provide chemical energy to sustain prebiotic
processes.

A major gap in our understanding of the origin(s) of life is our ignorance of the envi-
ronment(s) where and when it occurred and of the time scale of the processes leading to
the appearance of the first organisms. Plate tectonics, crustal erosion, surface recycling and
atmospheric escape have indeed erased almost all of the geological and environmental in-
formation of the Earth’s first billion years. The characteristics of the primitive crust; the
chemical composition and physical conditions of the atmosphere; the pH, temperature and
rate of formation of the oceans; and the rate of continental emergence were recorded in the
now-obliterated ancient crust and therefore remain poorly constrained. Even more uncertain
is how common are primitive, Earth-like habitable conditions during the formation of tel-
luric planets. Filling this knowledge gap requires data that can be obtained only by exploring
planets with at least part of their ancient crust preserved and by a comparative approach, first
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between the Earth and the other telluric planets of the Solar System, and second between
the Solar System and other planetary systems.

In the quest for evidence of ancient habitable environments elsewhere in our solar system,
Mars will be the key target. Mars’ ancient environment was Earth-like, possibly with liquid
water present on or near the surface, and its ancient crust is better preserved than that of Earth
(Des Marais et al. 2007). Mercury, the Moon and asteroids, which are relatively geologically
inactive, have not obliterated their ancient crusts, even if they have never possessed liquid
water. Thus the surface and subsurface of these bodies might provide information about early
evolution of the Sun (imprinted in isotope ratios in regolith grains), which clearly affected
the early environmental conditions on Earth and Mars.

One major goal of Martian missions is therefore to determine the primitive Martian en-
vironment and to understand any evidence of prebiotic chemical evolution and ancient life
in the oldest Martian terrains. However, several steps will be necessary to improve our un-
derstanding of the primitive Martian environment. Past missions have already provided key
insights, such as the discovery of phyllosilicates by the Mars Express Visible and Infrared
Mineralogical Mapping Spectrometer (OMEGA) (Bibring et al. 2005) and the in-situ analy-
sis of sulphates by the Mars Exploration Rovers (MER) (Squyres et al. 2004), which provide
a sketch of past environmental conditions on Mars. New steps will be taken by performing
in situ analyses that are able to extract crucial information about physical, chemical and
even geophysical (e.g., the intensity of the early magnetic field) conditions from rocks, soil
or the atmosphere. Other steps can be achieved by characterization of early geological evo-
lution. Detailed geologic maps and an improved knowledge of the structure and radiogenic
contents of the crust, mantle and core will better constrain our geophysical models of early
volcanism and crustal formation, volatile production and subsurface heat fluxes. Models of
our early Sun and of early Martian atmospheric erosion will be crucial for constraining the
losses of volatiles. Such a comprehensive approach will lead to a better understanding of
the primitive climatic and environmental conditions of Mars. The search for organic matter
and other clues about chemical evolution and ancient life on Mars will be difficult. This is
due to the complexity of the necessary analyses and to the effects of impacts, eolian erosion
and UV and radiation exposure on the old surface materials. Organic analyses must be per-
formed in situ in the most primitive Martian terrains, and they will require exploration of
the subsurface to depths sufficient to gain access to materials that have experienced habit-
able environments during more recent periods. Surface exploration should target exhumed
materials that can reveal subsurface conditions and potential inhabitants.

Either from the point of view of the origin of life or primitive habitability or from the
point of view of the evolution of habitability on terrestrial planets, Mars is also probably
the only water-rich planet (in addition to Earth) that might be extensively explored with the
technology and financial resources available during the next few decades. ESA’s ExoMars
rover will explore the context of life and habitability of the Red Planet by analyzing samples
from up to two meters below the surface and by deploying a geophysical and environmental
observatory. NASA’s MSL rover will conduct definitive measurements of minerals, volatile
species and organic matter in samples from surface materials and rock cores. Future Mars
missions should continue along this path by visiting new landing sites and by deploying a
more global network of observatories in order to better constrain the early habitability of the
planet, its evolution and the present environment, either at the surface or in the subsurface.
Clearly such a systematic search of the Martian surface for preserved evidence of habitable
environments and life is a centrally important exploration strategy for both NASA and ESA.
This approach will help us identify the most interesting sites for future sample return or deep
drill missions.
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In this book, we have concentrated on the habitability of terrestrial planets, but life might
have developed on other planetary bodies in the Solar System. Europa is likely to have an
internal, liquid water ocean that may be relatively close to the surface. Models of the internal
structure of Europa suggest that this ocean is in contact with underlying bedrock, offering
interesting possibilities for prebiotic chemistry and, if life emerged in the Europa ocean,
for the sustenance of any biosphere (Reynolds et al. 1983; Raulin 2005; Greenberg 2005).
Even if future missions to Europa are not able to access and explore the sub-surface ocean,
they should at least be able to constrain the geometry of the sub-surface ocean, to monitor
the presence of ocean-floor geological activity, to analyze samples of sub-surface material
brought to the surface by geologic activity, and to search for biological signatures that may
appear episodically on the surface or in the tenuous atmosphere of the Galilean satellite.

Titan is also likely to possess an internal water ocean. However the liquid water layer—at
least now—is probably located between two layers of water ice and is not in contact with
the bedrock. The environmental conditions are thus less favourable for the development
of life than in the case of Europa, and the current presence of life, although it cannot be
completely ruled out, seems less probable. Even so, the new understanding that we now
have of Titan, thanks to the fantastic success of the ESA/NASA Cassini-Huygens mission,
highlights the exo/astrobiological importance of the largest satellite of Saturn. Titan offers
many similarities with the Earth, and in particular the primitive Earth. It is harbouring today
a very well-developed organic chemistry of prebiotic interest (Fortes 2000; Raulin 2005,
2007). The planetary and exo/astrobiological communities are already envisioning a mission
for systematic exploration of Titan, with horizontal mobility to study different locations of
the satellite (Lorenz 2000; Sittler et al. 2006).

The Cassini Huygens mission has also identified Enceladus as a new target of crucial
importance for exo/astrobiology. This small satellite of Saturn seems to contain liquid water
in its internal structure that is in contact with silicate and rocks, offering conditions, like
Europa, that are favourable for prebiotic chemistry and even life development. Future mis-
sions to Enceladus should also include some capabilities to explore—even indirectly from
flybys—its internal ocean.

Beyond the Solar System, the extrasolar planets offer a fantastic field of investigation for
searching for extraterrestrial life and for studying a potentially very wide variety of planetary
objects. More than 200 exoplanets have been detected so far. Several more will probably be
found in the very near future by the CNES-ESA COROT mission, launched in December
2006, which will look for star occultation generated by extra-solar planets. NASA’s Kepler
mission, scheduled to be launched in 2008, will also pursue this search. A new field of in-
vestigation is now fully open. These studies will provide statistics on the masses of planets
(including the potential “ocean-planets”) as well as their distances from their sun. Future
steps should require observations of the atmospheres of these planets to infer their surface
temperatures and to search for atmospheric biomarkers, which might provide clear and un-
ambiguous evidence of a biological presence. The proposed Darwin mission would be able
to systematically determine the chemical composition of the atmosphere of the extrasolar
planets and to look for the possible presence of atmospheric biomarkers. Such a mission
is therefore of interest to a large scientific community and will probably require a strong
cooperation between ESA, NASA and other international partners.

We must recognize that our knowledge of the essential requirements for life and therefore
also our concepts of habitable planets are based principally upon our understanding of the
biosphere during the later stages of Earth history. Our concepts will change as we discover
more about life both in ancient and in extreme environments. As we explore beyond Earth we
must be prepared to recognize “life as we don’t know it”, namely life forms which developed
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in alien environments that have imparted characteristics fundamentally different from those
of life on Earth. Accordingly, to recognize alien environments that are quite different yet are
habitable, we must learn how to intellectually escape the constraints of our “biosphere as we
know it.”

Many questions remain. How frequently and for how long do habitable environments
appear on a planet after its formation? What conditions in term of planetary mass, accretion
dynamics, impact history and interactions between a star and any giant planets are necessary
for the development of even primitive habitable conditions in a planet’s early history? How
persistent and extensive must habitable environments be in order for a planet to sustain life
over the long term? What is the minimum geological evolution necessary for a sustained
biosphere? How common are planets with such geological evolution? Must the surface en-
vironment be habitable at least somewhere in order for life to exist anywhere on a planet?
These are some of the key questions that should drive future missions of planetary explo-
ration concerned with assessing and characterizing habitability.
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