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Foreword 

When I became a student of oceanography in the early 1940s, the physical 
mechanism of mixing had hardly been considered. The interior thermal 
time constant of a million years associated with a molecular conductivity of 
10"̂  m^ s"̂  was being challenged by observational data. Using profiles from 
Nansen bottle casts, eddy coefficients were being calculated and chosen to give 
agreement with observations, and more often than not, assumed to have a 
constant value. At that time, the principal focus was on the large scales at which 
the energy of the general circulation of the ocean and atmosphere is 
concentrated. 

At the opposite end of the general circulation scale is the micro- (or 
dissipation) scale where energy is irreversibly converted into heat. We are 
talking about millimeters and centimeters, but just because the process scales are 
small does not mean that their importance is small. One may reasonably claim 
that successful model predictions on all scales, including the climate scale, 
require some understanding and realistic representation of these small-scale 
processes. 

For this reason, I welcome the appearance of this ambitious survey of small-
scale processes. The first chapter provides an extensive treatment of the funda-
mentals of statistical turbulence theory, with emphasis on the roles of 
stratification and rotation, the two ways geophysical turbulence differs from the 
ordinary laboratory situation. The next three chapters refer to the ocean and 
atmospheric boundary layers and surface exchange processes. This is followed 
by a discussion of surface and internal waves. The final chapters deal with 
double diffusive processes and the special situations in lakes and reservoirs. 

The appendixes form an important component of this work. Appendix A has 
a compilation of frequently used conversion factors and of universal, physical, 
and geophysical constants. Appendix B summarizes equations of state for 
oceans, lakes, and atmosphere, and Appendix C gives a Hst of length, time, and 
velocity scales and nondimensional numbers. I look forward to taking advantage 



xiv Foreword 

of the extensive effort that has gone into assembhng this large array of 
information. 

The juxtaposition of turbulent and wavelike processes is an essential feature. 
The distinction is subtle. Both are characterized as random processes with 
continuous spectra. In 1966, Owen Phillips spoke of the "promiscuous" 
interactions of the turbulent Fourier components, contrasting with the "weak, 
selective" interactions of gravity waves. In a 1981 survey of "Internal Waves 
and Small Scale Processes" I remarked: "The connection between internal 
waves and small scale processes—that is where the key is. I feel we are close to 
having these pieces fall into place, and I am uncomfortable with having 
attempted a survey at this time." The chapter on internal waves, particularly the 
section on abyssal mixing, was therefore of particular interest. Progress has been 
made in the past 15 years, but we are not there yet. I refer also to the section on 
breaking surface waves and their important role in the momentum transfer and 
exchange of gases across the air-sea interface. 

The authors did not set out to write a monograph. Their stated, modest goal 
was to provide a modem overview of small-scale processes as an incentive to 
the reader to investigate these processes further. In doing so they have provided 
an important service to all those working in this active field. 

Walter Munk 
Scripps Institution of Oceanography 

La Jolla, California 



Preface 

Human beings live on a thin crust of land, breathe the air from a thin layer of 
atmosphere, and drink water that ultimately comes from a thin layer of oceans. 
Because of their fluid nature, the atmospheric and oceanic envelopes contain a 
rich variety of processes; and while most human beings never experience more 
than their surface layers, a few tens of meters thick, they are profoundly affected 
by these processes and are in turn capable of influencing these envelopes, often 
in ways deleterious to the biosphere that sustains them. Fossil fuel burning and 
groundwater, atmospheric, and oceanic pollution are two such examples. An 
understanding of how these envelopes of fluid function and interact is therefore 
essential and necessarily involves small-scale processes, which play a very 
important role in shaping our environment and its characteristics. 

We have always felt a need for a broad overview of small scale processes, 
which are ultimately responsible for mixing and dissipation, as well as for 
propagation of energy and momentum in geophysical flows. By this we mean 
small scale wave motions and turbulence. Both are ubiquitous in nature; there is 
no way one can avoid them when one deals with geophysical fluid media. How-
ever, we often dismiss them as too complex, too ill-understood, and therefore 
not worthy of the investment in time needed to gain a better understanding of 
their role in geophysical processes. But it is rather easy to make the point that a 
better understanding of geophysical processes requires a better understanding of 
small scale processes in geophysical flows. 

This is not a monograph, but an elementary book on small scale processes. 
There is not much here that a diligent reader cannot look up among widely 
scattered scientific journals and monographs. Our principal objective has been to 
gather together in a single place such widely scattered material. We do not lay 
claim to expertise in all aspects of small scale processes in geophysical flows. 
The subject is too vast for any single person to attempt to gain expertise even in 
a single subtopic, let alone the entire field. Consequently, we owe a heavy debt 



xvi Preface 

of gratitude to the authors of various review articles and the latest literature on 
the topics, from whom we have borrowed liberally. These sources have been 
duly acknowledged. As far as the fundamentals are concerned, there is not much 
new here. What is different is some of the latest advances as seen by the authors. 
Here, heavy reliance is placed on scientific journals. The sole objective is to 
provide the reader with the basic principles of each subject and familiarity with 
selected topics of current interest in the field to give a modem flavor to the 
topic. We hope that these will provide sufficient incentives for the reader to 
investigate small scale processes further. 

Also, with a subject this vast, it is futile to be all-inclusive. Therefore, the 
material inevitably exhibits personal biases. For this we apologize to the reader 
and the experts in the field whose vital contributions to the field may have been 
ignored. After all, this work is only one of many possible looks, no doubt biased, 
at the fascinating kaleidoscope that is Nature. Our intention has been to provide 
a broad overview of small scale processes and some insight into their role in 
geophysical flows. It is written so that a newcomer to the field, with the 
necessary mathematics and physics background, can learn the subject with ease 
and be introduced to some current research topics as well, without having to do 
an extensive literature survey on his or her own. Also, enough recent references 
are provided so that a single topic can be pursued further. Therefore, along with 
its companion volume. Numerical Models of Oceans and Oceanic Processes, 
(Academic Press, 2000), this book should prove useful to a novice as well as to 
a practicing expert. We hope that these books will inspire at least a few young 
people to take up careers in environmental science and engineering and thus 
contribute to a better understanding of our environment and possibly the 
betterment of a majority of the human population, which will be increasingly at 
the mercy of Nature for sustenance in the coming century. 

We hope to make this book electronic. In addition to the regular hard-copy 
format, we hope to provide the student, eventually, with an electronic 
supplement that contains the source code, color graphics and animation 
packages, and sample runs that will allow more interactive use of the material. 
As far as is feasible, each chapter will be provided with project-like exercises to 
improve the student's skill and understanding. We hope this format will make it 
easier and more "fun" to learn topics that are normally quite dry and hard, and 
frankly turn off quite a few briUiant young people. 

Finally, in a perhaps overambitious endeavor such as this, mistakes are 
inevitable, especially on topics on which we are not experts. The mere fact that 
we could put something like this together for so vast and intricate a field attests 
to our liberal borrowing (properly attributed of course) from experts in their 
individual areas of expertise. We thank them and apologize if we misquoted any 
of them. We would certainly appreciate hearing about any glaring errors that 
may have been inadvertently made. 



Preface xvii 

It is our pleasure to acknowledge the contributions of many anonymous 
reviewers to this endeavor. Their comments have greatly improved this book. 
Particular thanks go to Dr. Eugene Terray of the Woods Hole Oceanographic 
Institution, whose thoughtful and thorough review of Chapter 5 is greatly 
appreciated. We would like to thank the many scientists who contributed by 
sending original figures from their work for inclusion in this text. We would also 
like to thank the following individuals for helping to prepare many of the final 
figures for this text: Tristan Johnson, Reed L. Clayson, Jason Hartz and Rebecca 
Priddy. Reed L. Clayson also provided valuable editorial assistance. It was our 
hope to complete these two books in time for the 50th birthday of the Office of 
Naval Research, but we severely underestimated the time involved in converting 
an initial draft to a final peer-reviewed set of chapters. Nevertheless, the 
principle "better late than never" governs our dedication of these books. 

Last, but not least, we thank our very understanding, ever-patient, and 
tolerant spouses, Kalpana Kantha and Tristan Johnson, for their unflinching 
support and assistance. L.H.K. thanks Roshan, Vinod, and Kiran for putting up 
so patiently with an absentee father. CAC's infant son Johann did his part by 
consistently getting her up so she could devote productive pre-dawn hours to 
completing the text. 

Lakshmi H. Kantha 
Carol Anne Clayson 
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Prologue 

The subject of this treatise is small scale processes in the oceans and the 
atmosphere. While we will treat nongeophysical flows as needed, the emphasis 
will necessarily be on the oceans and the atmosphere, with particular focus on 
the immediate vicinity of the air-sea interface. By small scale processes, we 
mean principally the small spatial scales responsible for mass, momentum, and 
heat transfer in these fluids, scales much less than those responsible for large 
scale dynamical adjustment. In the atmosphere and the oceans, these scales 
normally range from a few millimeters to a few hundreds of meters, and in some 
cases, to a few kilometers. The corresponding time scales are also necessarily 
short, ranging from fractions of a second to fractions of an hour, and certainly 
less than a few hours in most cases. The fluid motions that fall into this part of 
the spatial and temporal spectrum are those associated with turbulent mixing and 
small scale waves. The former deals principally with the turbulent oceanic and 
atmospheric mixed layers adjacent to the air-sea interface, but includes mixing 
processes in the interior of the two geophysical fluid media as well. The latter 
include surface waves at the air-sea interface and internal waves in the interior. 
Processes primarily responsible for dynamical adjustments in the oceans (and to 
some extent the atmosphere) are dealt with in the companion volume. Numerical 
Models of Oceans and Oceanic Processes (Academic Press, 2000). 

The subject is of great importance to understanding how the fluid flows 
behave in these media. Interpretation of observations in these geophysical flows, 
and modeling the oceans and the atmosphere with an eye to improving our 
understanding of their behavior and our capability to make accurate estimates of 
their state, requires attention to these small scale processes. Think about how the 
giant mid-ocean gyres and towering Hadley and Walker circulations in the 
atmosphere are generated and maintained and what their dissipation mechanisms 
are. These motions, one way or another, are deeply in debt to heat transfer 
processes in the oceans and the atmosphere. For example, the Walker circulation 

XXV 
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in the tropical atmosphere is maintained by heat transfer from the western 
Pacific warm pool. This transfer takes place through turbulent motions driven by 
convective transfer of heat from the ocean to the atmosphere. The giant oceanic 
gyres driven and maintained by marine surface winds owe their existence to 
poleward transfer of heat in the atmosphere. In fact it can be argued that the 
large scale motions that exist in both the atmosphere and the oceans (albeit 
altered by Earth's rotation quite dramatically) are there principally to reduce the 
large meridional gradients that would otherwise result from the net heating in 
the equatorial regions and the net cooling in the polar regions of the globe. If 
one remembers that heat and momentum are ultimately transferred from one 
fluid mass to another ''molecule by molecule," albeit mediated by turbulent 
motions with a rich spectrum of spatial and temporal scales, it is not difficult to 
realize the important role small scale processes play in large scale motions in 
geophysical flows. 

Turbulent motions are ubiquitous in nature. However, they are very hard to 
decipher and model. While one cannot but be thankful that fluid motions are 
almost always turbulent in the atmosphere and the oceans, the difficulty of the 
subject is quite daunting. Turbulence is an inherently nonlinear process and our 
ability to fathom its mysteries is quite limited, although the enormous gain in 
computing power in recent times has enabled us to finally tackle the problem in 
at least a brute-force approach, direct numerical solutions, if not in an intel-
lectually pleasing and elegant fashion. 

On the other hand, at first glance, one would expect wave motions to be less 
difficult, since the governing equations are often linear and simpler. This has not 
turned out to be the case, because of the essentially random nature of small scale 
wave motions in both the atmosphere and the oceans. Thus, for both turbulent 
motions and small scale wave motions, one has to appeal to statistical methods 
and spectral space. The energy transfer in spectral space from weak and strong 
nonlinear interactions is a crucial aspect of these processes. Herein lies another 
difficulty associated with these topics. 

Of course, this is not to say that all is hopeless. Nature is indeed quite for-
giving of our ignorance. Even a crude understanding of these physical processes 
enables us to model the large scale motions in the atmosphere and the oceans 
that so profoundly affect us all. No one argues the fact that parameterizations of 
subgrid scale processes in general circulation models (GCMs), both in the 
atmosphere and in the oceans, are at present rather crude. Yet, these models 
have been useful to many real-life applications such as short-range weather fore-
casting. The hope is, of course, that a better understanding of small scale 
processes would enable us to do better. 

Dissipation of kinetic energy of fluid motions takes place at small viscous 
scales. There is thus a steady cascade of energy from large scales to small scales 
in both the atmosphere and the oceans. Now, look at the interaction between the 
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atmosphere and the oceans. Differential heating of the atmosphere through small 
scale convective turbulent motions gives rise to winds. Winds blowing over the 
oceans transfer energy and momentum to currents and surface waves, which in 
turn transfer some of their energy to waves in the interior of the oceans. There is 
thus a cascade of energy not only from larger scales to smaller scales in a fluid 
mass but also across different types of fluid motions and across different media. 
It is therefore essential to understand the nature and mechanisms of these 
transfers and it is here that we need to appeal once again to small scale 
processes. 

One more example of a potentially profound influence of small scale 
processes can be cited. The oceans are stably stratified for the most part, with 
water masses at a temperature of a few degrees Celsius in their abyssal regions. 
This stratification is the result of solar heating of the near-surface layers and 
wintertime formation of dense deep/intermediate water (DW/IW) in subpolar 
regions such as the Greenland Sea and around Antarctica. Averaged over the 
oceans, a slow upwelling on the order of about 2 m year"̂  tends to bring cold 
water masses from the deep interior toward the surface. This is counteracted by 
turbulent mixing of heat downward from the near-surface layers into the interior 
so that a rough balance exists and the ocean stratification is maintained (Munk, 
1966). The magnitude and sources of such mixing are poorly understood, 
although it is suspected that the deep-sea internal wave field fed by winds and 
internal tides may play a role (Munk and Wunsch, 1998). Mixing at the 
boundaries of the ocean basins and tidally driven mixing at the flanks of 
submerged seamounts are also thought to play an important role. In regions 
conducive to such instabilities, double diffusion may also contribute. In any 
case, whatever the source, turbulent mixing is essential to thermocline 
maintenance. A decrease in mixing (or an increase in DW/IW formation rate) 
would cause the oceans to fill up slowly with cold water over a time scale of 
several millennia, whereas an increase (or decrease in DW/IW formation rate) 
would tend to warm them up. Either could have profound climatic 
consequences, since the circulation and the CO2 bearing capacity of the oceans 
depend very much on their thermal structure. 

It is our goal to provide a broad survey of these small scale processes. We 
start off with a description of turbulence and turbulent mixing in Chapter 1. 
Unfortunately, this subject is highly mathematical and often obtuse. The reader 
is therefore encouraged to skip the difficult parts of this chapter for an initial 
reading. Chapter 2 deals with mixing processes in oceanic mixed layers. Chapter 
3 addresses mixing processes in the atmospheric boundary layer. Chapter 4 
concentrates on air-sea exchange processes crucial to understanding and 
modeling weather and climate. In Chapters 5 and 6, we describe surface and 
internal gravity waves and their role in the oceans. The reason for including and 
discussing these wave processes is their influence on momentum and energy 
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transfer in the oceans and the atmosphere. Surface waves mediate the transfer of 
momentum between the atmosphere and the ocean. They radiate away some of 
the momentum flux from the region of wind forcing, and the surface gravity 
wave field determines the roughness felt by the atmosphere. When surface 
waves break, their energy is transferred to turbulence, and their momentum to 
the currents. Internal waves in the oceans are fed by winds and internal tides, 
and after cascading down the spectrum, the energy is lost to turbulence. Thus 
internal waves are a major source of mixing in the deep oceans. In the 
atmosphere, internal wave breaking is the main source of intermittent turbulence 
and mixing above the atmospheric boundary layer. Internal waves generated by 
mountains transfer their momentum to the mean flow when they break aloft. 
Internal gravity waves are ubiquitous in the upper troposphere and the 
stratosphere and are important to mixing there. 

Chapter 7 is devoted to double-diffusive processes in the interior of the 
oceans that may also be a major source of mixing in the thermocline. In Chapter 
8, we finish by describing mixing in lakes and reservoirs, simply because of the 
fascinating differences caused by the absence of salinity and the functional 
dependence of the density maximum of freshwater on temperature and depth. 

In each chapter, we begin with a description of fundamental concepts before 
launching into detailed mathematical descriptions and developments. We have 
also tried hard to present advanced material on each topic. Given the rapid pace 
of scientific progress, it is likely that this material may be subject to change as 
new knowledge is acquired, but the elementary material, being invariant by 
definition, should endure. Recent references provided should enable the reader 
to pursue a particular topic further if need be. The level of treatment here is 
appropriate to graduate studies. Some elementary knowledge of fluid flows 
would, however, be desirable. The material laid out is useful for teaching a 
comprehensive, two-semester graduate-level course in small scale processes. 
However, selected topics could be taught in a single semester. 



Chapter 1 

Turbulence 

We begin with turbulence and turbulent mixing, without a doubt, the most 
important small scale process in fluid flows. Geophysical boundary layers such 
as the oceanic mixed layer and the atmospheric boundary layer are characterized 
by their interaction with a boundary, such as the surface of the ocean, the land 
surface, or the ocean bottom. This interaction gives rise to flows that appear 
chaotic and dominated by eddies of various sizes. These seemingly random 
motions can be described as turbulence and the resulting variability can be seen 
in measurements of such properties as wind speed, temperature, and currents. 
Away from these regions, in the interior, the flow can be regarded as essentially 
inviscid, and for the most part, can therefore be described deterministically. 
However, even in the interior, there can be regions where intermittent turbulence 
caused by breaking internal waves and other mechanisms can exist. Clear-air 
turbulence in the atmosphere and double-diffusive convection in the oceanic 
thermocline are two such examples. 

Turbulence is an outstanding, unsolved problem in physics, and is of interest 
to any field that involves the study of fluid flows. Consequently, there exists a 
vast literature, literally tens of thousands of papers, in almost all branches of 
science and engineering on the subject of turbulence. Several treatises exist that 
provide a more thorough description of turbulence in general (Batchelor, 1953; 
Leslie, 1973; Hinze, 1976; Townsend, 1976; Stanisic, 1985; Lesieur, 1990; 
McComb, 1990; Frisch, 1995), and in stratified fluids under the action of 
buoyancy forces in particular (Monin and Yaglom, 1971; Turner, 1973; 
Tennekes and Lumley, 1982), than we can provide in this chapter. In addition, 
there exist numerous monographs dealing with topics on turbulence in 
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geophysical flows (Haugen, 1973; Phillips, 1977; Nieuwstadt and van Dop, 
1982). Here we will provide a basic overview of turbulence and turbulent flows 
of interest to geophysics, with an emphasis on stratification effects in a 
gravitational field. For a more comprehensive treatment, the reader is referred to 
the treatises above. Of these, Monin and Yaglom (1973) provide a thorough and 
exhaustive survey of turbulence up to the 1960s and an extensive bibliography. 
Their discussion of isotropic, homogeneous turbulence is particularly detailed, 
and so is Stanisic's. Both Hinze (1976) and Stanisic (1985) provide detailed 
derivations that are useful for a beginner. Tennekes and Lumley (1982) is still an 
excellent starting point in learning turbulence. For more advanced treatments of 
current topics of interest, several of the specialized monographs cited above 
would be good starting points. The latest advances in turbulence research, 
including large eddy simulations (LES's), direct numerical simulations (DNS's), 
and renormalization group analysis (RNG) approaches, can be found in journals 
such as the Journal of Fluid Mechanics and Physics of Fluids. Recent articles on 
turbulence with geophysical applications, especially LES's, can be found in 
periodicals such as the Journal of Geophysical Research, the Journal of 
Physical Oceanogaphy, the Journal of Atmospheric Sciences, and Boundary 
Layer Heterology, the last of which is focused on the atmospheric boundary 
layer. 

1.1 CHARACTERISTICS OF TURBULENT FLOWS 

We begin our discussion with a qualitative description of turbulence, as do 
Tennekes and Lumley (1982), which will be followed by a more quantitative 
description. While it is easy enough to recognize a turbulent flow, it is hard to 
provide a succinct definition that is all-inclusive with respect to its properties. 
We can however list the essential aspects of a turbulent flow: it is inherently 
irregular (random), three-dimensional, strongly nonlinear, highly vortical, highly 
diffusive, and highly dissipative. It is these complex characteristics that make it a 
difficult task to understand and model turbulent processes. 

1. Randomness (irregularity). Turbulent flows are highly irregular in both 
time and space. Observations at a point of any property in a turbulent flow show 
random fluctuations superposed on a secular or periodic trend. It is therefore 
difficult to describe a turbulent flow in detail at all its temporal and spatial 
scales. Turbulence is stochastic (random) in nature. Since randomness is 
involved, probabilistic/statistical methods have to be applied. While the flow is 
not deterministic, it is possible to discern distinct average properties such as the 
mean velocity, mean temperature, and mean shear stress using statistical 
approaches. 
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2. Three-dimensionality. All turbulent flows are three-dimensional. Turbulent 
fluctuations even in a two-dimensional flow have components in all three spatial 
dimensions, although the mechanism of vortex stretching that deforms the large 
eddies and transfers energy from large scales to successively smaller scales is 
absent in a strictly two-dimensional flow. This does not mean that turbulence at 
times cannot be close to being "two-dimensional." In strongly stratified flows or 
under strong rotation, there is a tendency for large scale eddies to be highly 
anisotropic, but they are never strictly two-dimensional. There is a considerable 
interest in a strictly two-dimensional "turbulence" from an academic point of 
view (e.g., Kraichnan, 1971, 1976; Leith, 1971), but the prevailing mechanisms 
are different. For example, the energy cascade is from smaller eddies to larger 
eddies in strictly two-dimensional turbulence, exactly the opposite of three-
dimensional turbulence. 

3. Vorticity. Turbulent flows are highly vortical, meaning that the deforma-
tion of a fluid particle involves rotation. The vorticity of the fluid is a measure of 
this rotation. While it is possible to have a flow that is random and hence looks 
like turbulence, if it is irrotational, then it is not turbulent. For example, surface 
and internal waves in the ocean are random processes requiring statistical 
methods for their description and modeling, but they are not turbulent in nature. 
Surface waves are irrotational and can be described by potential theory (Phillips, 
1977, see Chapter 5). The flow in the vicinity of a turbulent jet or wake (Figure 
1.1.1) is also random, but can be described quite well by potential flow theory 
(Phillips, 1955) and is not turbulent. Turbulence is characterized by strong, 
random vorticity fluctuations in all three spatial dimensions. Vorticity dynamics 
involving stretching of vortex lines in the flow by straining from eddies and 
mean flow is a central aspect of all turbulent flows. 

4. Strong diffusivity. Turbulent flows are highly diffusive. Turbulent diffu-
sivities of mass, momentum, heat, etc., are normally several orders of magnitude 
larger than molecular diffusivities. In fact, the turbulence Reynolds number, Rt = 
q£/v (where q is the turbulence velocity scale, i is the turbulence macroscale, 
and V is the kinematic viscosity), can be thought of as the ratio of the turbulent 
diffusivity to the molecular diffusivity. For geophysical flows Rt is very large. 
For example, in the atmospheric boundary layer (ABL) Rt can be as high as 10 .̂ 
It is the strongly diffusive nature of turbulence that makes it highly useful in 
pollutant dispersal in the atmosphere and the oceans. However, unlike molecular 
diffusivity, which is a property of the fluid, turbulent diffusivity is a property of 
the flow. The flow however depends on the turbulent diffusivity and hence is not 
known a priori, and herein Hes another difficulty associated with turbulence. 

5. Strong dissipation. Turbulent flows are highly dissipative. Turbulence 
requires a steady supply of energy or it dies rapidly. The energy is extracted 
from the mean f low by turbulent shear stresses acting against the mean shear or 
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Figure 1.1.1. A sketch of the flow outside a turbulent boundary layer. The flow outside is 

irrotational and hence nonturbulent. Large eddies engulf this fluid and diffusion of vorticity at small 

scales completes its conversion to vortical rotational, turbulent fluid. 

by buoyancy forces, into large eddies characterized by the turbulence macroscale 
i. Energy then cascades continuously toward small eddies by nonlinear 
interactions. Dissipation of the turbulent kinetic energy occurs due to viscous 
forces at eddy scales comparable to the Kolmogoroff microscale, r| = (vVe)̂ "̂̂ , 
where 8 is the dissipation rate. The Kolmogoroff scale characterizes the smallest 
possible scales in a turbulent flow. However, these small scales are passive and 
the rate of dissipation in a high Reynolds number turbulent flow is independent 
of the viscosity. In fact, to a good approximation, the dissipation in a turbulent 
flow can be written as 8 ~ qV^, an expression that does not involve the 
viscosity. The large eddies decay, not by the direct action of viscous forces 
acting on them, but by nonlinear transfer of their energy to smaller and smaller 
scales. The energy is then ultimately dissipated at Kolmogoroff scales. 
Turbulence decays rapidly once it is cut off from its energy source and the 
timescale involved is the eddy turnover timescale tg ~ ^ /q. In contrast, random 
wave motions such as waves on the ocean surface are dissipated very slowly, and 
some are very nearly nondissipative. 

6. Strong nonlinearity. Turbulent flows are highly nonlinear. In fact, it is the 
nonlinear terms in the Navier-Stokes equations that effect the cascade of energy 
from large eddies to small ones down the spectrum. Compared to wave motions, 
which are weakly nonlinearly interactive, there is a strong interaction between 
various scales, even though in both cases, the interaction and energy exchange 
appears to be local in spectral space. In other words, it is only the neighbors in 
the wavenumber spectrum that interact preferentially with one another. The 
exchange of energy between waves with different wavenumbers is a very slow 
process taking place over timescales on the order of many wave periods, but 
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takes place rapidly in turbulent flows, in a timescale on the order of the eddy 
turnover timescale. 

7. Broad spectrum. The spectrum of turbulence is broad, but red, meaning 
the energy is concentrated in larger scales or lower wavenumbers. Turbulent 
fluctuations span a large spectrum in time and space, from the very large 
semipermanent eddies with a size characteristic of the mean flow to 
Kolmogoroff scales where energy dissipation is concentrated. The higher the 
Reynolds number of the flow, the smaller the smallest scales possible in the 
flow; that is why higher Reynolds number turbulent flows appear smaller 
grained. There are no distinct peaks in the spectrum except at the wavenumber 
corresponding to the energy-containing scale, the macroscale. Unlike tidal 
motions in the oceans which are characterized by peaks at distinct tidal 
frequencies, the turbulence spectrum is essentially sniooth and broad. 

8. Anisotropy of large scales. Turbulence is seldom isotropic, except at small 
scales at high Reynolds numbers. The large scales are invariably highly 
anisotropic and are continuously being oriented and elongated in the direction of 
the mean flow by the mean strain rate. Anisotropy is essential to the existence of 
shear stress; the shear stress is zero for a strictly isotropic flow. In isotropic 
turbulence, the turbulence characteristics are invariant to rotation and reflection 
of the coordinate system. Isotropy is distinct from homogeneity, in which the 
properties are invariant to translation in space. While the vast literature on 
isotropic, homogeneous turbulence is very helpful to understanding and charac-
terizing certain universal properties of turbulence at small scales, progress in 
understanding and modeling turbulent flows has been hampered by the non-
universal nature of the large anisotropic eddies that contain most of the 
turbulence energy and affect most of the turbulent transport, often against the 
prevailing gradient of the mean property. Characterization of these nonuniversal 
large eddies requires numerical models. 

9. Loss of memory. An advecting fluid carries properties from one point to 
another in space. In this sense the large eddies in a turbulent flow have memory 
(in the Lagrangian sense). However, the memory in time from a Eulerian point 
of view is often short. In other words, because of the intense scrambling, 
initial conditions are quickly forgotten and the turbulence is often in "local 
equilibrium" temporally. This is often an important simplification, since memory 
effects are hard to deal with. 

The smallest scales in turbulence, the Kolmogoroff dissipation scales, are still 
orders of magnitude larger than the molecular mean free path under most 
conditions. Turbulence can therefore be described by equations for a fluid 
continuum, the Navier-Stokes equations. However, its highly nonlinear and 
stochastic nature makes it one of the most fascinating, yet highly frustrating, 
processes to study in nature. The turbulence closure problem resulting directly 
from the nonlinearity of the governing equations makes any statistical or 
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mechanical description an approximate "model" or postulate at best, not an exact 
theory. Turbulence research is akin to looking out into a beautiful valley through 
a frosted glass. One can only discern approximate shapes and what one might 
perceive to be beautiful deer grazing peacefully might turn out to be ugly 
boulders upon a closer examination or from a different point of view. 

Fortunately, powerful supercomputers are enabling calculations to be made 
that render turbulence a little less mysterious, but there is still a long way to go. 
DNS and LES are adding far more to our knowledge of turbulence than pure 
observations were hitherto capable of. However, turbulence is a grand challenge 
problem that requires tera- or even petaflop computers to simulate realistic 
geophysical flow situations. Hopefully, the dawn of the new millennium will 
usher in new advances fueled by such computing capability. Nevertheless, many 
important findings in turbulence research have come from physical intuition and 
simple tools like scaling arguments, and not necessarily from sophisticated and 
complex theories. Discoveries like the universal law of the wall and the inertial 
subrange were made from incisive physical insight and simple dimensional 
analysis. Most descriptions of properties of turbulent flows assume that the 
governing Reynolds number is infinite in some sense and therefore we need not 
account for the Reynolds number in the parameterizations. Low Reynolds 
number turbulence is harder to characterize, since one can no longer invoke the 
asymptotic limit of zero molecular viscosity, and the Reynolds number enters 
explicitly as a parameter and the functional dependence on Reynolds number has 
to be prescribed. 

1.2 ORIGIN AND TYPES OF TURBULENCE 

Turbulence originates from the instability of laminar flows. At sufficiently 
large values of the characteristic dimensionless number governing the flow, the 
flow undergoes a transition from laminar flow to turbulent flow. This 
characteristic number is the Reynolds number, RN = UL/v, where U is the 
characteristic flow velocity and L is its length scale, for sheared flows, and the 
Rayleigh number, Ra = Ab L /̂kxV, where Ab is the buoyancy difference, for 
buoyant flows (Figure 1.2.1); v and kj are kinematic quantities—the molecular 
momentum and heat diffusivities. A flow can be intermittently turbulent at some 
transitional value of this parameter, but it has to be laminar or turbulent at any 
given time; it cannot be partly turbulent. 

Since turbulent flows are highly dissipative, their method of generation and 
maintenance provides an important distinction of each flow. These methods fall 
into two categories: mixing caused by shear of the mean flow and mixing caused 
by convective gravitational instability (buoyancy forces). Both methods are 
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Figure 1.2.1. A sketch of a turbulent shear flow (top panel) and a turbulent convective flow 
(bottom panel). 

important in the atmosphere and the oceans, and there are profound differences 
between the two mechanisms. The upper ocean is generally shear mixed from 
winds blowing at the surface (although nocturnal and wintertime cooling at the 
surface generates convective turbulence as well). The lower atmosphere 
experiences convective mixing due to solar heating of the ground and shear 
mixing due to the winds during the day, with convective mixing usually pre-
dominating, but only shear mixing at night. When convection drives the 
turbulence, the fluid is in a state of free convection, and when shear is the 
dominant process, the fluid is in a state of forced convection. Other sources of 
turbulent mixing in the bulk of the oceans and above the ABL are propagating 
internal waves that break and dissipate their energy into turbulence. Double 
diffusion is also an important mixing mechanism in the oceans. The turbulent 
flow at the bottom of the ocean in regions of strong bottom currents is driven by 
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shear. Cloud-top radiative cooling and entrainment-induced instability produce 
mixing at the top of a cloud-topped ABL as well. 

Turbulence can also be characterized as free turbulence or wall turbulence. 
Free turbulence occurs far away from any solid surfaces and is in general 
easier to characterize because of the absence of viscous sublayers and/or 
roughness elements, which are an important part of turbulent boundary layers. 
Computationally (for example, DNS and LES), free turbulence is easier to deal 
with than wall turbulence, because periodic boundary conditions can be 
employed and there is no need to deal with the damping of turbulence adjacent 
to a solid surface. Numerical simulations of wall turbulence, on the other hand, 
have to contend with the low Reynolds number effects adjacent to the boundary. 
There are however certain well-known aspects of wall turbulence, such as the 
asymptotic law of the wall, that can be appealed to in order to avoid facing such 
difficulties. 

Traditionally, turbulence theory has also made a distinction between isotropic 
and nonisotropic turbulence. Isotropic, homogeneous turbulence is governed by 
a simpler subset of equations, which are nonetheless hard to solve because of 
their nonlinearity. Nevertheless, enormous efforts went into characterizing such 
turbulence in the early part of this century, both theoretically and experimentally 
(Taylor, 1935, 1938; Karman and Howarth, 1938; Batchelor, 1953; Corrsin and 
Kistler, 1954; Comte-Bellot and Corrsin, 1971; Champagne, 1978), and these 
studies have provided a considerable insight into turbulent processes. It is easy 
enough to generate and measure turbulence that is nearly isotropic and 
homogeneous in a wind tunnel using a grid. In fact, it has been argued recently 
(Sreenivasan, 1996) that even though the relevant Reynolds numbers are much 
smaller, a systematic study of grid turbulence might be useful in characterizing 
certain universal aspects of turbulence and in measuring, under controlled 
conditions, the relevant universal constants such as the Kolmogoroff constant 
that are hard to measure accurately in geophysical flows. Theoretical analyses 
are also simpler for such turbulence, although the closure problem and the basic 
necessity to postulate a model for the nonlinear transfer in spectral space make 
the analyses approximate at best. 

In turbulence, there are no exact theories. There are only models based on 
one's concept of what the nonlinear transfer terms should be like. While 
isotropic, homogeneous turbulence theory has proved its use in understanding 
the nature of turbulence, it is difficult to find a practical turbulent flow that 
behaves that way. Most turbulent flows are basically anisotropic, especially at 
large scales characterized by the turbulence macroscale. It is only at the smaller 
scales that turbulence tends to be isotropic and somewhat universal in nature, 
and this proves useful in characterizing and modeling some aspects of 
turbulence. Other than this, there is not much use for isotropic, homogeneous 
turbulence theories in practical turbulent flows. 
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1.3 STATISTICAL DESCRIPTION OF TURBULENCE 

Turbulence is stochastic; it can only be described statistically. Probability 
density or distribution functions can be used to describe turbulent quantities 
more completely than quantities such as statistical averages, which are essen-
tially moments of the probabiUty density functions. These moments contain 
useful information for quantifying and describing turbulence; however, they do 
not describe the turbulence completely. For this reason, we need to develop a 
more complete statistical representation, the probability density function (PDF). 

The probability density function gives information about the probabihty of 
finding a random variable between two values. Figures 1.3.1 and 1.3.2 show 
PDFs for several different types of data sets. In the following, we will deal with 
only the fluctuating quantities, assuming that their mean is zero. Let u be a 
turbulent fluctuating quantity with a zero mean, and let P(u) be its probabiUty 
density function. P(u) denotes the probabihty of finding the value of the random 
quantity between u and u + du. By definition, P(u) is positive definite and greater 
than zero, and the integral of P(u) over all u must be unity: 

P (u) du = 1 (1.3.1) 

Any ensemble average of a function f(u) of u can be obtained as follows, where 
the overbar indicates an average: 

(u)= J f (u)P(u)du (1.3.2) 

Figure 1.3.1. A function with positive skewness (from Tennekes and Lumley 1972). 
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Figure 1.3.2. Functions with small and large kurtosis (from Tennekes and Lumley 1972). 

This relationship appHes to various powers of u as well. These are called its 
moments. There are an infinite number of them, but rarely does one go beyond 
the fourth moment. The first moment is the mean value of u and is, by virtue of 
the assumption above, zero: 

f uP(u)du = 0 (1.3.3) 

The second moment is the variance a , the square root of which is the 
standard deviation, the root mean square (rms) value. It is a measure of the width 
of the probability density function P(u) and is essentially the intensity of the 
fluctuating quantity. It is defined as 

u2=a2 = J u ^ P ( u ) du (1.3.4) 

For example, if u is the fluctuating velocity of the fluid in one spatial direction, 
then the second moment denotes twice the component of turbulence kinetic 
energy (TKE), or the intensity of turbulence, in that direction. 
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The second moment does not tell us whether the probability density function 
is symmetric about the origin or not. It just tells us what "energy" is contained. 
The third moment, on the other hand, tells us about the lack of synmietry and is 
called the skewness factor S when normalized by a^, and is defined as 

S = ^ = \ fu^P(u)du (1.3.5) 

S is zero for a symmetric PDF. S can be positive or negative depending on 

whether large positive values of u^ are more frequent than large negative values 
or vice versa. 

The fourth moment tells us whether the PDF is peaky or flat looking. When 
normalized by a '̂ , it is called kurtosis or flatness factor K. K is smaller for a 
flatter PDF than a peaked one. 

4 -I °° 

K = - ^ = — fu^P(u)du (1.3.6) 
a a •'̂  

It is also possible to describe a random variable completely by its probability 
distribution function (PDF), P'(u), which is defined as the probability that the 
value of the random variable lies between - ©o and u. By definition, P' (u) is 
positive definite and greater than zero. It is the integral of the PDF between -oo 
andu: 

u 

P'(u)= J P(u)du (1.3.7) 

Its value at oo must be unity by definition. While either the PDF or the PDF 
describes a random variable completely, it is a common practice to use the PDF. 
The central limit theorem states that the PDF of a random variable is a Gaussian 
in the limit, if the individual realizations of the random event are independent of 
one another. Gaussian distribution is one popular distribution in statistics, 
because many random events belong to this category. Skewness is zero and 
kurtosis is 3.0 for a Gaussian, and its PDF is defined as 

{2K) ^ ^ ^ 

Unfortunately, many turbulent quantities are not normally distributed; they 
are not Gaussian. This is what makes them hard to deal with. The skewness and 
flatness factors are much different than Gaussian values and it appears that these 
departures from a normal distribution are the very essence of turbulence. For 
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example, skewness of the velocity derivative for decaying homogeneous 
turbulence is -0.5 to -0.6. 

Turbulence, of course, involves not one but several random variables 
dependent on one another. Therefore, it is necessary to define joint probability 
density functions (JPDFs) (an example is shown in Figure 1.3.3). For example, 
the JPDF Pj(u,v) of variables u and v with zero means is the probability of 
finding the first random variable between u and u + du and the second one 
between v and v + dv. Once again a JPDF has a positive-definite value > 0. The 
integral of Pj over the u,v two-dimensional space must be unity by definition: 

[ j Pj(u,v)dudv = l (1.3.9) 

We also get the PDF of u by integrating Pj over all values of v and PDF of v 
by integrating Pj over all u: 

oo oo 

P(u)= JP j (u ,v)dv ; P(v)= JPj(u ,v)du (1.3.10) 

The moments of u and v can therefore be obtained from Pj as well. The joint 

first moment of u and v, uv , can be written as 

u V = j J u v P j ( u , v ) d u d v (1.3.11) 

This is the covariance of u and v. If u and v are velocity components, the 
negative of this covariance denotes the kinematic turbulent shear stress. The 
covariance normalized by the rms values of u and v is called the correlation 
function, denoting the correlation between u and v. If the covariance or 
correlation function is zero, the two variables are uncorrelated, which, however, 
does not imply that the two variables are independent of each other. Statistical 
independence of the two variables requires that the JPDF be capable of being 
expressed as the product of the two PDFs. 

Pj(u,v) = P(u)P(v) (1.3.12) 
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Figure 1.3.3. JPDF of two random variables (from Tennekes and Lumley 1972). 

For perfectly correlated variables, the correlation function is ± 1. The covari-
ance is a measure of the asymmetry of the JPDF. If Pj(u,v) is equal to Pj(-u,v), 
the covariance is zero. 

It is, of course, possible to define joint probability distribution functions 
(JPDFs) as well. It is also possible to extend these concepts to three or more 
variables. Figure 1.3.4 (from Tennekes and Lumley, 1982) shows examples of 
JPDFs of two random variables that have negative, zero, and positive 
correlations. It also shows the JPDF of two uncorrelated variables that tend to 
inhibit each other. 
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uv> 0 

Figure 1.3.4. Examples of JPDFs with negative, zero and positive correlations, and JPDF of two 
uncorrelated variables (from Tennekes and Lumley 1972). 

While PDFs and JPDFs are rather fundamental to turbulence, one seldom 
measures or uses these quantities. Most often, only the first and the second 
moments are measured and used to characterize a turbulent flow. These moments 
have definite physical meanings; for example, when u, v, and w denote the 
components of the fluctuating velocities, then the second moments of these 

quantities, u^, v^ and w^ , are proportional to the components of TKE (they are 

also diagonal elements of the turbulent stress tensor), and the joint moments 

-uv, - uw and -vw are components of the kinematic tangential Reynolds 

(turbulent) stresses. Thus these second moments and joint moments define the 
turbulent (or Reynolds) stress tensor that occurs in the governing Reynolds-
averaged momentum equations for the mean flow, as we shall see shortly in 
Section 1.7. 

All these descriptions assume that we are taking ensemble statistical averages, 
which requires taking averages over many, many ensembles or realizations, 
keeping the macro or overall flow conditions the same. These types of averages 
are the ones properly defined in probability theory. The number of samples or 
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ensembles must be large enough for meaningful statistics. However, for 
statistically steady or stationary flows, the time average of a statistical quantity 
that is a function of time is independent of the time reference (i.e., translation 
along the time axis does not affect the results), and the time average is the same 
as that which would be obtained by ensemble averaging. Such flows are termed 
statistically stationary and all statistical quantities one cares to derive for such 
flows are independent of an arbitrary translation in time. The flow is called 
ergodic and the theorem equating temporal averages to ensemble averages is 
called the ergodicity theorem. It is a very powerful concept routinely invoked in 
the analysis of turbulent flows. A similar rule applies for spatial variables and 
averages as well. 

Another statistical property of a time-dependent variable u is the 
autocovariance or autocorrelation function, the function that describes the self-
variation of the variable in time. Autocovariance is equal to p(t, t') = u (t)u ( t ' ) , 

a measure of the relationship between values of u at two different times, t and t. 
For a statistically steady or stationary variable, it is independent of time t, and 
depends only on the time difference T = t - t ' . It is then also a symmetric 
function of T: p (x) = p (-x). The autocorrelation coefficient p (x) is the 
normalized autocovariance: 

p(x) = u( t )u ( t + x ) /u^ ( t ) 

Since from Schwartz's inequality 

(1.3.13) 

u ( t )u ( t + x) < u^( t )u^( t + x) 
1/2 

(1.3.14) 

for a stationary variable, | p | ^ l and p(0) = l. The autocorrelation 

coefficient can be used to define an integral timescale: 

JPW dx (1.3.15) 

This scale is an approximate measure of the time interval over which the random 
variable u(t) remains correlated with itself. If the variable is a function of 
distance x, then the integral scale defines a length scale, the macroscale of 
turbulence, which is a measure of the size of the large, energy-containing eddies 
in the flow (Figure 1.3.5). 
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Figure 1.3.5. Autocorrelation of a random variable, showing the Taylor and integral scales. 

1.4 THE IMPORTANT SCALES OF TURBULENCE 

Most often, the crudest, bare minimum description of turbulence involves 
specifying its two scales: the length and velocity scales (and consequently the 
timescales and the various Reynolds numbers associated with these scales). 
There are three length scales of great importance in conventional turbulence in 
neutrally stratified flows. The first one is the macroscale i, which is its integral 
length scale. The physical significance of this is that this denotes the scales over 
which turbulent quantities remain self-correlated. It also signifies the scale of the 
energy-containing or the most energetic eddies and corresponds to the peak of 
the three-dimensional turbulence spectrum E(k). This macroscale depends on the 
physical size of the turbulent region and is often proportional to it. It is also 
related to Prandtl's mixing length. For a boundary layer, £ is about half the 
boundary layer thickness. For a jet, it is proportional to the halfwidth of the jet. 

The importance of the macroscale is that it essentially determines the 
dissipation rate of the flow. The large eddies continuously lose energy to smaller 
and smaller scales, with energy cascading eventually to dissipative viscous 
Kolmogoroff scales, where most of the dissipation is concentrated. It is this 
transfer rate down the spectrum that determines the dissipation rate, and not the 
molecular properties of the fluid. The macroscale therefore determines the 
dissipation rate. It is possible to define a macro Reynolds number or simply a 
Reynolds number of turbulence, Rt = q ̂  / v , that is indicative of the intensity of 
turbulent mixing; it is simply proportional to the ratio of the turbulent viscosity 
to the molecular viscosity. 
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A timescale te can also be defined as te ~ i /q, which is often called the eddy 
turnover timescale. It is also proportional to K/e (or qVe), where K is the 
turbulence kinetic energy equal to qV2, and 8 is its dissipation rate. It denotes the 
time over which the large energy-containing eddies lose a significant portion of 
their energy to dissipation through the cascade process. If the source of TKE is 
cut off, turbulence decays over a timescale on the order of tg. It is also the 
timescale over which properties are mixed in a turbulent flow, because it 
involves the "mixing" length or the length scale of turbulent diffusion. In fact, 
the rate of dissipation of the large energy-containing eddies and hence the TKE 
can be looked upon as simply proportional to the ratio of TKE to the eddy 

turnover timescale, and hence proportional to iq^/A. It is important to reahze 

that this energy loss occurs not by the direct action of viscous forces at these 
scales, which act very slowly over a long timescale on the order of i ^/v, but by 
the powerful nonlinear transfer mechanism by which their energy is handed 
down to smaller scales in a short timescale characterized by the eddy turnover 
timescale. The inverse of te is often called the frequency of turbulence ft. This 
comes in handy in flows with their own natural frequency that entertain wave 
motions. For example, in stably stratified fluids, a fluid parcel when displaced 
vertically undergoes oscillations with a frequency equal to the buoyancy 

1/2 
frequency or the Brunt-Vaisala frequency N = (g/po) (d p/dz) (see Section 
1.7) and wave motions can exist only for frequencies less than the buoyancy 
frequency. Consequently, the ratio of ft/N, the turbulence Froude number Frt (see 
below), is an important parameter in stably stratified turbulent flows. 

The turbulence Reynolds number Rt can also be written as (i/q)/ (V / q^ j . In 

other words, Rt can also be interpreted as the ratio of the turbulence timescale to 
the molecular timescale. Since the macroscale is often proportional to the size of 
the mean flow and the turbulence velocity macroscale to the mean velocity, the 
turbulence Reynolds number Rt is often proportional to the conventional mean 
flow Reynolds number, RN=UL/V . However, RN has a different meaning; it is 
the ratio of the inertial to viscous forces in the flow. 

The second scale of importance is the Kolmogoroff microscale (Section 1.5 
presents more discussion of this scale). This scale determines the size of the 
smallest possible eddies in the flow, the eddies which dissipate the TKE. The 
Kolmogoroff microscale is given by 

r| = (v^/8) (1.4.1) 

where 8 is the dissipation rate, and the corresponding Kolmogoroff velocity 
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scale is 

\ = {^4^' (1.4.2) 

A Kolmogoroff timescale can also be defined: 

^ - i l % = ( v /e f ' (1.4.3) 

The Reynolds number associated with r\ and v^, R ,̂ is unity by definition. 

The viscous forces are of the same magnitude as the inertial forces at these scales 
of motion. This shows the importance of viscous forces at these scales. The 
significance of these scales of turbulence lies in the fact that, even though they 
are passive and adjust to the energy trickling down the spectrum, they are 
responsible for dissipating the TKE. They do so simply by becoming small 
enough so that the strain rates, and hence the viscous stresses and viscous 
dissipation, become just large enough to dissipate whatever amount of energy is 
being handed down the spectrum to them by the large energy-containing eddies! 
Since 8 -- q^/i, it is easy to see that £ /r| ~ Rt̂ "̂̂ . If one denotes ke as the 
wavenumber of the spectral peak (-l/i) and k̂  as the wavenumber 
corresponding to the Kolmogoroff scale (--l/ri), then the ratio k̂  / ke -- Rt̂ '̂*. The 
separation between the two scales is therefore quite large for large turbulence 
Reynolds numbers Rt. A large Rt is essential for the existence of a well-defined 
inertial subrange in the turbulence spectrum (see Section 1.5). The inertial 
subrange consists of midsize eddies which are smaller than the largest eddies 
near i that are gaining energy from the mean flow, and larger than the smallest 
eddies near the Kolmogoroff scale that are dissipating the energy. For a well-
defined Kolmogoroff inertial subrange to exist, this Reynolds number must 
exceed 100, and for a well-defined Bachelor-Obukhoff-Corrsin subrange (the 
counterpart of the inertial subrange but for a passive scalar, or a property of the 
fluid which does not affect the mean dynamics, such as a pollutant) in a scalar 
spectrum, about 1000. Measurements by Grant, Stewart, and MoUiet (1962) have 
shown that the dissipation spectrum is peaked at k ~ 0.1/r| at very high Reynolds 
numbers, close to the theoretical value (0.09) derived by Kraichnan (1964) using 
his Lagrangian History Direct Interaction Theory of turbulence. Measurements 
in the ocean by Gargett et al (1984) and Moum (1990) indicate a value between 
0.1 and 0.2. 

The third scale in turbulence, made popular by G. I. Taylor (Taylor, 1935) 
and called the Taylor microscale ?l, can also be related to dissipation. It is, 
however, more directly related to the curvature of the autocorrelation coefficient 
at the origin (Figure 1.3.5). The autocorrelation coefficient can be expanded in 
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terms of powers of r/X around the origin: 

(1.4.4) PW=.-(i] 

For homogeneous turbulence, it can be shown that (e.g., Hinze, 1976) 

This expression is derived from the relationship between dissipation rate and the 
turbulence strain rate (defined below), 

8 = 2 v s , s , = 1 5 — = 5 - ^ (1.4.6) 

in isotropic turbulence, where Sy is the turbulence strain rate (Hinze, 1976). It is 
then readily seen that the Taylor microscale is therefore related to dissipation, 

since the dissipation rate £ = 2 v Sj- ŝ . is equal to 15 v (dxxi/dxif in isotropic 

turbulence (Hinze, 1977, p. 219), so that 8 = 15 v u^/X^ = 5 v q^/X^ (since û  = 
q /̂3 for isotropic turbulence). 

We can compare the Taylor microscale to the macroscale by examining the 
ratio i/X - R,^^\ if we substitute the usual approximate expression E -- q^/ i. 
Thus one can see that the Taylor microscale is intermediate to the integral length 
or macroscale i, and the viscous or Kolmogoroff microscale r|. It marks the 
high wavenumber limit of the inertial subrange. It is not characteristic of the 
viscous dissipative scales, although it is related to the dissipation rate. The 
importance of the Taylor microscale is that the magnitude of the turbulent strain 
rate Sy can be approximated as q/X and therefore, X is the scale of the vorticity 
fluctuations in the flow. Also, a Reynolds number R,̂  ~ uX/v can be defined, 
which can be interpreted as the ratio of the large eddy turnover timescale te to the 
timescale of turbulent strain rate or vorticity fluctuations, X/q. This Reynolds 
number is heavily used in interpretations of homogeneous, isotropic turbulence 
and laboratory grid-generated turbulence. 

The following relationships between these three important turbulence scales 
in neutrally stratified flows are quite useful: 

^ t ^ t ^ . ^ t X 



20 1 Turbulence 

These scales take the following typical values: 

1. Small wind tunnel. Here v ~ 10"̂  m^ s"\ The flow section is about 1 m on 
average, so typically i - 0.4 m, and q ~ 0.5 m s"\ so that 

Rt ~ 2 X 10\ r|«- 2 X 10"̂  m, X ~ 10"̂  m, R, ~ 100 

2. Oceans. Here v ~ 10"̂  m^ s~\ The oceanic mixed layer (OML) is -50 m 
thick on average, so typically i ~ 20 m, and q ~ 0.05 m s~\ so that 

Rt - 10^ r| ~ 6 X 10^ m, X - 0.1 m, R, ~ 10̂  

3. Atmosphere. Here v ~ 10"̂  m^ s"\ The convective atmospheric boundary 
layer (CABL) is ~2 km thick, so typically i ~ 800 m, and q ~ 0.5 m s~\ so that 

Rt ~ 4 X 10^ r| ~ 1.6 X 10"̂  m, î ~ 1 m, R, ~ 10^ 

For a nocturnal atmospheric boundary layer (NABL) about 200 m thick, ^ ~ 80 
m, and q ~ 0.1 m s"\ so that 

Rt ~ 8 X 10^ Ti ~ 3.0 X 10"̂  m,X- 0.1 m, R, ~ 10̂  

The mean strain rate of the fluid, Ŝ  = (1/2) (dUi /dxj + dUj /dxi), and the 
strain-rate fluctuations, ŝ  = (1/2) (dui/dxj + dUj /dxi), are also of interest. Both 
have units of frequency and are important in understanding how turbulent eddies 
are strained. For unidirectional mean flow, dU/dz is the mean shear and is 
proportional to the mean strain rate, and its inverse is a timescale associated with 
shear, ts = (dU/dz)"^ This is the timescale over which the large eddies are 
strained and oriented by the mean flow. The ratio of this timescale to the 
turbulence timescale tg is an important parameter in turbulent flows. 

For fluctuations of a passive scalar in a turbulent fluid, a length scale 
analogous to the Kolmogoroff scale is the Batchelor scale, 

Tlb=(vk?/8) (1.4.8) 

where kc is the kinematic diffusivity of the scalar. This denotes the scale at which 
the steepening of the concentration gradient and smoothing by diffusion are in 
balance. 
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1.4.1 ADDITIONAL STRAIN RATES AND 

COMPLEX TURBULENCE 

So far we have discussed only neutrally stratified, nonrotating flows with no 
streamline curvature. Geophysical flows are seldom neutrally stratified, and 
planetary rotation and streamline curvature are also inherent in geophysical 
flows. These effects introduce additional strain rates and the resulting turbulence 
is more complex. Density stratification introduces buoyancy forces that assist or 
act against motions in a gravitational field (magnetic body forces in electrically 
nonneutral fluids in the presence of a magnetic field is another example). Since 
work has to be done to displace a fluid parcel vertically against gravity, as in a 
stably stratified fluid, this comes at the expense of the KE of the eddies and 
hence the turbulence is weakened and in extreme cases extinguished. If 
buoyancy body forces assist the vertical motion, then turbulence is enhanced at 
the expense of the potential energy (PE) of the system. Therefore ambient 
density stratification introduces source and sink terms in the TKE equation, and 
this has an important effect on turbulence and its scales (e.g., Mellor, 1973; 
Kantha and Clayson, 1994). 

Planetary rotation is another unique feature of geophysical flows. Rotational 
terms are fictitious body forces introduced into the momentum equations because 
of the noninertial nature of the reference coordinate system fixed to the rotating 
planet. As such they do no work, do not appear in energy equations, and have no 
role in the overall energy balance (no source or sink terms due to rotation appear 
in the TKE equation). However, they can redistribute TKE among its 
components, and since it is the vertical component that is the most important in 
many cases, rotation does affect turbulence and its scales (e.g., Kantha et ah, 
1989). 

Streamline curvature also introduces stabilizing and destabilizing terms into 
the momentum equations and hence source and sink terms appear in the TKE 
equation. It is important in flow over topography. If the flow is over a concave 
surface, turbulence is strengthened; if it is over a convex surface, it is weakened 
or even extinguished (see Section 3.8). Once again, turbulence characteristics are 
affected (e.g., Kaimal and Finnigan, 1994). 

Often, two or more of these additional effects act in concert or against each 
other in geophysical (and other) flows. Of these additional interactions, the 
stratification effects are the most dominant and have been studied in great detail 
(e.g., Mellor, 1973). Rotational effects, important for large scale geophysical 
flows, are usually assumed to be negligible for small scales. This is true to a 
large extent. However, the horizontal component of rotation can make a 
difference of up to 10% in equatorial turbulence (Kantha et al, 1989; Wang et 
al, 1996). Curvature effects are only now being seriously studied in geophysical 
flows (Kaimal and Finnigan, 1994) and can be important when stratification 
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effects are weak (Kantha and Rosati, 1990). Overall, gravitational stratification 
tends to overwhelm the rotation and curvature effects on small scale processes 
(see Section 2.10). 

1.4.1.1 Stratification 

Extensive microstructure measurements in the ocean over the past two 
decades by Gregg, Moum, and their collaborators have strengthened our 
understanding of oceanic turbulence in stratified conditions (e.g., Gregg, 1989; 
Peters et al, 1995a,b; Moum et al, 1995). These measurements are made by a 
dropped instrument (a few meters long) free-falling through the fluid, measuring 
the temperature, salinity, and velocity gradient fluctuations with depth. The 
resulting profile is a complex sample in time and space, and since it is 
impractical to make repeated drops in a small enough time to obtain meaningful 
ensemble averages, a series of assumptions must be made to extract useful 
turbulence quantities out of it. For example, the instrument is intended to sample 
the dissipative scales. However, the resolution attainable is such that it is 
impossible to resolve eddies of the order of the Kolmogoroff scales r| and v̂  (the 
dissipation rate spectrum peaks at scales k ~ 0.1/r|), which are on the order of a 
millimeter and fractions of a millimeter per second in the main thermocline. 
Empirical spectral corrections are therefore necessary. The situation is worse for 
temperature and salinity fluctuations, since the molecular thermal and salinity 
diffusivities are respectively two and three orders of magnitude smaller than the 
momentum diffusivity. Also, since only 1 or 2 of the 12 components of the 
dissipation tensor is measured, assumption of local small scale isotropy is 
unavoidable. Determination of background mean values such as the ambient 
stratification from a single profile is also difficult. However, unlike the 
atmosphere, which is readily accessible and easily amenable to measurements by 
a wide variety of techniques, measurements in the ocean are highly constrained, 
expensive, and difficult, and the choice of platforms is few. Microstructure 
profilers are therefore invaluable in estimating the dissipation rates in the ocean. 

The most important length scale in stably stratified flows representative of 

most geophysical flows is the buoyancy scale, ^^ = I w N , which is the 

maximum turbulence length scale associated with ambient stratification (a less 

rigorous definition is ^, = q N~^). It is indicative of the vertical displacement at 

which all the vertical kinetic energy of the eddy is converted to potential energy 
by working against buoyancy forces and is therefore representative of the 
maximum vertical excursion a turbulent eddy can make. 

Another estimate of the vertical excursions a parcel can theoretically make in 
a stratified fluid against buoyancy stratification in the absence of any overshoot 
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p^ I (3p / 3z) . For cases in which temperature is the 

/—v̂ ^ -1 
dominant stratifying agent, it can be defined as ^^ = 10̂  I (30 / 3z) .It can be 
estimated fi-om the differences between the actual temperature (density) profile 
from the Thorpe reordered profile (see below). 

An additional length scale is the Thorpe scale (Thorpe, 1977), which is easier 
to estimate from a vertical profile of potential density than the previous two 
scales. After binning the measured profile (for the oceans, a 1-m bin is a typical 
choice), the profile is reordered to restore monotonicity and hence static 
stability. The distance î over which each parcel has to be moved to obtain a 
monotonic profile is estimated. An individual overturn can then be defined as a 
section of the profile ( i ot) over which the net displacement is zero: V ^̂  = 0 . 

i 

The Thorpe scale has been found to be proportional to this overturn scale: £ T^ 
0.6 ^ot- Averaging over 741 overturns, Peters et at. (1995b) found it also 
corresponds well to the buoyancy scale i b-

Most often in computing the Thorpe scale the potential temperature 0 is used 
instead of potential density for convenience. However, in places where salinity 
effects are also important, such as in thermohaline intrusions, potential density 
must be used. A judicious combination is more practical since the latter is 
affected by salinity spikes caused by insufficient vertical resolution of saHnity 
fluctuations in microstructure measurements (Peters et al, 1995b). Figure 1.4.1 
(from Peters et al, 1995b) shows an example of estimation of the overturn scales 
and the turbulence Froude number (see below). 

The Ozmidov scale ^Q =(^ ^ I is the scale at which buoyancy effects 

are felt strongly by turbulent eddies. It represents the vertical scale at which 
buoyancy and inertial forces are equal and therefore the largest vertical scale of 
motion that can exist in a stratified flow. The buoyancy scale ̂ b^ on the other 
hand, represents a buoyancy-limited length scale, which is the maximum vertical 
distance over which significant kinetic-to-potential energy conversions take 
place in turbulence under stratification. The ratio of either of these to the 
Kolmogoroff scale indicates the bandwidth of turbulence in a stably stratified 
fluid. The Ozmidov scale is related to both the Thorpe and the buoyancy length 
scales; it is proportional to them. This can be seen by putting 8 ~ qV^o and 
rearranging to get £- £^. However, Peters et al (1995b) found that this 
relationship holds only when averaged over many overturns and not for a single 
overturn. This may have to do with the fact that a microstructure profiler samples 
an overturn at some random stage in its development phase and therefore a 
single measurement does not completely sample an overturn. 
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Figure 1.4.1. Plot showing various quantities measured by and estimated from microstructure 
profilers at the equator, a) dissipation rate, b) overturn Richardson number, c) velocity profiles and 
turbulent velocity, d) potential temperature and overturning scale estimated from Thorpe sorting, e) 
vertical displacements resulting from Thorpe sorting, f) resulting turbulence Reynolds number 
(shaded) and Froude number (pluses) (from Peters et al. 1995). 

In all the definitions of length and timescales in stably stratified fluids, N 
refers to the background stratification that is often hard to determine from single 
realizations (as in microstructure profiles) because of the fluctuations present. 
Ensemble averages are the best, but are rather impractical. However, for 
microstructure profilers, one way to determine N is by the use of the Thorpe 
reordered profile. In all these measurements of turbulence-related quantities, 
care must be taken to exclude or limit the influence of internal wave 
contributions, which can produce temperature (and density) and velocity 
fluctuations even in the absence of turbulence. In principle, if dissipation rate 
can be unambiguously measured, the Ozmidov scale is the one that is most free 
from internal wave contanunation. 

All these length scales refer to the maximum turbulence length scale 
permissible in a stratified turbulent flow, and in the absence of internal wave 
contamination and in the Hmit of large Reynolds numbers, both seldom achieved 
in actual laboratory and field measurements. Observations show that within 
measurement uncertainties, the buoyancy scale i b, the Thorpe scale i j , and the 
Ozmidov scale io are all proportional to each other. For example, Moum 
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(1996b) finds ij ~ i^ ~ IMQ ~ 1.6i^. All these scales are used 
interchangeably in turbulence in stably stratified flows, although there is 
considerable uncertainty as to the magnitude of the proportionality constants. 
The latter two (and £ a) can be estimated from microstructure profilers. Typical 
values for these scales are ~1 m in the main thermocline where N ~ 0.005 s"̂  
(Moum, 1996b). The buoyancy scale is particularly important in a strongly 
stratified but highly sheared flow such as in the vicinity of the Equatorial 
Undercurrent (EUC) core, where it is on the order of a meter or two (Peters et 
al, 1995b). Its estimate by microstructure profilers involves a series of 
assumptions and approximations so that there is considerable quantitative 
uncertainty. Nevertheless, even a rough idea of its magnitude is helpful. 

There is considerable confusion as to the relationship of these length scales to 
the length scale often used in second-moment closure models to define the 
dissipation rate 8 = ĉ  qV^, where the constant of proportionality ĉ  ~ 0.06. If the 
dissipation rate is defined as 8 = ĉ  qV^b, then ĉ  ~ 0.7 (Moum, 1996a,b). 
However, the buoyancy scale is indicative of the upper bound on the length scale 
in a stably stratified flow, and the actual length scale that enters the dissipation 
rate definition might be a fraction of this scale. Also, the use of different velocity 
scales and length scales greatly complicates the comparison and reconciling of 
various measurements of the constant of proportionality ĉ ; consequently the 
estimates for this constant from oceanic, atmospheric, and laboratory 
measurements vary widely, from 0.04 to 5, although most values cluster around 
0.4-0.8 (Moum, 1996b). 

The buoyancy timescale is the most important in a stably stratified fluid: tb ~ 
N~\ It is the natural period of oscillation of a parcel of fluid displaced vertically 
in a stably stratified fluid. A timescale associated with the dissipation of 

temperature fluctuations is i^ = 9"̂  / 89 ; timescales can be defined analogously 

for salinity and density. This is the timescale for diffusive (turbulent) smoothing 
of scalar fluctuations. If the source of turbulence is cut off, this is the timescale 
needed for the scalar fluctuations to die down. A velocity scale can also be 

defined as q̂  = (e N 1 . This scale can often be used as a surrogate for 

vertical velocity fluctuations. It is also possible to define timescales based on 

I w (or equivalently q if the vertical velocity fluctuations are not seriously p) 
suppressed by stratification effects) and the above length scales—l^q, for 
example. 

Nondimensional numbers based on the above scales are also of interest. Of 
these, the turbulence Froude number is of fundamental importance since it is 
proportional to the ratio of the turbulence frequency (ft -l/tg) to the buoyancy 
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frequency (N ~l/tb): 

Fr.=f^V^~^ (1.4.7) 

This number can also be defined by using the Thorpe or buoyancy scale instead. 
For Froude numbers less than a critical value (about 1/3), turbulence appears to 
collapse (Hopfinger, 1987; Etling, 1993). Since stratified fluids permit internal 
waves at frequencies lower than N, it is easy to see that eddies with a Frt less 
than a certain value can lose their energy to radiating internal waves. This 
mechanism competes with the nonlinear transfer down the spectrum. In fact, it is 
not unreasonable to think that there should be a lower bound on Frt, beyond 
which eddies become increasingly inefficient in participating in the cascade 
process and hence cannot really be considered turbulent in aspects related to 
TKE dissipation, mixing, etc. This upper bound is in fact determined by the 
buoyancy or Ozmidov or Thorpe length scales, and can be thought to delineate 
the "turbulence" and "internal wave" parts of the spectrum. However, this 
transition from turbulence to internal waves in the turbulence spectrum is likely 

to be gradual. The turbulence Froude number is also proportional to qs / q^, the 
ratio of the kinetic energy associated with the buoyancy velocity scale qs to that 
associated with turbulence velocity scale q. 

The ratio tg/tg is larger than unity. Mourn (1996b) indicates a value of about 3 
from microstructure measurements, but this appears to be high compared to a 
value of 1.6 from classical laboratory measurements using passive scalars, for 
neutral stratification. It is possible that this ratio is a function of ambient 
stratification. 

Peters et al. (1995b) have found that quantities related to mixing in an 
intermittently turbulent environment are more closely related to the turbulence 
Froude number than the gradient Richardson number (Figure 1.4.2). If con-
firmed, this has serious implications as to how the turbulence away from the 
actively turbulent regions such as the OML should be parameterized. However, 
Frt is an internal parameter and it is not clear how one can make use of it. They 
also found that the turbulence Reynolds number Rt has a more direct interpre-

tation than the turbulence activity, A^ = 
^ e W , 2̂ 

vvN^ 
(i^ /1^) ' which is often used 

to characterize fossil or decaying turbulence in stably stratified flows. 
Moum (1998) presents an interesting plot that summarizes the range of 

turbulence measurements in the upper layers of the ocean, reproduced here as 
Figure 1.4.3. It plots on a loglog scale, the dissipation rate 8 as a function of the 
buoyancy frequency. Lines of constant energy-containing scale (the Ozmidov 
scale) and the diffusive scales (vk̂ /e)̂ "̂̂  (where k is the diffusivity for velocity, 
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Figure 1.4.2. The dependence of normalized eddy diffusivity of a scalar on the gradient 
Richardson and turbulent Froude numbers. Correlation is better with the latter. Comparisons are 
with models of Mellor and Durbin (1975) and Gaspar et al. (1990) (from Peters et al. 1995). 

heat, and salinity) are also shown to illustrate the range of scales that exist in the 
upper ocean. The ratio of the two scales is (e/vN^f^^ ~ 10^-10^, and its cube 
determines the computing power needed to resolve oceanic turbulence. He 
makes the point that the large range makes it impossible to model oceanic 
turbulence using DNS in the foreseeable future (except for weak, highly 
stratified turbulence with ^o ~ 10 cm), while the LES approach is severely 
limited by the strong stable stratification. The reader is referred to Moum (1998) 
for a succinct description of the state of the art of oceanic turbulent flux 
measurements. 

1.4.1.2 Rotational Effects 

The parameter that characterizes rotational effects is the Coriolis parameter in 
either the vertical (f) or the horizontal (fy) direction. In fact, it is possible to 
define scales similar to the above scales defined for stratification effects by 
replacing N, the buoyancy frequency, by one of these two parameters. However, 

the most important scales are the rotational length scale, i^. = 
( 

f,f 
and the 

rotational turbulent Froude number, ¥rl = 
(fJyK f f 

The latter 
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Figure 1.4.3. Variation of the dissipation rate with buoyancy frequency from Moum (1998). The 
references are Usted in Moum (1998). The dashed lines indicate constant values of the energy 
containing scale LQ. The diffusive scales are indicated by dotted Unes and those for velocity, 
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must be bounded, since the length scale is bounded on the upper side in neutral 
and stably stratified flows by the Ekman scale. 

A rotational gradient Richardson number analogous to the gradient 
Richardson number in stratified flows (see Section 1.8) can also be defined, 

RiR=(f^fy) 
f,f 

, and the magnitude of this appears to 
az az I I fg I 

govern the influence of rotation on small scale turbulence (Kantha et al, 1989). 
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1.4.1.3 Curvature Effects 

The curvature effects depend on the magnitude of the streamline curvature R, 
or more appropriately the ratio of frequency associated with flow curvature to 
that associated with mean shear. One parameter that characterizes the magnitude 
of the curvatiu-e effects is the curvature gradient Richardson number: 

Ric = 
^' - -'VauV 

, 4 RJ , 
I . U is the flow speed dependent on the distance z 

dz 

perpendicular to the flow streamlines. The centrifugal acceleration (deceleration) 
tends to stabilize (destabilize) the flow and this is characterized by Ric, or a 
similar related parameter (Kantha and Rosati, 1990). 

1.5 UNIVERSAL EQUILIBRIUM RANGE AND THE 
INERTIAL SUBRANGE 

A. N. Kolmogoroff made the most seminal contribution to turbulence theory 
when he postulated certain universal spectral properties of turbulence 
(Kolmogoroff, 1941a,b). He did this without appealing to any of the complex 
statistical theories of G. I. Taylor (1938) or simple mechanistic theories of 
Prandtl (1925). All he used was physical intuition and scaling arguments. Yet, 
the Kolmogoroff law stands as one of the cornerstones in the theory of 
turbulence. In fact, sophisticated analytical and numerical solutions of turbulence 
test their validity by appealing to this law, and observationalists always check for 
the presence of the Kolmogoroff inertial subrange in their measurements to 
assure themselves that the turbulence is at a sufficiently high Reynolds number 
to be characterized by asymptotic similarity and invariance principles. 
Kolmogoroff postulated: 

1. At sufficiently high Reynolds numbers, there is a range of high 
wavenumbers where the turbulence is statistically in equilibrium and uniquely 
determined by the parameters 8 and v. This state of equilibrium is universal. 

2. If the Reynolds number is infinitely large, the energy spectrum in the 
subrange of wavenumbers far from the wavenumbers characterizing both the 
energy-containing scales and the viscous scales is independent of viscosity v and 
dependent only on one parameter: 8, the dissipation rate. 

These postulates lead to some profound consequences as shown below. First 
we will discuss the manner in which these postulates can be deduced. 

The straining rate of large energy-containing eddies isq/i, roughly similar in 
magnitude to the strain rate ISyl of the mean flow. This also means that the 
anisotropy of these eddies is maintained by straining by the mean flow, which 
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orients them preferentially, for example, in the flow direction in a jet or a 
boundary layer. The straining rate of small eddies ISyl, or the straining rate of 
"turbulence," is q/X. This is quite large compared to the strain rate of large 
eddies, because i IX is large, and therefore the anisotropy at these small scales 
tends to be rapidly destroyed. Another way to look at this is that for large IIX, 
the nonlinear interactions handing down the energy from necessarily anisotropic 
large scales to these scales are many, since the eddies interact principally with 
those of similar size (and are simply advected, not strained significantly, by 
eddies much larger than themselves, and in turn advect eddies that are much 
smaller than themselves). During the course of these interactions, all information 
on orientation is lost. In other words, the turbulence is "scrambled" at scales 
much smaller than the energy-containing scales. Thus local isotropy prevails and 
because the timescale associated with these scales is small enough for these 
scales to adjust "instantaneously" to changes in the large scales and mean flow, 
they are always close to equilibrium, even though the macro conditions might be 
changing. They then become "independent" of the large eddies; all they 
recognize is the rate at which energy is handed down to them by the large eddies, 
which under equilibrium conditions is equal to the average dissipation rate 8. 

Thus, as stated by Kolmogoroff in his first postulate, the parameters 8 and 
V define all of the high wavenumber statistical characteristics of the flow at these 
high Reynolds numbers. These two parameters can then be used (see Section 
1.4) to determine the internal scales of length (r|), velocity (v^), and time (t̂ ) 
[Eqs. (1.4.1)-(1.4.3)]. These are the typical dimensions, velocities, and lifetimes 
of eddies at the smallest turbulence scales. They are universal in that all turbulent 
flows that are fully developed (high enough Reynolds number) will have similar 
statistical characteristics. One convenient way to easily encapsulate the charac-
teristics of the flow is by examining the spectrum of turbulent kinetic energy (see 
Section 1.7). This spectrum, in wavenumber space, can be written as E = E (k, v, 
8, ^) . E is also called the three-dimensional spectrum. Due to Kolmogoroff s 
first postulate, the parameter I drops out and the spectrum E becomes a function 
of only k, v, and 8. By dimensional analysis then 

E ( k ) ~ v ' ' ' s ^ ' ' f ( k T i ) (1.5.1) 

This is the famous Kolmogoroff law for the equilibrium range of the 
turbulence spectrum. The functional form for f is unknown, but is expected to be 
of the form exp(-akr|) for large kr|, with constant a > 1. Also it is nonmonotonic, 
increasing up to roughly krj ~ 1 before decreasing at higher values of kr|. A 
similar relationship holds for the one-dimensional spectrum, but with a reduced 
value for the constant. Observations (Grant et a/., 1962) show there exists a 
broad range in the one-dimensional turbulence spectrum Eii(k) where this law 



1.5 Universal Equilibrium Range and the Inertial Subrange 31 

holds (Figure 1.5.1). This includes the high wavenumber end of the spectrum, 
where the dissipative Kolmogoroff scales reside (Figure 1.5.2). 

If the Reynolds number is sufficiently high, there exists an intermediate range 
in the wavenumber spectrum, in between the wavenumbers corresponding to the 
viscous and energy-containing scales (Figure 1.5.2), where the eddies are 
"independent" of both the large scales and the viscous scales. In other words, 
both i and v drop out in the above relationship and E can be written by 
dimensional analysis as 

E(k) = a8^^^k-^^^ (1.5.2) 

This is the famous Kolmogoroff law for the inertial subrange of the 
turbulence spectrum, a , called the Kolmogoroff constant (-1.6-1.7), is one of 
the very few universal constants in turbulence, the other being the constant 
associated with the universal logarithmic law of the wall in a turbulent boundary 

Figure 1.5.1. One-dimensional spectrum measured in a tidal channel. Because of the large 
Reynolds numbers typical of such flows, an extensive inertial subrange can be seen (adapted from 
Grant et al. 1962). 
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layer—the von Karman constant—which has a value of 0.40-0.41. The two 
constants are related to each other. Both these laws were derived from simple 
physical intuition and dimensional analysis. 

It was only after Grant, Stewart, and Molliet's (1962) observations in a tidal 
channel that the existence of the inertial subrange was confirmed unequivocally. 
Earlier work involving laboratory flows did not achieve Reynolds numbers large 
enough to display unambiguously a broad range of the spectrum characterized by 
the inertial subrange. Only now are computers powerful enough that direct 
numerical solutions have been made at large enough Reynolds numbers to 
display an incipient inertial subrange. DNS's use spectral methods to solve the 
Navier-Stokes equations, directly resolving the important dissipative scales 
given by Kolmogoroff scales. These simulations will be discussed in Section 
1.13. Kraichnan's direct interaction theory of turbulence (Kraichnan, 1964) had 
to be modified when in its original form it failed to produce the Kolmogoroff 
inertial subrange law. 

Strictly speaking, Kolmogoroff postulates hold for a globally (not locally) 
isotropic and homogeneous flow. Sreenivasan and Antonia (1997) provide a 
timely and authoritative review of many aspects of small scale turbulence (for 
earlier ones see Nelkin, 1994; Frisch, 1995). It is impossible here to reproduce 
the depth of their inquiry. The universality of the Kolmogoroff constant has been 
both questioned (Praskovsky and Oncley, 1994) and vigorously defended 
(Sreenivasan, 1995) recently. Careful measurements by Praskovsky and Oncley 
(1994) show a weak dependence of the Kolmogoroff constant on Reynolds 
number, even at what one would normally regard as large Reynolds numbers. 
Therefore, the existence of asymptotic invariance and fully developed turbulence 
has been doubted (Barenblatt and Goldenfeld, 1995). But Sreenivasan (1995) 
has made a systematic survey of hundreds of available measurements of 
turbulence spectra in laboratory grid turbulence and shear flows, as well as 
geophysical flows, and concludes that despite the inevitable scatter, observations 
suggest that at sufficiently high Reynolds numbers the Kolmogoroff constant is 
indeed approximately constant independent of both the flow and the Reynolds 
number. However, Sreenivasan and Antonia (1997) state that if one looks at all 
the higher order moments of the probability distribution, for example, the 
skewness and flatness factors for the velocity derivatives, which appear not to be 
constants, but functions of Reynolds numbers, Kolmogoroff universality might 
not hold strictly. They also conclude that unequivocal measurements at R̂^ ~ 10"̂ , 
or equivalently Rt ~ 10 ,̂ under well-controlled conditions may be needed to 
resolve the question of asymptotic invariance. 

Monin and Yaglom (1973) use the name quasi-equilibrium range to denote 
the Kolmogoroff universal range (Figure 1.5.2). The dissipation rate used in the 
Kolmogoroff law is the mean value of energy flux down the spectrum. However, 
there is reason to believe that there exist strong fluctuations at small scales and 
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Figure 1.5.2. Three-dimensional spectrum showing the inertial subrange nested between the 
energy-containing eddies and the dissipative Kolmogoroff eddies. 

hence in the dissipation rate itself. The nature of this fluctuation in the 
dissipation rate itself may depend on the large scale flow and thereby introduce a 
Reynolds number dependence. If so, it introduces corrections to the 
Kolmogoroff law that depend on the probability distribution of the dissipation 
rate fluctuations, which is Hkely to be highly non-Gaussian in nature. These are 
hard to measure and formulate theoretical ideas about, since it is then necessary 
to postulate the spatial characteristics of high vorticity fluctuations in the flow 
(vortex sheet-like or vortex tube-like structures of turbulence at small scales). 
Kolmogoroff himself modified his law somewhat by taking into account the 
intermittency (spatial and temporal) of turbulence at small scales (Kolmogoroff, 
1962; see also Obukhoff, 1962). Nevertheless, both theoretical and observational 
evidence suggests that the correction, if any, is rather small. Scatter in the 
observational data makes it hard to discern any systematic deviations, and for all 
practical purposes, the Kolmogoroff -5/3 law can be considered to be a rather 
universal behavior of small scales in a turbulent flow. 

The parameter most often measured in the laboratory and in the field is the 
one-dimensional (longitudinal) spectrum defined by 

2/3 . -5/3 
E i i ( k i ) = a i 8 ^ ^ ^ k (1.5.3) 

where the subscript 1 indicates the flow direction. Sreenivasan (1995) finds ai -
0.53 as the average value of all the data he has examined. Mostly based on a 
compilation by Yaglom (1981), Hogstrom (1996) concluded from a careful 
examination of 32 data sets from the laboratory, the atmosphere, and the ocean 
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that this value is 0.52 ±0.01. Figure 1.5.3 shows ai plotted against the Reynolds 
number based on the Taylor microscale. Local isotropy implies a = 3.66 ai and 

oo 

therefore a ~ 1.91. Since \xl = | Eii(ki)dki (see Section 1.10), the transverse 
0 

spectra are related to the longitudinal one by E22(ki) = EssCki) = (4/3) Eii(ki), if 
local isotropy prevails. 

Since the spectrum of the longitudinal velocity fluctuations in the surface 
layer of the atmospheric boundary layer (ABL) obeys similarity rules (see 
Section 3.3), and the von Karman constant (K) is part of the expression for the 
spectrum, it is possible to derive the value of the Kolmogoroff constant from the 
well-known value of the von Karman constant. Kaimal and Finnigan (1994) find 

that ai « K^^ ,̂ and for K = 0.4, aj = 0.54. 

Kolmogoroff s theories assume the overall flow of energy in spectral space is 
one way—from large eddies down the spectrum to small eddies. While this is 
true overall, there is often a reverse flow from small eddies to larger ones 
locally. This is called scattering, as well as negative viscosity. Some LES models 
try to parameterize this effect. The overall impact of this scattering on spectral 
characteristics of turbulence is still rather uncertain. 
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Figure 1.5.3. One-dimensional Kolmogoroff constant plotted against the Taylor microscale for a 
large number of spectrum measurements. Note the apparent universality of the constant in spite of 
the large scatter (from Sreenivasan 1995). 
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1.6 VON KARMAN LOGARITHMIC LAW 
OF THE WALL 

Another very important "universal" turbulence law is the one related to the 
behavior of turbulence close to a boundary. This important law can also be 
derived from dimensional analysis. Adjacent to an unbounded wall, if the spatial 
scales of variability along the wall are much larger than those perpendicular to 
the wall, then in a region close to the wall the various fluxes (the momentum 
flux, the heat flux, etc.) remain approximately constant with distance from the 
wall. This region is called the constant flux layer. In the constant flux region of a 
neutrally stratified turbulent boundary layer (see Chapter 3 for a generalization 
to stratified flows), the momentum flux, or the shear stress T, is constant. It is 

1/2 
then possible to define a velocity scale u* =(x /p) , called the frictional 
velocity, which is the scale of the turbulent velocity fluctuations in the layer. 
Sufficiently far away from the outer regions of the boundary layer, where the 
thickness of the boundary layer 5 is the relevant length scale, and far away from 
the immediate vicinity of the wall, where the viscous scale v/u* is the relevant 
length scale (for a smooth wall—for a rough wall it is ZQ, the roughness scale), 
the only relevant length scale is the distance from the wall, z. Thus, the external 
parameter dU/dz, the mean shear, has to be scaled by u* and z. 

f . - ' - ,1.6.1, 
dz z 

which can be readily integrated to yield 

— = - l n z + C (1.6.2) 
U* K 

where K is the von Karman constant (0.40-0.41) and C is the integration 
constant. This is the famous logarithmic law of the wall, derived independently 
by both von Karman and Prandtl and called the von Karman (often the Karman-
Prandtl) universal logarithmic law of the wall (Karman, 1930; Prandtl, 1932). 
The value of this constant has been measured in a wide variety of flows in the 
laboratory that indicate a universal value of -0.41. Some early measurements in 
the atmosphere (Businger et al, 1971) suggested a much smaller value of 0.35, 
and this led to speculation for a while that the constant may not be universal, but 
instead a function of the salient nondimensional number in the flow (for 
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example, the Rossby number—see Section 3.2). Careful reexamination of the 
errors involved (Purtell et al, 1981; Hogstrom, 1996) and more recent 
observations (Zhang et al, 1988) and laboratory measurements (Raupach, 1981; 
Raupach et al, 1991) indicate that the constant is indeed a constant with a value 
of around 0.40±0.01. 

Both the Kolmogoroff law for the inertial subrange and the von Karman law 
of the wall can also be obtained by appealing to asymptotic matching principles 
expounded originally by the Nobel laureate Clark Millikan to derive the 
logarithmic law of the wall (Millikan, 1939). The argument goes as follows. Far 
away from the wall, the normalizing length scale is the thickness of the boundary 
layer 5, the normalizing velocity is the friction velocity u*, and therefore the 
mean velocity (or, more appropriately, the defect or the departure of the mean 
velocity from the free stream velocity) can be written as 

(U-Uo)/u* = F(Z), where Z = z/5 (1.6.3) 

This is the outer law. In fact, all variables in the flow, such as the dissipation 
rate, must scale with u* and 8. In the viscous layer adjacent to the wall, on the 
other hand, the normalizing variables are u* and the viscous scale v/u*, so that 

U/u* = f(z+), where z+ = u* z/v (1.6.4) 

This is the inner law. For a rough wall, the length scale is ZQ and the law of the 
wall can be derived using the same arguments. In the region far from the wall 
and far from the edge of the boundary layer, both laws must be valid, provided 
the limits z+ -> oo and Z ^ 0 are taken simultaneously. In other words, there 
exists an overlap region where both laws must hold simultaneously. The 
matching requires that the velocity gradients be the same in that limit: 

dU/dz = (u*/8)(dF/dZ) (1.6.5) 

dU/dz = (u.' /v)(df/dzj (1.6.6) 

Equating the two expressions and rearranging, 

Z dF/dZ = z+df/dz+ (1.6.7) 

The left-hand side (LHS) is a function of only Z and the right-hand side (RHS) is 
a function of only z+, and therefore equality demands that both be equal to a 
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constant = K~\ Integrating the resulting expressions, 

37 

and 

F(Z)=(l/K)ln(Z) + Ci 

f(zj = (1/K) ln(z+) + C 

both vahd for z+ » 1 and Z « 1. These expressions give 

U/u* = (1/K) ln(z+) + C 

the logarithmic law of the wall (Figure 1.6.1), and 

(U-Uo)/u* = (1/K) ln(z/5) + Ci 

(1.6.8) 

(1.6.9) 

(1.6.10) 

the velocity-defect law (Coles, 1956) or Cole's law of the wake (Figure 1.6.2). 
Thus, by appealing to matched asymptotic expansions (singular perturbation 
theory), we have been able to derive both the outer wake law and the logarithmic 
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Figure 1.6.1. Mean-velocity distribution adjacent to a smooth wall, showing the logarithmic 
distribution away from the viscous region close to the wall and the wake region near the edge of the 
turbulent flow (note: X2 is z; theoretical curves from Hinze 1976; data sources are listed in Hinze, 
1976). 
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Figure 1.6.2. Velocity distribution in a turbulent shear flow showing the Coles law of the wake 
(from Hinze 1976). Note: X2 is z. 

law of the wall. Appealing to similarity theory or dimensional reasoning gave us 
only the law of the wall. Clark Millikan was the one who developed the matching 
procedure in 1939, but a rigorous mathematical technique of matched asymptotic 
expansions was not formalized until the fifties. 

The corresponding "outer" law for turbulence in spectral space is 

E(k) 
F(k^) (1.6.11) 

This functional relationship is not universal and is different for different classes 
of flows, since it is characterized by the macroscale which depends on the mean 
flow. The important thing is that the functional relationship does not involve 
viscosity v, since we postulate that the direct action of viscous forces on the 
large eddies is neghgibly small. In the dissipative range of the spectrum (toward 
the high wavenumber end of the spectrum), E should be independent of the large 
scales and depend only on the viscosity and the dissipation rate. In other words. 
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Kolmogoroff microscales are the normalizing variables ( i does not occur in the 
relationship): 

TiE/v^=f(kr|) (1.6.12) 

This is the "inner" law, the Kolmogoroff law for the equilibrium range. Now 
imagine an intermediate range of the wavenumber spectrum (kg « k « kd). 
Here the two laws must hold simultaneously in the asymptotic sense, that is, as 
kr| ^ 0 and k^ ^ c>o simultaneously. There must exist an overlap or matched 
region where both the inner (dissipative) and the outer (macroscale) laws must 
have proper Umits. Matching (e.g., Tennekes and Lumley, 1982) gives 

F(kl) = a(k^)"^^^ 

f(kTi) = a (kri)-̂ ^̂  (1.6.13) 

The latter, along with Eqs. (1.6.12) and (1.4.1), gives E(k) = oĉ ^̂ V^̂ ^ the 
Kolmogoroff inertial subrange law. 

1.7 GOVERNING EQUATIONS 

In order to determine the present and future state of a turbulent fluid, it is 
necessary to apply the laws of fluid mechanics and thermodynamics to the flow. 
However, since turbulence is random, a statistical method for determining the 
mean properties of the flow is required. We will first discuss the governing 
equations of the flow and then describe Reynolds averaging, the statistical 
procedure used to derive the governing equations for turbulence. 

Turbulent flows are governed by one or another variant of the Navier-Stokes 
equations, since continuum approximation is quite adequate to characterize 
turbulent flows, because even at the very high Reynolds numbers characteristic 
of geophysical flows, the smallest turbulence microscales are several orders of 
magnitude larger than the mean molecular free path. Only in the very rarefied 
regions of the upper reaches of the Earth's atmosphere does one have to relax the 
continuum approximation. At any instant in time, the mass, momentum, and 
scalar are conserved in the flow and these conservation equations can be written 
in tensorial notation as 

- ^ = 0 (1.7.1) 
OX: 
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^ ^ j ^ C i . "i)-»J. 4 6. = ~ ^ + ^ K ) - S . P8 (1.7.2, 

ae 3 
-+- (fi.e)=-

/̂  

3t 3xt ^ "̂  3x k "^k 

30 

3xv 
K j ' (1.7.3) 

Note that in these equations, Einstein's summation convention appHes, meaning 
a term involving repeated indices implies summation over all possible 
combinations of index values. For example, iij Uj =uf+U2+U3 (e.g., 
Batchelor, 1967). The quantity e^y^i is a third-order, skew-symmetric tensor, 

called the alternating tensor. It is equal to +1 if i, j , k are in cyclic order, - 1 if i, 
j , k are in anticyclic order, and 0 if any two of the i, j , k indices are equal. For 
example, 

^123 =^231 = 1 ' ^321 =^213 = ~ 1 ' ^112 =^232 = 0 

We have used the Boussinesq approximation in these equations, meaning that 
the density of the fluid is considered constant as far as its mass is concerned, but 
density variations are retained in buoyancy considerations. In other words, 
density is regarded as constant unless it is multiplied by gravity. This is a very 
good approximation for most geophysical flow phenomena. 

These equations are for an incompressible flow with a single property 9 , 
temperature, affecting the buoyancy of the fluid. Extension to geophysical fluids, 
where usually two properties govern the density (temperature 0 and salinity S 
in the oceans, and temperature and specific humidity in the atmosphere), is 
straightforward but requires an additional conservation equation as well as the 
equation of state relating density to these properties (see Appendix B for general 
equations of state for oceans, freshwater lakes, and the atmosphere). For the 
oceans, a linearized equation of state can be written as 

p = p,+[p(0-0J + ps(S-S,)] (1.7.4) 

Subscript r denotes reference values and p and ps are coefficients of expansion 

and are functions of 0 and S in general, but a good approximation at normal 

0 and S values is p «- - 0.16 kg m"̂  °C"̂  and p s - 0.75 kg m"̂  psu"\ In general, 

a complicated equation of state is needed for the oceans (see Appendix B for the 
widely used UNESCO equation of state). For the atmosphere, specific humidity 
is important for density considerations. The water vapor-laden atmosphere can 
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be treated as a mixture of ideal gases and the Clasius-Clapeyron equation can be 
used to obtain the necessary equation of state (Appendix B). 

The instantaneous velocity and pressure are denoted by Uj and p . We use a 
right-handed coordinate system with X3 directed positive upward, and Xi in the 
zonal and X2 in the meridional directions. Note that 

g j= -S j3g (1.7.5) 

where the quantity 8ij is the Kronecker delta (equal to 1 if i = j , but 0 if i T̂  j). 

dij is the second-order, symmetric viscous stress sensor. 

G-- =2v — 
1 I 3ui_ 9uj^ 

3xj 9xj 
= 2vS, (1.7.6) 

where Sy is the instantaneous rate of strain; v is the kinematic viscosity. As can 

be seen from Eq. (1.7.6), viscous stress occurs because of shear in the fluid. This 
shear acts to deform the fluid, and can act in any of the three Cartesian directions 
on any of the three sides of the fluid, creating nine components, of which only 
six are independent. 

Note that as far as possible, we will deal with kinematic quantities in this 
book, meaning quantities normalized by the density p of the fluid. This 
simplifies dimensional analysis and scaling arguments, since the units are then 
length and time only (meter and second). Therefore, Gy is the kinematic stress 

tensor equal to the viscous stress tensor divided by density p. Note also that 

kinematic viscosity v = |i / p , where |Li is the molecular viscosity. Similarly, 

thermal diffusivity k^ = K^/pCp , where KT is the thermal conductivity and Cp is 

the specific heat. Both v and k-̂  have units of m^ s~\ We have assumed a 

Newtonian fluid in Eq. (1.7.6), implying a linear constitutive relationship— the 
viscous stress in a fluid medium is proportional to the rate of strain in the fluid 
(the stress is however proportional to the strain in elastic media, the so-called 
Hooke's Law). 

The stress tensor dy is often defined to include pressure terms: 

^i j=-p8ij+2vsi j (1.7.7) 

The deformation of a fluid parcel as it is being advected around consists of two 
components, the rotation and the strain; only the latter contributes to the stress. 
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The deformation rate 3ui / 3xj can therefore be written as 

ax 
Sij+iij (1.7.8) 

J 

where Sy is the symmetric strain rate tensor and ĵ is the skew-symmetric 

rotation tensor: 

^̂^ = 2 —-+—-
''-2 

(1.7.9) 
1 I aUi 9uj 

dx: dxj 

Vorticity is an important aspect of fluid flows. It is the curl of the velocity and 
figures prominently in turbulence, since turbulent flows are highly vortical: 

«>i=eijk 3 ^ (1.7.10) 

The vorticity vector and rotation tensor are related: 

^i = % fkj; iij = - % G>k (1.7.11) 

Vorticity dynamics plays a major role in fluid flows, because of the angular 
momentum conservation arguments related to a fluid parcel. In geophysics, 
vorticity plays an even more important role due to the existence of a background 
vorticity f j . , called planetary vorticity, that dominates all aspects of large scale 

flows on the rotating Earth and is important often in small scale processes as 
well. 

Quantity f̂  is the rotation vector, and the terms involving f̂  in Eq. (1.7.2) 

are the Coriolis acceleration or Coriolis force terms. Coriolis forces are fictitious 
forces that appear when the equations are written in a rotating frame of reference 
appropriate to geophysical fluid flows. They do not do any work and therefore 
f^ does not appear in any energy equation (for example, the TKE equation); 

they drop out. They are there in momentum equations simply because an 
unaccelerated motion in an inertial frame of reference appears accelerated in a 
rotating coordinate system which is noninertial, and vice versa. This requires 
introducing fictitious force terms in the equations of motion in a rotating 
coordinate frame. On any point on the the surface of a sphere, such as the Earth, 
fkhas three components, zonal fi, meridional f2 and vertical f^. Term fi, the zonal 
component of rotation, is by definition zero. For most dynamical considerations. 
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f2 can be ignored (f2 = 2Q cos 0) . Therefore, only the vertical component need 

be retained, 

4=8k3 2Qsin0 (1.7.12) 

where Q is the angular velocity of Earth's rotation (0.707 x 10^ s~^) and 0 is 
the latitude. However, near the equator, f 2 has to be retained. 

1.7.1 REYNOLDS AVERAGING 

Equations (1.7.1)-(1.7.3) are for instantaneous quantities and we are usually 
more interested in averaged quantities in a turbulent flow, such as the average 
shear stress and the average velocity. There are three types of averaging 
procedures possible: 

1. Time averaging: 

1 

Ui (xi ,t) = LimT^„ ^ jfi; (xi , t ) d t (1.7.13) 
-T 

2. Spatial averaging (or volume averaging in some considerations): 

1 

U^ (xi , t) = Lim,,^^ ^ J "' (''i '^^^""^ ^̂ •'̂ •̂ '̂ ^ 

3. Ensemble averaging: 

1 ^ 
Ur (xi ,t) = LimN^^ -J^u^; (xi , t) (1.7.15) 

For statistically stationary turbulence, Uj = Uj (x^ only) in Eq. (1.7.13). In Eq. 

(1.7.14) we have defined an average only in the Xi direction. For homogeneous 
turbulence, the Xi dependence drops out from the left-hand side of Eq. (1.7.14), 
just as time drops out of the left-hand side of Eq. (1.7.13) for statistically steady 
or stationary turbulence. Equation (1.7.15) describes averages over ensembles of 
N reaUzations and involves the PDF of Uj. Since 

r P ( i i i ) d i i i = l (1.7.16) 
J -00 
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Eq. (1.7.15) can be written as 

Uf (xi,t) = J2ui(Xi,t)P(ui)dUi (1.7.17) 

No summation is implied in either Eq. (1.7.16) or Eq. (1.7.17). 
For a stationary, homogeneous turbulent flow, by virtue of the ergodic 

hypothesis, 

Ui(xi ) = U^Xi) = Uf(xi) (1.7.18) 

While stochastic methods imply ensemble averages, most of the time we appeal 
to the ergodic hypothesis and consider only time averages. Also, we cannot, 
strictly speaking, take the limit T —> ©<> in Eq. (1.7.13) for time-dependent flows, 
which most geophysical flows are. We then imply that the averaging interval is 
large in some sense compared to the timescale of the turbulent fluctuations, yet 
small compared to the timescale of change of the mean flow itself. 

Equations (1.7.1)-(1.7.3) can be averaged subject to the following rules: If 

A=A+a, B=B+b, where bars denote averaged quantities (by definition, 

a=b=0), then 

A = A 

AB = AB 

Aa = 0 (1.7.19) 

AB = AB+ab?tAB 

so that the average of a product of two averaged quantities does not change the 
product, the average of an averaged and fluctuating quantity is zero, and the 
average of the product of fluctuating quantities is nonzero. Let us now write each 
instantaneous quantity in Eqs. (1.7.1)-(1.7.3) as the sum of an average quantity 
and a fluctuating quantity: 

(1.7.20) 

Throughout the remainder of this book we will use capital letters to denote 
averaged quantities and small letters for fluctuating or turbulent quantities. 

Ui 

e= 
p= 

^i j 

-U i+U; 

= 0+e 
:P+P 

l=^ i j+<^ i j 
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We now use Reynolds averaging to separate the equations for the mean flow 
quantities from those for the turbulent flow quantities. We substitute Eq. (1.7.20) 
in Eqs. (1.7.1)-(1.7.3) and take an ensemble average, resulting in equations for 
mean flow quantities. The equations for the mean flow, that is, the equations for 
averaged quantities, are 

3xi 
= 0 (1.7.21) 

^ ^ j 9 / T T XT \ ^ XT 1 3P a ^ 

3t 9 x k ^ J / J po 3x j dXk 

3 
(1.7.22) 

.g,p6-—Ku,) 

— + - — ( U k 0 ) = 
31 3 Xk 3 Xk 

3 0 

9xk ^ 

3 

3xk 
(ukO) (1.7.23) 

These are called Reynolds-averaged equations. The process of taking ensemble 
averages to derive these is called Reynolds averaging. It is named after Osborne 
Reynolds, a fluid dynamicist who performed the very first experiments to 
demonstrate the onset of turbulence in a pipe flow by using a dye injected at the 
center line. Above a certain flow rate (or more appropriately, a Reynolds 
number), the dye line becomes chaotic and dispersive. Reynolds called this 
"sinuous motion" (Reynolds, 1895), not "turbulent motion." Who first coined the 
word turbulent is not known. 

The quantity Zy is the mean viscous stress tensor and involves the kinematic 

molecular viscosity v. The quantity Xy = -po UjUj is the turbulent stress tensor 

or the Reynolds stress tensor. The Reynolds stress tensor exists only when the 
fluid is in turbulent motion. The transfer of momentum by turbulent eddies acts 
to deform the fluid exactly as we would observe if we applied a force; hence the 
use of "stress" in the designation. Xy is a symmetric tensor (Xy = - Xy), as all 

stress tensors are. It is determined solely by the fluctuating velocity components 
of the flow. The diagonal terms are normal stresses (pressures) and are related to 
the turbulence kinetic energy (TKE): 

TKE = -Xii = - B ^ ^ = P^q2 (1.7.24) 
2 " 2 ' ' 2 ^ 

Quantity q̂ , the trace of Xy , indicates the intensity (or violence) of turbulence. It 
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also determines the turbulence velocity scale q. The stress tensor has six compo-

nents: three normal Reynolds stresses, -po (uf ,U2 ,U3 J, and three tangential 

Reynolds stresses, -po (uiU2 ,U2U3 ,U3Ui). 

The quantity Qj=-poCpUj0 is the turbulent heat flux vector or the 

Reynolds heat flux. As with the momentum flux, this is a transfer of heat due to 
eddy motions in a turbulent fluid. For stratified fluids, it is more conunon to 
consider turbulent buoyancy fluxes, because these are the quantities that affect 
flow dynamics: 

q „ = P g i i ^ (1.7.25) 

For a fluid with an equation of state involving two variables (temperature 0 and 

salinity S , for example), it is more appropriate to talk about density fluctuations 
and buoyancy fluctuations. 

qbi=—UiP = Uib (1.7.26) 
Po 

where b = p/po is the buoyancy. The corresponding term in Eq. (1.7.22) that 
replaces gj (3 0 is gj p / Po . Note that it is the density, or more appropriately 

the buoyancy fluctuations that affect the flow dynamically, that too only when a 
gravitational field is present, and not the temperature or salinity or humidity 
fluctuations individually. 

Fluid flows involve conversion of energy from one form to the other, while 
the total energy of the flow is conserved. Molecular friction converts the kinetic 
energy of both the mean flow (MKE) and the fluctuations (TKE) into heat 
energy—it acts to dissipate the kinetic energy of the fluid. In a gravitational 
field, there exists potential energy as well. For stably stratified flows, which most 
geophysical flows are, work has to be done to displace a fluid particle in the 
vertical. This usually comes at the expense of TKE and results in an increase in 
the potential energy (PE) of the system. In fact, the fraction of TKE converted to 
PE can be regarded as the efficiency of turbulent mixing. It is therefore desirable 
to look at the equations governing the MKE (KM) and TKE (K). First we need to 
derive the governing equations for turbulent (fluctuating) quantities. This can be 
done by simply subtracting Eqs. (1.7.21)-(1.7.23) (the equations for averaged 
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quantities) from Eqs. (1.7.1)-(l-7.3) (the equations for instantaneous quantities), 
du, 

3X: 
^ - 0 

au — ! - + — - ( U k uj +Uj Uk +Uk Uj -UkUj)+ejki 4 u, 

— — ^ + - — O k j - g j p e 
po 3xj 3xk 

(1.7.27) 

(1.7.28) 

where 

89 a —+-^(euk +Uk e+Uk e-u^e)-— 
dt dxv ^ '̂  ox . 

Ky 

aij=Po-2vSij 

^3ui dnA 1 
'J 2 - + -3x i 3xj 

(1.7.29) 

(1.7.30) 

(1.7.31) 

is the strain rate of fluctuations. The mean kinetic energy and turbulence kinetic 
energy are defined by 

1 1 
K M = - U J U J , K=-UjUj (1.7.32) 

It is a simple matter to multiply Eq. (1.7.22) by Ui, replace index j by i in Eq. 
(1.7.22) and multiply by Uj, add the two equations to derive the equation for the 
rate of change of UiUj, Reynolds average, and sum up terms following the 
Einstein summation convention to derive the equation for the MKE: 

' K „ . ^ , U , K „ ) . - J - ^ ( U , P ) . ^ 
at 

n ^ L 
2vUiSij-UiUj U; 

+ U i U j S y - 2 v S y S y - g j P U j e 
IV V VI 

(1.7.33) 

Note that the Coriolis terms drop out. As mentioned earlier, this is due to the fact 
that these are fictitious forces that do no work and therefore do not contribute to 
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the kinetic energy. Because of incompressibility, deformation work done by 
pressure forces PSjj vanish and do not appear in Eq. (1.7.33). 

The rate of change of MKE as the fluid particle is advected past a point 
consists of changes due to work done by pressure (I), transport of MKE by 
viscous stresses (II), transport of MKE by Reynolds stresses (III), extraction of 
energy by turbulence (IV), viscous dissipation (V), and work done by or against 
gravitational force (VI). Terms I, II, and III are flux divergence terms and cause 
transfer from one part of the fluid to another. Their volume integral inside a 
closed surface must be zero. Viscous dissipation results from the action of 
viscous stresses Xy Ŝ  and is related only to the strain-rate portion of the 

deformation rate of a fluid parcel, and not its rotation rate or vorticity. Viscous 
terms II and V are usually negligible. 

The equation for TKE can be derived by a similar procedure but using Eq. 
(1.7.28) instead, resulting in 

I 

-T- + ̂  (UkK) + - — -UkUjUj = — UkpH 
at axk axk 1̂2 ' j po axj, ^ ^ 

r m 

axt 
2v UkSkj 

rv v VI 
-UiUjSij-2vSijSij-gjpUje 

(1.7.34) 

The most important equation governing the evolution of turbulence is Eq. 
(1.7.34) for its TKE. Here, term I represents the turbulent transport of TKE by 
eddies; term II represents the transport due to pressure fluctuations; and term III 
represents the transport of TKE by viscous stresses. These are all flux 
divergence terms and so do not constitute a net source or sink; they just 
redistribute TKE from one part of space to another. They are also called 
diffusion terms. Usually term III is much smaller than term I and can be 
neglected; turbulent diffusion dominates by far the viscous diffusion. 

The most important terms in Eq. (1.7.34) for TKE are IV, V, and VI. The 
most important term in Eq. (1.7.33) for MKE is the work done by the Reynolds 
stresses (IV) that extracts energy from the flow and deposits it into turbulence. It 
represents a sink term for MKE, but a source term for TKE. If Eqs. (1.7.33) and 
(1.7.34) are added to get an equation for total KE of the flow, this term would 
vanish. Term IV is called the shear production term. Reynolds stresses, acting on 
the mean strain rate or mean shear, extract energy from the mean flow and put it 
into fluctuations. The shear production of turbulence or just shear production is 

au: 
Ps = -Po UiUj Sij =-po UiUj - ^ (1.7.35) 
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It is an important source term for TKE. Term V is the work done by viscous 
stresses acting on the fluctuation strain rate. This is the viscous dissipation term 
8: 

£=Po2vSijSij (1.7.36) 

This is an important sink term for TKE. Note that despite the appearance of v in 
the term, it is not small enough to be neglected. Turbulence dynamics is such 
that no matter how small v is, Sy, the strain rate of fluctuations, becomes large 
enough to dissipate whatever energy needs to be dissipated. As we saw earlier, 
the dissipation of TKE is independent of v and can be written as 

E-q^ /i (1.7.37) 

Term VI is the buoyancy production (destruction) term. In the presence of a 
gravitational field, fluid stratification implies conversions between potential and 
kinetic energies in the fluid. For unstably stratified fluids, the buoyancy flux term 
VI adds to the KE of turbulence; it constitutes a source term. For stably stratified 
fluids, flow has to work against gravitational forces. Energy is extracted from 
turbulence and converted to potential energy by the buoyancy flux term; it then 
becomes a sink term for TKE. 

Most often, the principal balance in Eq. (1.7.34) is between terms IV, V, and 
VI. There exists an approximate balance between production and destruction of 
turbulence, that is, between the source and sink terms. This is called the local 
equilibrium or superequilibrium condition. If we recall that only g3 is nonzero (gs 
= -g) and write Eq. (1.7.34) in terms of buoyancy fluxes, the equilibrium 
approximation yields (putting U3 = w) 

-UiUj Sij-2vSijSij+pgwe = 0 (1.7.38) 

or 
Ps-e-qb=0 (1.7.39) 

where q̂  = bw = -pgw0 = (g / po) pw is the buoyancy flux. For stable stratifi-

cation, w9 < 0 (qb > 0, pw > 0), and for unstable stratification, w0 > 0 (qb < 0, 

pw < 0). The ratio 

R^^^q^Jg^)pw^_-gPwe ^̂ ^̂ ^̂  
Ps -UiUj Sjj -UiUj (3Ui /3xj) 
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is called the flux Richardson number (If the horizontal axis is oriented along the 
mean flow direction, then the denominator can be approximated as 

-uw(3U/3z) . For stably stratified fluids, Rif determines the efficiency of 

mixing qb/Ps, since it is the turbulent eddies that sacrifice some of their TKE to 
entrain and lift heavier fluid (in the oceans) or lower lighter fluid (in the 
atmosphere) against gravitational forces into the mixed layer, often past a stable 
buoyancy interface. Since most of the TKE is normally just dissipated, this 
efficiency is usually small; Rif seldom exceeds 0.2 in geophysical flows. 

However, it is traditional to define (erroneously) the mixing efficiency as 
Ym =-gpw6/8 = (g/po)pw/8 = b w / 8 , the ratio of the buoyancy flux to the 
dissipation rate, the knowledge of which enables inference of heat flux from 
dissipation rate measurements. For turbulence in local equilibrium (production 
balancing destruction), it is related to Rif by 

Y^=Rif(l + Rif)-^ (1.7.41) 

Moum (1996a) recommends that it be called the dissipation flux coefficient; 
however, traditionally entrenched notations are hard to change. 

Stably stratified fluids are characterized by a stable density gradient: 

^ < 0 or ^ > 0 (1.7.42) 
dz dz 

It is possible to define a frequency N (equivalently, a period Tb) associated with 
stable stratification: 

N = - — ^ or P g — ' 
Po oz I dz 

(1.7.43) 

Tb=27c/N (1.7.44) 

N is the buoyancy frequency, also called the Brunt-Vaisala frequency, that 
characterizes free oscillations in stably stratified fluids. A fluid particle, if 
displaced vertically, undergoes vertical oscillations with a frequency N (or 
period Tb), before viscous damping returns it eventually to its equilibrium 
position. The significance is that internal wave motions of frequency CO can exist 
in stably stratified fluid only if co < N or the wave period is larger than Tb. N is 
imaginary and hence undefined for unstably stratified fluids. Another important 
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number in stratified fluids is the gradient Richardson number Rig: 

-(g/po) 
Ric 

az gp 30 
az 

au, au, "i rau, au, "i 

az az az az 

(j=1.2) (1.7.45) 

It can also be written as N /̂f̂ ,̂ the ratio of the square of the ratio of the 
buoyancy frequency to the frequency associated with mean shear. Its significance 
is that it determines the stabihty of sheared stably stratified flows. For Rig > 
0.25, the inviscid theory of Miles (1961, 1963) and Howard (1961) says the flow 
should be stable. Rig being everywhere greater than 0.25 ensures the flow is 
stable and laminar. Rig < 0.25 is necessary for instability. The energy needed for 
fluid motions against gravity is provided by the mean shear. For turbulent flows 
in stably stratified flows. Rig < 0.25. 

For completeness, we will also include an equation for the variance of 
temperature by multiplying Eq. (1.7.29) by 9 and taking ensemble averages: 

ae' _a 
at ^a '-S-^^'YTrS^^"') 

. ae^ , ^ ao 
= kT 2uke 

IV 

2k. ae ae 
axî  ax]̂  

(1.7.46) 

Term I is the transport of the variance by turbulence and term II is the very 
small and negligible diffusion by molecular processes. The most important terms 
are III, production of temperature variance P ,̂ and IV, its dissipation, often 
denoted by N^ or 8̂ . There exists a rough balance between these two terms: P̂  = 
NQ. Similar equations can be written for specific humidity variance in the 
atmosphere and salinity variance in the oceans, and there also there exists a 
rough balance between production and dissipation of these variances: Pq = Nq 
and Ps = Ns. Microstructure measurements in the oceans can provide the value 
of e and N^ (measurement of Ns is much harder), thus enabling the production 
terms and hence turbulent fluxes of momentum and heat to be inferred. In both 
the atmosphere and the oceans, P̂  can be well approximated by 
PQ ~ - 2 w 6 ( a 0 / a z ) . If one assumes local small scale isotropy, then 
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80 ~6kT(30/3z) . Putting - W 0 = KH (30 /3z ) , where KR is the turbulent 
heat diffusivity, and assuming turbulence to be in local equilibrium so that the 
production and destruction of temperature variance balance, P̂  = 8̂ , one gets 

KH-3kTCo; Co = | £ l f ^ | (1.7.47) 

where Co is the one-dimensional Cox number, one-third the value of the three-
dimensional Cox number. The significance of this is that Co can be estimated 
from microstructure measurements in the ocean (Osbom and Cox, 1972). On the 
other hand (Osbom, 1980), 

-wp _ wb _ Ym̂  _ f̂ if ^ 
(ap/az) N^ N^ ( l -Rif)N^ ^ p - 7 ^ i 7 & Y - ^ = ̂  = — r ' ^ (l-̂ -4«) 

using the definition of y^ and Eq. (1.7.41). By assuming a value or upper bound 
for Rif, it is possible to deduce the vertical scalar diffusivity in the ocean from 
measurements of the dissipation rate of TKE by microstructure profiler 
measurements. These indicate a nearly universal value of 10"̂  m^ s~̂  for Kp in the 
abyssal oceans. 

Assuming turbulence in local equilibrium, the temperature variance equation 

(1.7.46) gives -2w0(a0 /az) = 80, SO that the mixing efficiency is 

Yjn =gP80 [28(a0/az) j . Since both 8 and 8̂  can be measured by 

microstructure profilers in the ocean, Ym can be measured. However, the values 
are widely scattered with the mean values around 0.1-0.4 (Moum 1990), 
although most recently Moum (1996a) indicates a value around 0.25-0.33, 
somewhat higher than the value most often used (0.2) from laboratory 
measurements. 

The free convective limit of turbulent flows is frequently attained in 
geophysical flows. In this case, shear is absent and the turbulence in the fluid is 
driven by the heating from the bottom or cooling from the top. In this case, the 
term IV is zero in (1.7.34) and the principal balance in the TKE equation is 
between the buoyancy production term VI and viscous dissipation term V. The 
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salient governing quantity is the Rayleigh number, Ra = gpAGh"̂  /(vkj) , where 

A0 is the temperature difference between the top and the bottom of the fluid 
layer of height h (a heat flux-based Rayleigh number can also be defined—see 
Chapter 4). In the ABL and OML, Ra can reach values as high as 10^^-10^ .̂ 
Enormous literature exists on free convection, a classic fluid mechanical 
problem, but most of the theoretical and observational studies pertain to rather 
low Ra values (10" -̂10 )̂ clustered around the critical value for transition. 
Investigations of very high Ra turbulent convection are relatively few. An 
excellent review of high Ra convection can be found in Siggia (1994). 

Another important nondimensional quantity in free turbulent convection is the 
Nusselt number (Nu), which is the ratio of the transport of heat by turbulence to 
the transport of heat by molecular diffusion. The traditional relationship between 
Nu and Ra (Nu ~ Râ ^̂ ), which is defined by the heat flux between two flat plates 
in the high Rayleigh number free convection limit, can be obtained through 
classical scaling arguments. The argument goes as follows. Let 

Nu = 
k x ( A 0 / h ) 

^gpAQh^ ^" 

vkT 
= Ra" (1.7.49) 

be the asymptotic power law for Ra -^ oo^ where Q is the kinematic heat flux and 
A0 is the difference in temperature between the plates placed a distance h apart. 
The thermal layer adjacent to the plates is exceedingly thin at high Ra values, 
and therefore it is argued that the two boundary layers in thermal convection do 
not communicate with each other and hence the distance between the two plates 
is irrelevant to the expression for the heat flux in the asymptotic limit. For h to 
drop out of the power law relationship, n must be 1/3. 

Recent laboratory observations have shown departures from this classical 
asymptotic power law relationship between Nu and Ra. The relationship appears 
to be Nu ~ Râ ^̂  instead. This is due to the persistent coherent large scale 
buoyancy-driven circulation at Ra values as high as 10̂ "̂ . The shear due to this 
circulation modifies the thermal boundary layers, whose behavior is ultimately 
responsible for the heat flux. The existence of this circulation also invalidates the 
basic assumption underlying the argument that leads to the 1/3 law. The two 
thermal layers do communicate via the large eddies, and this introduces the 
distance between the plates as an additional length scale. While modification to 
the scaling arguments can provide the 2/7 power law (see Siggia, 1994), it is not 
yet clear if this power law is really obtained at the very high Ra numbers (10^ )̂ 
typical of geophysical flows, which are also free of the lateral boundaries that 
constrain convective flows in a laboratory apparatus. Most work in geophysical 
flows related to high Rayleigh number turbulent convection relies on the 1/3 law. 
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1.8 TURBULENCE CLOSURE 

Equations (1.7.21) to (1.7.23), the governing equations for the mean 

quantities, contain second moments UjUj and Uj9. Therefore, these equations 

are not closed; there are more unknowns than equations, as there are six 
components of the Reynolds stress tensor and three components of the Reynolds 
heat flux vector that are unknown. In order to obtain the governing equations for 
these second moments using Eqs. (1.7.27)-(1.7.29), the following procedure is 
used. First, multiply Eq. (1.7.28) by Ui to derive an equation for Uj 3uj / 3 t , 

switch indices i and j , add the two equations to get an equation for 3 (UjUj j / 3 1 , 

and then take an ensemble average to get an equation for the rate of change of 

the negative of the Reynolds stress 3 (-UjUj J/3t . Similarly, from Eqs. (1.7.28) 

and (1.7.29), it is possible to derive an equation for the rate of change of the 

negative of the turbulent heat flux 3 (-Uj01/ 3t. This equation involves the term 

0^, for which an equation can once again be derived from Eq. (1.7.29) in a 
similar fashion. The resulting equations are 

|^{^i-.) + ̂ {u .UiU, )+ ^ 
3x 

dXj dXj 

m 

• 3U, -
- U v U ; UvU 

3U, 
-^k"i 3xi, 

k " j 3xv 

U k U i U j - V - — UiUj 
I ^^k 

n 

fk(ejklUiUi+£ikiUiUj) 

IV 

(1.8.1) 
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9p + 6 ^ + e j k , fkU,e = 
IV 

m 

-UjUk 
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ax k 9xk 

vm 

(1.8.3) 

In these equations, terms labeled VIII are dissipation terms; terms labeled V 
are production from the action of second moments against mean gradients; and 
terms labeled VI are buoyancy production (destruction) terms. There are also 
rotational terms that are normally negligible (IV), and flux divergence terms that 
represent spatial redistribution by turbulence transport (I), molecular transport 
(II), and pressure transport (III). The last three terms are also called turbulent, 
molecular, and pressure diffusion terms, respectively. Molecular diffusion terms 
can be neglected for high Reynolds number turbulence. 

The term VII involving pressure-strain rate covariance 2pSjj deserves 

special attention. Note that this term vanishes on contraction of Eq. (1.8.1) and 
hence it does not appear in the TKE equation (1.7.34), which can also be written 
as 

/" T n A 
a 2 d 

— q + 
a t dxy. 

Kq^) 

3U 

Ukq 

J 

d 
+ 

axk 

m 

( p u k ) 

(1.8.4) 

= - 2 U k U j — ^ - 2 | 3 g j U j e - 2 v 
ax VI 

auj auj 

vm 

Thus the pressure-strain rate covariance does not contribute to the TKE but 
rather acts to redistribute energy among the three components of q^ or TKE 
(TKE = qV2). Also, rotational terms are absent in Eq. (1.8.4) since they perform 
no net work due to their fictitious nature. The pressure-strain rate covariance 
term tends to make the turbulence isotropic, without, of course, ever succeeding. 
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Equations (1.8.1)-(1.8.3) contain unknown terms as well as third moments 

(e.g., Uj Uj Uy. ) and are therefore not closed. These unknown terms and third 

moments can be "modeled." In other words, postulates can be made to close the 
equations at this level. This is called second-moment closure. Or equations can 

be derived for third moments Uj Uj u^ in a similar manner to the derivation of 

the second-moment equations. However, these equations contain fourth moments 
and thus are also not closed. Closure can be made at the third-moment level by 
means of postulates for the fourth moments. In any case, the closure problem of 
turbulence persists no matter to what level one is willing to proceed. This is why 
turbulence remains an unsolved problem in physics. 

3uj 3uj 
An equation for turbulent dissipation rate 8=v can also be derived 

by differentiating Eq. (1.7.28) w.r.t. Xk, multiplying it by 

de a /.. X . a 
at axk ^ ^ ax 

ae 
axk ^ 

- 2 v auj auk aUj 
axj axj axk 

auj auj au: ^ auj a^Uj ^ au: au. auk 
axi axk axk axj axkaxj axk ax^^ axj^ 

a /̂ — ;̂ ;̂̂ —A 
- 2 v ^ | u . ^ i ^ ^ i ^ | - 2 v ^ ^ ^ i ^ - 2 v e . , f . ^ ^ 

dxu 
u 

^dx^ dx^ axk dx^ dx^ axk axk 

.2 a'ui a'ui ^̂ _ ^ ae auj -2v^^^^ — ^ - 2 v g : p 
axkax^ axkax^ axk axk 

(1.8.5) 

auj 1 
V , and taking an ensemble average (note that 8= — 8ii): 

axk 2 
This equation often serves as a surrogate for the turbulence macroscale, since 

asymptotically at very high Reynolds numbers, it is possible to write 8~q /i. 
Unfortunately, to make use of this equation, almost all the terms on the RHS 
have to be modeled. For future reference and completeness, we will also present 
the equation for dissipation of variance of scalar fluctuations (Eq. 1.7.46), 

80 = 2kT (sometimes denoted by N^): 
dxu axu 
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axj axĵ axj axk ax^ ax^ 

- 2 k T 
axv 

ae ae 
• \ 

^ k ^ ^ - 2 k 
2 a^e a^e 
^ Sx^ax^ Sx^ax^ 

(1.8.6) 

First attempts at turbulence closure involved closure at the first-moment level. 
Using eddy viscosity and mixing length approaches (see below), Eq. (1.7.22) 
was closed, assuming 

x. .=-UiUj=--K5ij-2VtSij (1.8.7) 

where v̂  is the eddy viscosity. When the scales of fluctuations are smaller than 

the scales in the mean flow (T^ « T̂ ^ , ̂  « L ) , a localized (in time and space) 

expression such as Eq. (1.8.7) is possible. The basic problem in turbulence 
closure is that the governing length scale (integral length scale) is comparable to 
the scale of the flow (for instance the BL thickness). So there is no reason to 
expect local closures to work, unhke in laminar flow, where the mean free path is 
several orders of magnitude smaller and hence local constitutive laws hold very 
well. The inequalities are not satisfied since Tg can be 0(Tm). Still, local closures 
work remarkably well, at least from an engineering point of view. 

The original Boussinesq eddy viscosity approach assumed v̂  to be a 

constant, but much larger than v. But v̂  is a property of the flow and not the 

fluid, and can hardly be considered constant. However, v̂  can be approximated 

as q ̂ . Since q and i need to be specified, the zero equation models such as 

|9U| 
Prandtl's mixing length theories assumed ^ ~ ^m and q-^m 

az 
by making 

use of the loose analogy between mixing length i ^ and the mean free path in the 
kinetic theory of gases. With i^ chosen judiciously, Prandtl's mixing length 
theory was able to do a remarkable job of collapsing turbulence data on simple 
flows such as plane jets, wakes, and boundary layers [see Schlichting (1977) for 
examples]. This approach was extended to three-dimensional flows by 
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Smagorinsky (1963), using 

v , - C ( 2 S i j S i j y " (1.8.8) 

or equivalently, 

V t - C ( « l 0 5 t ) " ' (1.8.9) 

where ^^ = 8p 3Uk/3xj is the mean vorticity. 

The basic conceptual problem behind the mixing length approach is that the 
analogy with the kinetic theory of gases fails miserably in turbulent flows, and 
Vj should really be a function of the turbulence field, not the mean flow. Prandtl 

himself recognized this and suggested obtaining q in v̂  ~ q ^ using the TKE 

equation (1.7.34) (Prandtl, 1945). But further closure assumptions are needed to 
do this. Postulating a gradient transport hypothesis for the turbulent transport 
terms. 

- U k U j U j + p U i , V,—- (1.8.10) 

where 
v^=K^^^£ (1.8.11) 

3/2 

and modeling dissipation 8 as proportional to K /£ , it is possible to derive an 
equation for K. Prescribing £ suitably enables v^ to be determined then and the 
flow problem to be solved. This is the so-called one-equation model of 
turbulence. The equation for the TKE is closed and the length scale is prescribed 
empirically. 

The most popular turbulence models are two-equation models, where an 
additional equation for a quantity involving i is also written and closed suitably. 
This second equation can be for 8, the dissipation, since l-Y^'^JE (Spaziale, 

1991), 

^ + - ^ ( U k 8 ) = P , + D , - 8 , + v - ^ (1.8.12) 

where Pg, D^, and 8̂  are the production, turbulent transport (diffusion), and 

dissipation of dissipation 8. Once again, assuming localness, 
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C2 3Xk 
(1.8.13) 

where 

"e - ~ 2 c 2 e b i i . - - - C 3 —Tik ^ 

8c — C4 
K 

bij = T ^ - - K 5 y I/2K 

(1.8.14) 

(1.8.15) 

(1.8.16) 

is the anisotropy tensor. This is based on the assumption that while production 
must depend on the anisotropy of the Reynolds stress tensor, dissipation must 
depend only on turbulence length and velocity scales (Hanjalic and Launder, 
1972). These closure postulates yield the popular two-equation K-8 model of 
turbulence (Spaziale, 1991; Rodi, 1987), 

T^ii=-K8i.-Vt — ^ + — -
dX: dX: 

V -• J 

(1.8.17) 

K" 
(1.8.18) 

3K a .,, ^x 

9e 
dt 3x, 

• ( U K e ) = -

3Ui 

8 ^ 

3Ui 

•e+ 

-c. 

axk Î C2 axK J 

8̂  a fvt a8 ^ 
K ^ ax^ K axt Cc dxz. + c. 

(1.8.19) 

K ^ 

(1.8.20) 

where Pb = -pgjUjG is the buoyancy production/destruction term and Vt is the 

eddy viscosity. Note in these expressions that molecular terms are omitted. The 
constants are Cj = 0.09, C2 =1.0, C3 = 1.44, C4 = 1.92, C5 = 1.3 (Spaziale, 1991), 

and C6 = 1.5 (Sommer and So, 1995). Spaziale (1991) provides examples to 
show that this model does quite well when compared to turbulence flows such as 
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that over a backward facing step. However, the K-8 model cannot be applied 
close a solid wall. Matching to the law of the wall or damping functions must be 
used, as for all turbulence models invoking asymptotic invariance at large 
Reynolds numbers. 

The two-equation K-8 model has worked reasonably well for neutrally 
stratified flows, but a better model for application to buoyancy-dominated flows 

is the four-equation K-e-6^-80 model. The K-8 models used for buoyant 

flows assume that the ratio of the turbulence dynamic timescale Tg ~ K/8 to the 

scalar timescale T̂  ~ 9 / 2EQ is constant (as do many second-moment closure 

models). Use of the 9^ -89 equations helps avoid this (Sonmier and So, 1995). 

An equation for 9^ , and one for 89, similar to Eq. (1.8.20) for 8, can be 

derived. 

39^ d 1^^ ZT\ d { K 39^ 

at dx^ V / oXj 

ae 
- C 7 Xik — 

8 dx 
-2Uk9- 28e 

dXk 

38fl 9 / \ 8fi 3U; 8 8A 
3 f + T ^ ( U k e e ) = -C8- | -Xik-^ - ( c 9 - + c , o 4 ) e e (1.8.21) 

Ot OXy^ K OXj^ JV 02 

d ( K a8e "l 
— - - C j i — T i k ^ — 
dXi I 8 dXk 

• ( C l 2 — + C i 3 ^ ) U k 9 ^ 
K 02 axk 

with Cj = Cii = 0.11, Cg = 0.72, C9 = 0.8, Cio = 2.2, Cu = 0, and C13 = 1.8 (Sonmier 

and So, 1995). An equation for Uj9 is also needed to close the problem and 

second-moment closure must be attempted (Sommer and So, 1995). The result is 
a considerable increase in complexity. Nevertheless, this model is capable of 
simulating the countergradient transport in flows such as decaying homogeneous 
turbulence in stably stratified flows (Sonmier and So, 1995). 

Two-equation models of the K-8 type (and others) are well suited for simple 
flows. They do not however do a good job in turbulent flows that are complex, 
meaning when additional strain rates such as those due to rotation, streamline 
curvature, buoyancy, and other body forces are present in the flow. For example, 
for turbulence in a strongly rotating frame of reference, there are profound 
differences in the characteristics of turbulence. Yet the K-8 model has no rota-
tional terms in the equations and therefore provides results as if rotation were 
zero. Note that Ci above is a constant and not a function of the ambient 
stratification. Unless Ci is made a function of stability, K-8 models cannot be 
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expected to perform well in geophysical flows where buoyancy effects on 
turbulence are important. It is therefore necessary to appeal to the full second-
moment equations, which, for example, retain the rotational terms for the study 
of turbulence in complex flows. The K-8 model also ignores nonlocal and 
memory effects on Reynolds stresses. While it is possible to overcome some of 
these problems by a nonlinear eddy viscosity formulation, second-moment 
closure models with explicit consideration of transport equations for Reynolds 
stresses offer a better solution. They are much better suited to modeling complex 
turbulent flows. An additional advantage of second-moment closure models 
compared to first-moment closure is that since closure is performed at the 
second-moment level, possible inaccuracies in modeling third moments still tend 
to yield a better solution for mean quantities than closing equations at the first-
moment level. One also determines a solution for the turbulence field as well, 
instead of just the mean flow field. 

Rotta (1951) made pioneering contributions to second-moment closure by 
proposing to model pressure-strain rate covariance terms as proportional to the 
degree of anisotropy in the turbulence field. In other words, he modeled these 
terms as tendency-toward-isotropy terms. Research on rapidly strained 
homogenous, isotropic turbulence showed, however, the necessity for a term 
proportional to the mean strain rate also (Crow, 1968). Thus, 

^ ~ ^ b y + 2 c , q ^ S y (1.8.22) 

Using concepts of isotropy of small scales in turbulence at which dissipation 
occurs, the dissipative terms in Eqs. (1.8.1)-(1.8.3) can be written as 

au: aUj 2 q ^ . 

(kT+v)|HLi«- = o (1.8.24) 

These equations, along with suitable models for turbulent and pressure 

transport terms, enable the equations to be closed. Recent large eddy simulations 

of turbulence have confirmed the form given by Eq. (1.8.22) for pSy and 

provided valuable guidance on modehng other unknown terms as well (Andren 
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and Moeng, 1993; Moeng and Wyngaard, 1986). With resulting modifications to 
second-moment closure, such models appear to be reasonably good for 
application to geophysical boundary layers (Kantha and Clay son, 1994). 

In its complete form, second-moment closure involves solving 10 additional 
transport equations for second moments in addition to 5 first-moment equations. 
This additional burden is most often unjustified in routine applications to 
computing geophysical flows. Some simplifications are possible by a 
perturbation expansion in terms of the degree of anisotropy indicated by tensor 
bij (Mellor and Yamada, 1974; Galperin et al, 1988). Retaining only the lowest 
order terms results in a quasi-equilibrium model for turbulence, which consists 
of a TKE equation (an equation for length scale is added as well), along with a 
set of algebraic relations for second moments (second moment closure will be 
dealt with in detail in Chapter 2). These algebraic relations can be reduced for 
simple, stratified geophysical boundary layers to 

- u w = q^SM — 
^'^ (1.8.26) 

- w e = q^SH 

where SM and SR are stabiHty-dependent functions of the flux Richardson 
number in the limit of local equilibrium. The variation of SM and SH with Rif is 
shown in Kantha and Clayson (1994) (see also Section 2.10). For the general 
case (meaning the principal balance is not production equal to dissipation), SM 

and SH are functions of Rî  = N^^^ / q^ . This parameter can be looked upon as a 

turbulence gradient Richardson number [similar to Rig = ] with shear 
(dU/dz) 

characterized by q/̂  . Another interpretation is that it is the square of the ratio of 

the buoyancy frequency to the turbulence frequency. 
The weakest link in second-moment closure is the equation for the length 

scale of turbulence. This is where future research can help. At this point, there 
are four different ad hoc models for quantities involving the length scale: (1) 

8~q^ / ^, (2) q̂  ̂ , (3) q ̂ , and (4) q/ i . But all these models require most if not 

all of the terms on the RHS to be modeled. Often the physical basis for such 
models is obscure and the modeling is more in analogy with the TKE equation 
rather than founded on any rigorous basis. Production, dissipation, and transport 
terms are modeled based mostly on dimensional analysis. All except the q /^ 
formulations require ad hoc terms introduced to yield the law of the wall. 



1.8 Turbulence Closure 63 

namely, the linear behavior of a length scale close to a boundary. This 
diminishes confidence in the rigor of such models. 

Another major deficiency in current turbulence models (including second 
moment and LES ones) is the inability of these models to be integrated down to 
a solid boundary. Current closures are essentially asymptotic theories 
independent of the Reynolds number Rt and assume R̂  ^ oo . This assumption 

is violated close to the wall. Rigorous extension to finite R̂  is needed, but 

appears far more difficult to achieve than asymptotic models. 
Since DNS is still limited to low Reynolds numbers (relatively speaking), 

even with the projected increase in computing power over the coming decades, 
simulation of geophysical turbulent flows by DNS is rather unlikely. LES offers 
the best solution. However, there are still unresolved problems in LES, 
especially as related to simulations close to a solid boundary or a buoyancy 
interface. These have to do with subgrid scale closure problems, which are not 
unlike problems with ensemble average closure (EAC) methods such as the 
second-moment closure (SMC) discussed above. 

There are several flow situations that are simple enough to be simulated in the 
laboratory and analytically by theories of turbulence. Of these, two have been 
extensively used for verifying turbulence models. One is the decay of 
homogenous, isotropic turbulence and the other is the growth of turbulence in a 
homogeneous shear flow. The first one is governed by the following simple form 
of K-8 equations: 

d K _ _ 

"d t """^ 

de 8 
-c, dt ^ K 

These equations can be readily integrated to obtain an asymptotic (t -^ oo) 
decay law for TKE, 

K~t"^ (1.8.28) 

where a = l / ( l - C 4 ) ~ 1.2 from observations in wind tunnel experiments 

(although theoretically a value of unity is rather appealing). Equivalently, 
C4-11/6 = 1.833. 

For homogenous shear flows the equations are [from Eqs. (1.8.17)-(1.8.20)] 

dK dU d , ., _ . , 
= -T + — - ^ | - 8 (1.8.29) 

dt dz dz 
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dt 
= - C 3 

8 dU 
— X 

K dz K dz 
Vt de 

C5 dz 

K^ 
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T = - V , 
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dz 

(1.8.29) 

OT^- ATT 

An equation for r| = can be derived, where S=2̂ ^̂  — is the strain rate of 
E dz 

the shear flow. Substituting x = S t , 

^ = - C , ( C 3 - 1 ) T I ^ + ( C 4 - 1 ) 

dK 

dx 
= K 

1 
qri — 

(1.8.30) 

M c .A,T , ,4^,. dtj Asymptotic solutions for K and e of the form K~e , E ~ e , yield —'̂  = 0 , 
dx 

and for x » 1 , 

X = 
Cl(c4-C3f 

(C3-1)(C4-1) 

72 

,T1 ^ 1 1 ^ = [ ( C 4 - 1 ) / C , ( C 3 - 1 ) ] " ' (1.8.31) 

is the solution. A- ~ 0.13-0.15 as obtained from subjecting an initially isotropic 
turbulence to a constant shear in a wind tunnel. T| has an asymptotically constant 

'Hoc (x^oo ) value of 6.08. For the K-8 model discussed above, ?i = -0 .22, 

rioo = 4.82. 

1.9 DESCRIPTION IN SPECTRAL SPACE 

The minimum description of turbulence involves specifying its macro length 
scale i (the integral scale, the energy-containing eddy scale, or the scale 
corresponding to the peak of the 3D spectrum) and its velocity scale q (which 
also is a measure of its intensity or "violence")- Specifying these also specifies 
the Reynolds number Rt of turbulence, its dissipation rate e = q^/i, and several 
other Reynolds numbers associated with it, as well as the Kolmogoroff and 
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Taylor microscales described earlier. This is equivalent to specifying the overall 
properties of the turbulence energy spectrum, the overall energy content and the 
location of the peak. While this is a reasonably good description of turbulence, it 
is not a complete description by any means. As discussed earlier, a complete 
description utilizes PDFs and JPDFs. However, an intermediate step is to 
describe the spectrum of turbulence, namely, the distribution of its energy in 
wavenumber (or equivalently frequency) space. This makes sense since 
turbulence contains an entire range of scales all the way from large quasi-
permanent eddies, to energy-containing eddies, down to Kolmogoroff 
microscales, and it is of interest to know how the energy is distributed in the 
wavenumber space. In order to be able to do this, we need to discuss how to 
describe turbulence in spectral space. 

The correlation tensor Ry is the covariance of Uj (x, t) and Uj (x + r, t ) , a 

function of x and f in general (Figure 1.9.1): 

Rij(x,?) = Ui(x,t)uj(x+?,t) (1.9.1) 

For homogeneous turbulence, R^ is a function only of the separation vector f . 
The Fourier transform of Ry is called the spectrum tensor F^. Ry and Fy are 
related thusly: 

\ P / -OO -CX3 -OO 

(1.9.2) 

Clearly, F̂ j (k) = Fii (k) + F22 (k) + F33 (k) is proportional to the TKE at 

wavenumber k, since 

OO OO OO 

Rii (0) = ii;;^ = q2 - J J J F,i (k)dk (1.9.3) 

where the integral is in the three-dimensional k space, in other words, over a 

spherical shell of radius k = k = (kiki)̂ ^̂  (Figure 1.9.2). If ds is the elemental 
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Figure 1.9.1. Definition of quantities involved in defining the correlation tensor. 

surface area of a sphere of radius k, then 

H^)=\\jM^)^' (1.9.4) 

where E(k) is known as the three-dimensional spectrum of turbulence, or simply 
the spectrum, and is one of the most important quantities in a turbulent flow. 
Then TKE/unit mass (or simply TKE henceforth) can be written as 

OO OO OO CX3 

TKE=i;i;^ = ̂ q'=JE(k)dk = M J JF4k)dk (1.9.5) 

The shape of E(k) tells us how the TKE is distributed in the wavenumber 
space, or equivalently, the energy contained in eddies of various scales. Note that 
k is a scalar and so is E(k). While the spectrum tensor Fy is a more complete 
description of the stochastic variable Ui(x,t), the spectrum often provides enough 
information on the energetics of the variable. The one-dimensional spectra are 
related to E(k) by 

ii(ki) = j 
, 2 ^ E(k) 

4k 

(1.9.6) 

E22(ki) = E33(ki) = E,i(k,)-k,-—E„(k,) 
dki 
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Figure 1.9.2. The spherical shell over which the spectrum tensor has to be integrated to obtain the 
three-dimensional spectrum E(k). 

1.10 GOVERNING EQUATIONS IN SPECTRAL SPACE 

Consider the TKE equation (1.7.34). For simplicity, consider the case of a 
horizontally homogeneous turbulence. This condition is very well approximated 
in the oceanic and atmospheric mixed layers, where the horizontal scales are 
much larger than the vertical scales in most situations. Thus, for a horizontally 
homogeneous turbulent flow. 

aK a fr^ii[^(^]-— au — 
uw + wb - E 

az 

(1.10.1) 

where b = gp / Po is the buoyancy. This equation tells us the overall energy 

balance in turbulent motions. It has, however, no information on how the TKE is 
distributed among the various scales in the turbulence spectrum. For this 
information, one has to look at the spectral energy balance. Such an equation can 
be derived as follows. Take the equation for the turbulence velocity Uj (xj), Eq. 

(1.7.28), and multiply it by Uj (x[) to form a scalar product. Interchange 

Xi and x[, add the two equations, and take an ensemble average to derive an 
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equation of the form 

-[uj(Xi)Uj(x[)] = 

Substitution of Xj = ŷ  — q , x[ = y. +— r̂ , gives an equation for the 

autocovariance Rjj (yi ,r^). Taking the Fourier transform with respect to the 

Yi^ki . separation vector ri gives an equation for the spectrum tensor F̂  

1/2 

Integrate this over a spherical shell of radius k=(kiki) to get an expression 
for E(k), the scalar three-dimensional spectrum. The result for the horizontally 
homogeneous case is 

^ E ( k ) = T ( k ) - ^ Q ( k ) + T ( k ) ^ + B ( k ) - 2 v k ^ E ( k ) (1.10.2) 

Equation (1.10.2) also assumes that the vertical scales of turbulence are much 
smaller than the scale of the mean flow and its shear. T(k) is the net energy 
transfer due to nonlinear interactions to wavenumbers between k and k + dk from 
all other wavenumbers in spectral space. It denotes transport in spectral space: 

fT(k)dk=0 (1.10.3) 

If F(k) is the net energy transfer from wavenumbers less than k to those larger 
than k, the energy acquired in the wavenumber band k, k + dk, is 
F (k ) -F(k+dk) . Therefore, 

T(k) = - - ^ F ( k ) (1.10.4) 

F(k) is the energy flux in spectral space. Q(k) denotes transport in physical space 
and hence redistribution in physical space. It involves Fourier transforms of 
triple covariances. T(k) is the Fourier transform of the Reynolds stress. The term 
T(k) dU/dz denotes turbulence production by shear at wavenumber k. The last 
term, 2vk^E(k) = e(k), is the viscous dissipation at wavenumber k. The 

approximate shapes of E(k) and ,2vk^E(k) are shown in Figure 1.10.1. 
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F(k) 

Figure 1.10.1. Functions F(k) and T(k) in spectral space. 

The buoyancy flux spectrum B(k) denotes the distribution of buoyancy flux in 
wavenumber space, just as E(k) denotes the distribution of TKE in wavenumber 
space. B(k) dk is the contribution to the buoyancy flux in the wavenumber range 
k and k + dk: 

jB(k)dk = w 
0 

JE(k)dk = K 

(1.10.5) 

The term B(k) can be either a source term or a sink term, depending on the 
ambient stratification. For stable stratification, B(k) is negative and extracts 
energy from turbulence. B(k) is important at large scales or low wavenumbers. 
The contribution to T(k), the Reynolds stress spectrum, is also at large scales. 
Thus E(k), x(k), and B(k) are large at energy-containing scales, although T(k) 
drops off much faster with k than with E(k), with a -7/3 power law dependence 
(see Figure 1.10.2). Dissipation 8(k) is, however, negligible at energy-containing 
scales and peaks at dissipative, Kolmogoroff microscales, where the energy 
density itself is small. F(k), denoting transfer in spectral space from energy-
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Figure 1.10.2. One-dimensional kf̂ ^̂  Reynolds stress spectrum from observations (from 
Saddoughi and Veeravalli 1994). 

containing eddies to microscales, is significant at all wavenumbers, i.e., over the 
entire spectrum. Unfortunately, it is also the most difficult term to model. 

Consider a statistically steady, homogeneous, isotropic turbulence in a 
neutrally stratified fluid (see, e.g., Karman and Howarth, 1938). Equation 
(1.10.2) becomes 

— E(k) = ^ - 2 v k ^ E ( k ) 
at ^ ^ ak ^ ^ 

(1.10.6) 

This deceptively simple looking equation has attracted talents like Heisenberg, 
Obukhoff, von Karman, Saffman, and Kovazsnay (see Monin and Yaglom, 1973, 
Section 17). The literature on homogeneous isotropic turbulence research 
initiated by G. I. Taylor (1935) is vast (Leslie, 1973; Hinze, 1975; Monin and 
Yaglom, 1973; Stanisic, 1985; Kraichnan, 1964, 1971). The basic difficulty is 
that Eq. (1.10.6) is one equation with two unknowns, the classic problem of 
turbulence closure, but in spectral space. F(k) is the principal difficulty arising 
from the very strong and nonlinear interactions between wavenumbers in spectral 
space. One has to formulate a model for the spectral energy transfer to close the 
equation, and herein lies the difficulty, since all such models/theories are 
postulates, albeit some are better than others. There is one hmit where it can be 
neglected—in the final stages of decay of a homogenous isotropic turbulence. 
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when spectral transfer of energy among eddies is very small, and Eq. (1.10.6) 
becomes 

at 
E(k) = -2vk^E(k) (1.10.7) 

which can be readily integrated to yield 

E(k) = Eo(k)exp[-2vk^(t-to)] (1.10.8) 

This shows that high wavenumbers or small scales decay at a much higher rate 
than low wavenumbers or large eddies. This makes sense since the large eddies 
are no longer feeding the small scales through the spectrum, and viscosity is 
rapidly dissipating whatever little energy they have left. 

For the general case of Eq. (1.10.6), we will consider a postulate by Pao that 
yields a reasonable solution for the spectrum (Hinze, 1976). Pao assumes that the 
energy flux F(k) is proportional to the local energy density, F(k) = y E(k), where 
Y, the rate at which energy is transported by the cascade process, is a function 
only of 8 and k. From dimensional analysis. 

F(k)=-B8^^^k^^^E(k) (1.10.9) 

Therefore, Eq. (1.10.6) can be readily integrated to yield 

E(k) = a8^^^k-^/^exp _ A V ĵ 4/3 

Constant B is obtained by noting that 8=2v k^E(k)dk, since dissipation in 
k 

wavenumber range 0 to k is negligible. The result is called the Pao spectrum, 
which agrees well with observations. 

E(k) = ae^^k-^'^exp 

or in Kolmogoroff variables, 

E(k) 

gl/4y5/4 
a (kri) exp 

3 . , v4/3 

- -a (kT i ) 

(1.10.10) 

(1.10.11) 
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This is the spectral shape in the universal equilibrium range, which includes 
the inertial subrange and the dissipative subrange. It yields the Kolmogoroff law 
in the inertial subrange, not a major achievement since agreement was forced by 
dimensional considerations alone, a ~ 1.7 according to the measurements of 
Grant, Stewart, and Molliet (1962). Kraichnan's analytical theory predicts an 
upper limit of 1.77 for a. A more recently determined value is 1.62 (see Section 
1.5) 

If C is the concentration of a passive scalar in the flow, it is governed by an 
equation similar to that for temperature, Eq. (1.7.23): 

at axK ^ ^ 
3C 

BXK 9XK 3xx 
(UKC) (1.10.12) 

The only difference is that the passive scalar does not affect the momentum of 

the fluid and u^c does not occur in the momentum equations. The scalar is 

passively transported and mixed by the fluid. A heated jet is a typical example, 
when the degree of heating is too small to affect the buoyancy of the fluid. Then 
the temperature can be used as a "tracer" to study mixing (Corrsin and Kistler, 
1954). 

Equations for UjC and c^ can also be written along the same lines starting 

from the equation for concentration fluctuations c, 

dc d / ,, —X a r ac ^ 
— + ^—(CUk+UkC+UkC-UkC)=-— k , — -
dt dxt ^ ^ axv axv 

(1.10.13) 

from which 

ac' a 
-+-at dxu 

UvcHu.c^-k, aĉ  
3xi, 

= - 2 u t C 
dC 

-2k. 
3c 3c 

3xt 3xv 
(1.10.14) 

3 (—^ 3 , 3c auj 
U,u,c + u , u j c - k , u , — - v c — 

3C 3Uj 3c 

+ fkejkiuic 

auj ac + ^ - p c = - U j U k - c U k — ^ + p ^ ( k , + v ) — ^ — 
axj axk oxy. dXj dXk ox 

(1.10.15) 
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These equations come in handy for deahng with the transport of passive scalars 
such as pollutants in the ABL. When their influence on buoyancy is not large, 
these equations apply to both temperature and humidity in the atmosphere. 

Obukhoff (1949) in Russia and Corrsin (1951) in the United States 
independently postulated the existence of a subrange (the so-called inertial-
convective subrange) in the spectrum of a passive scalar that is very much 
similar to the inertial subrange in the TKE spectrum. Once again, as long as the 

wavenumber k is such that — « k « — , whereri^ is the microscale 

corresponding to the dissipation of the variance of c, Z , then in this inertial-

convective range of the spectrum, the spectral density E^ should be independent 

of both i and 1/T|C , and a function only of the viscous dissipation rate 8 of 

TKE, the molecular dissipation rate 8̂  of c'^, and the local wavenumber k, 

E, =E,(k,8,8,) (1.10.16) 

3c 3c 
where 8̂  = 2k̂ . (note that kc is the kinematic diffusivity of the scalar, 

not a wavenumber). Simple dimensional analysis gives the Bachelor-Obukhoff-
Corrsin scalar spectrum: 

E , (k ) = a B 8 , 8 - ^ ' V ' (1.10.17) 

The -5/3 power law is the same as for the TKE spectrum. Constant ag is called 
the Batchelor constant (or the Obukhoff-Corrsin constant by some) and has a 
value ~ 1.52. In fact, it is related to the Kolgomoroff constant a by 

a B = P r t a (1.10.18) 

where Fr^ is the turbulent Prandtl number and has a value of about 0.8. 
Experimental values for Pr̂  range from 0.7 to 0.9. This relationship is an 
asymptotic relationship and hence valid only at very high Reynolds numbers, 
since only then can one expect the values of eddy viscosity and eddy diffusivity 
to be similar. This is the so-called Reynolds similarity law. 

Sreenivasan (1996) has carefully analyzed most available data from 
laboratory and geophysical observations on the scalar spectrum, and finds that 
for sufficiently large values of the Reynolds number, the values of the one-
dimensional Obukhoff-Corrsin (Batchelor) constant is scattered around a value 
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Figure 1.10.3. One-dimensional Obukhoff-Corrsin constant plotted against the Taylor microscale 
for a large number of passive scalar spectrum measurements. Note the apparent universality of the 
constant in spite of the large scatter (from Sreenivasan 1996). 

of 0.4 (Figure 1.10.3), corresponding to a turbulent Prandtl number of nearly 0.8. 
This also corresponds to a three-dimensional Batchelor constant of 1.52. The 
Reynolds number based on the Taylor microscale R^ must be above 1000 for a 
well-defined inertial-convective subrange to exist (Sreenivasan, 1996). Figure 
1.10.4 shows two passive scalar spectra from recent measurements that show a 
well-defined inertial-convective subrange. 

When buoyancy forces are involved, the temperature is no longer a passive 
scalar and the temperature spectrum shows three distinct slopes. For low 
wavenumbers where internal wave motions may predominate, the spectrum has a 
k~̂  behavior, and for large wavenumbers in the viscous subrange r| < k < rjb, k"̂  is 
the result. In between these two lies the Obukhoff-Corrsin k~̂ ^̂  inertial subrange 
(Tennekes and Lumley 1982). 

1.11 WAVELET TRANSFORMS IN TURBULENCE 

Interpreting turbulence measurements and gaining insight into the underlying 
physics is a complex task, often requiring a detailed analysis of the char-
acteristics of the temporal variations of turbulence variables. As we have seen, 
traditionally, Fourier transforms have been the centerpiece of turbulence time 
series analysis. However, Fourier transforms provide only a limited amount of 
information on the characteristics of a temporally varying signal. They provide 
only its frequency content over the record length, making it possible to identify 
the magnitude and frequency (or equivalently the period) of various events 
embedded in the time series. However, it is impossible to localize each of the 
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Figure 1.10.4. One-dimensional Obukhoff-Corrsin passive scalar spectra from recent 
measurements. The so-called compensated spectra are shown in the inset. Note the large inertial-
convective subrange. P, power spectral density; f, frequency in Hz. (From Sreenivasan 1996). 
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events in the time domain, in other words, to identify when a particular event is 
occurring in the time series and what its characteristics are. 

The wavelet transform (WT) is a powerful time series analysis tool that is 
capable of locaHzing the signal variability simultaneously in both time and scale 
(frequency) domains. It is ideally suited for analyzing records containing 
episodic events and multiple scales. It complements the traditional Fourier 
transforms and empirical orthogonal functions in time series analysis. The WT is 
a far more complete characterization of the time series than a traditional fast 
Fourier transform (FFT), and in fact provides a complete picture of scale 
(equivalently, frequency)—time evolution of various events composing the 
signal. UnUke an FFT, it is well suited for analysis of nonstationary time series 
as well. 

We will not consider WTs in any great detail here. See Appendix B of Kantha 
and Clayson (2000) for a compact review of the method. Kumar and Foufoula-
Georgiou (1994, 1997) provide an excellent and timely review of wavelet 
analysis for geophysical applications (see also Hubbard, 1996). Farge (1992a,b) 
and Farge et al (1996) deal with its applications specifically to turbulence. 
Suffice it to say that the WT uses compactly supported basis functions called 
wavelets to decompose the time series in the time-frequency domain, so that 
events can be localized in time. FFT techniques can be employed to compute 
discrete wavelet transforms (DWTs) using either an orthogonal wavelet basis or 
a nonorthogonal one. The technique is readily extended to two dimensions. 
Consequently, the method is well suited to identification, isolation, and analysis 
of coherent spatial structures in turbulent flows. Farge (1992b) finds that large 
coherent structures correspond to strong wavelet coefficients, and filamental 
structures to weak ones. In addition, Fourier transforms could be replaced by 
wavelet transforms in solving turbulent flow equations in LES and DNS 
approaches. In spite of the resulting additional complexities, the method is 
promising, because of the ability of WTs to localize turbulence events such as 
bursting near solid boundaries in both time and frequency domains. 

We will present just one example of a WT application to analysis of 
turbulence data. Howell and Mahrt (1994) applied orthogonal Haar wavelets to 
transform a time series record of the longitudinal component of velocity in the 
lower atmospheric boundary layer. They were thus able to separate the large 
eddies transporting finer scale features around (see Figure 1.11.1). See Hudgins 
et al (1993) for another application of WTs to atmospheric turbulence. 

1.12 LARGE EDDY SIMULATIONS 

The large eddy simulation approach to modeling turbulence was pioneered by 
atmospheric scientists (Smagorinsky, 1963; Lilly, 1967; Deardorff, 1973). Doug 
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Figure 1.11.1 The four constituent modes: mesoscale, large eddy, transporting eddy, and fine scale 
(top panel) from Haar orthogonal wavelet transforms of the longitudinal component of velocity, 
whose time series is shown in the bottom panel (from Howell and Mahrt 1994). 

Lilly at NCAR was the first to propose the idea and also formulated the two 
widely used subgrid scale parameterizations (Lilly, 1967). However, it was 
James Deardorff s implementation of the idea using the relatively primitive 
computers of the late sixties that launched this area of research. With the advent 
of multigigaflop computers in the nineties, LES has become a very powerful tool 
for numerical modeling of turbulent flows and obtaining turbulence "data" on 
quantities that are hard to measure in the laboratory and in the field. For 
example, recent work on convective ABLs has shed light on the pressure-strain 
rate and other covariances central to second-moment closure models of 
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turbulence (Moeng and Wyngaard, 1986). The maturity of the field prompted a 
conference to be held recently, the proceedings of which (Galperin and Orszag, 
1993) constitute an excellent summary of the current state of research in the 
field. Particularly noteworthy is the review article by Wyngaard and Moeng 
(1993; see also Herring, 1979; Wyngaard, 1982). More recent reviews can be 
found in Lesieur and Metais (1996) and Kosovic (1996). There appears to be a 
convergence in the field in the sense that different groups around the world have 
now constructed LES models that are quite similar in performance to one 
another, at least for convectively driven, clear ABLs (Nieuwstadt et ah, 1991), 
and shear-driven, neutral ABLs (Andren et al, 1994). The major differences in 
performance appear to emanate from the different subgrid scale (SGS) 
parameterizations used in different models. In this section we will provide a brief 
overview of the topic and some pertinent results of LES in geophysical boundary 
layers. For a more detailed description, the reader is referred to the original 
paper of Deardorff (1973) and recent reviews cited above. 

Although the energetic large eddies dominate the various aspects of turbulent 
mixing and transport, they are so dependent on the flow that there is no 
"universal" character to them and they are therefore difficult to categorize and 
study. The smaller scales, on the other hand, are universal in character and have 
been treated successfully by approaches such as the inertial subrange of the 
turbulence spectrum. They are, however, more passive and simply adjust to the 
energy cascading down the spectrum. Conventional ensemble averaging 
averages over all scales, from the largest quasi-permanent ones to the 
Kolmogoroff scales. In the process, one loses the ability to explicitly simulate 
the critically important large eddies. Another approach (DNS—see Section 
1.13), in an attempt to resolve all scales of turbulence from the Kolmogoroff 
scales up, uses efficient spectral techniques and therefore simulates all scales 
explicitly. This task is monumental and it will be impossible to achieve large 
Reynolds numbers characteristic of practical geophysical turbulent flows in the 
foreseeable future. 

An acceptable compromise is to explicitly simulate the large eddies in the 
flow and parameterize the small or subgrid scales. The theory is that if the 
resolution is such that most of the important energy-containing scales can be 
resolved, then the inaccuracies in modeling the small, less energy-containing 
subgrid scales cannot have a major impact on the derived properties of the 
turbulent flow. The exphcit calculation of the "large" eddies also enables 
averages of various quantities to be obtained numerically that are very difficult, 
impossible, or expensive to obtain through observations. It is the promise of LES 
to provide the badly needed "data" on turbulence that can in turn be used to 
calibrate, verify, and improve the simpler, less computing-intensive techniques 
that is currently the most appealing aspect of the approach, and not its explicit 
and routine use in geophysical predictions such as numerical weather prediction 
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(NWP). The computing resources needed will remain too demanding for the 
latter to happen for the near future. Even the current multigigaflop computers 
enable simulations such as the convective ABL to be made only in a box a few 
tens of kilometers on its side at best. 

In LES, the simulations are necessarily time dependent and on a 3D grid, 
while in ensemble average closure (EAC), neither of these is essential. The 
model grid resolution is chosen (in ideal circumstances) such that the subgrid 
scales are in the Kolmogoroff inertial subrange and therefore their dissipative 
properties can be parameterized (Deardorff, 1973; Herring, 1979; Moeng, 1984). 
The resolved variables are defined by the application of Leonard's spatial filter, 
whose effect is to remove the subgrid scales from the equations. The effect of 
these small scales is then parameterized and numerical simulations are carried 
out in time until a statistically steady state is reached and time averages of 
various resolved turbulent quantities computed. The technique has worked 
remarkably well for the convective ABL, which is ideally suited to this approach 
because of its domination by large buoyant eddies. It has been less successful 
when applied to shear-generated turbulence and other situations such as the 
ocean mixed layer where the largest eddies in the flow tend to be quite small and 
large computing resources are needed to resolve these eddies. A case in point is 
the turbulence close to a solid boundary, where the scale of the large eddies is 
the distance from the boundary (law of the wall region). It has been quite 
difficult to extend these models down to the boundary, and appeal is most often 
made to matching the calculations to the law of the wall to get over this 
difficulty. Also, because asymptotic theory of the inertial subrange is reUed upon 
to model subgrid scales, the method is inherently flawed at the lower Reynolds 
numbers characteristic of flow adjacent to a solid boundary. Like most other 
approaches, including EAC and DNS, turbulence close to a boundary in the 
presence of mean shear is hard to model by LES. 

The spatial averages are determined by a low-pass filter that eliminates 
fluctuations on scales smaller than the grid size Ax: 

G(x) = JJ jF(x-x ' )G(x ' )dx ' (1.12.1) 

F(X-X') is the filter function; F=A~^ (where D is a length scale) inside the grid 

element, and 0 outside for a top hat distribution, and 

^ ^ exp [ - ( V ^ / A ) " ( x - x ' f l (1.12.2) F = 

V 



80 1 Turbulence 

for a Gaussian. Moeng uses 7 = 6 and A = 2Ax, where Ax is the grid spacing in 
the horizontal; n is the number of dimensions of the filter. The application of the 
Gaussian or top hat filter to the initial conservation equations [(1.7.1)-(1.7.3)] 
leads to equations that look very similar to the equations obtained by Reynolds 
averaging; however, a Leonard average is not the same as a Reynolds average, 
as can be seen by these resulting continuity and momentum equations, 

dl a 1 3P a ^'-'^-'^ 

where 

lij = [(UiUj-UiUj)-(UiUj + UjUi+UiUj)] = 2vAj+ ^ ' I^j 

The overbar denotes the filtering operation, the upper case letters denote the 
resolved (filtered) variables, and the lower case ones denote the subgrid scales. 
Note that unlike Reynolds averages, the average of the resolved and unresolved 
variables does not vanish. Ty is called the subgrid scale stress tensor, the second 
term of which involves its trace and is usually absorbed into the pressure term. 
Upon taking the divergence of the momentum equation, one gets an elliptic 
equation for the modified pressure. The term in the first parentheses is known as 
the Leonard stress tensor. Although the Leonard stress tensor can be computed 
from the filtered field, the terms in the second parentheses are unknown and thus 
the entire SGS stress tensor Ty is usually modeled. 

The temperature equation is similarly 

+ (Uk0) = —-
di 3xv dxv 

(vPr+Vt P r t ) — ^ 
dxv 

(1.12.4) 

where Prt and Vt are the subgrid scale turbulent Prandtl number and viscosity. 
Closing the equations thus requires modeling the subgrid scale quantities, 

Reynolds stresses, and heat fluxes. A good representation of these quantities is 
necessary for accurate simulations, and is a problem faced by atmospheric 
scientists in NWP. In this case it was necessary to remove the energy piling up at 
the subgrid scales due to cascade from the resolved scales so that computations 
of future states of the weather could be made without a numerical blowup. In this 
sense, it was purely a numerical artifact. To a large extent, even in LES, the 
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function of the subgrid scale model is still principally to "dissipate" this 
cascading energy. It is the complexity of the subgrid model that distinguishes 
one LES model from the other [and to some extent the filter shape—finite 
difference approaches use a top hat function (Deardorff, 1973), while pseudo-
spectral approaches based on fast Fourier transforms use a Gaussian (Moeng, 
1984)]. 

One approach to the subgrid scale model was developed by Smagorinsky 
(1963), who used the extension of mixing length concepts to relate the subgrid 
scale eddy viscosity to the mean strain rate by setting 

V, = {c.Axf |S| and |S| = (28^8^/^^ (1.12.5) 

where \S\ is the strain rate and Cs is a constant. This formulation was originally 

for quasi-two-dimensional motions in the atmosphere, since only the horizontal 
components of the strain rate were used. However, Lilly (1967) showed that the 
formulation is valid for three-dimensional flows and the constant Cg can be 
obtained by assuming the cutoff wavenumber k^ = (27c/ 2Ax) lies in the inertial 
subrange and appealing to the Kolmogoroff inertial subrange law. 8ince 

— j E(k)dk = e = J 2Vtk^E(k)dk (1.12.6) 
0 0 

using Kolmogoroff inertial subrange expression E(k) = a8^^^k~^^^ (Eq. 1.5.2), 

one gets 8 = (1.5a)^k^Vt. But 8 = Vt|S| , and equating the two expressions 

produces ĉ  = 7i~ (1.5a)~ ~ 0.17 , although the most commonly used value is 

around 0.1. 

This parameterization does not account for the effects of stratification on 
subgrid scales. Nevertheless, it works reasonably well in NWP models and in 
neutrally stratified flows. It is inaccurate when applied to rotating, stratified 
fluids in geophysics as Deardorff (1973) discovered when he applied it to a 
stably stratified planetary boundary layer (PBL). An additional problem is that 
the subgrid scale stresses are a function of the unresolved subgrid field, not of 
the mean flow. This is very much similar to the situation in Reynolds or 
ensemble averaging approaches. Lilly also proposed using a subgrid scale 
turbulence-based parameterization, 

Vt=c , q,„,Ax (1.12.7) 
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where qsgs is obtained from an SGS TKE equation. Since 

2 
4sgs = 2 j E(k)dk = 3aE^^\f^^ (1.12.8) 

substituting the expressions above for 8 gives ĉ  =2 ^''^(l.Sa) ^^^n ^ - 0 . 1 2 . 
This approach is similar to the one-equation (for TKE) model in ensemble 
average closures and accounts for stratification effects through their influence on 
qsgs. Deardorff (1973) proposed writing equations for the second moments of 
subgrid scale quantities and closing them in manner very much similar to the 
SMC approach. The only difference between SMC and LES is then the 
prescription of the turbulence length scale; in SMC it is modeled by an 
additional equation, while in LES it is usually tied to the grid size and a separate 
equation is not written for it. The full SMC approach, but for subgrid scales, is 
followed by some LES groups, although the use of full SMC is quite expensive 
for LES. An upper bound is put on the length scale for stably stratified cases 
(Moeng, 1984), similar to the bound used in ensemble average closures: 

^ = nun(Ax,0.76qsgsN"^) (1.12.9) 

Most groups (Nieuwstadt et al, 1991; Moeng et al, 1996) however use only a 
one-equation model for subgrid scales, the approach proposed by Lilly (1967). 
This is a good compromise since it permits buoyancy effects on subgrid scales to 
be included indirectly through the TKE equation, yet does not require the many 
additional equations of a full SMC to be solved. 

Traditionally, LES has been quite successful when applied to turbulence away 
from boundaries, and in geophysical flows such as the dry convective ABL, 
where the solution is relatively insensitive to the exact form of the SGS 
parameterization used. With some tuning of the constant, simple linear 
Smagorinsky-type eddy viscosity formulations by Lilly (1967) and Deardorff 
(1970) are reahstic (see, e.g., Moin and Kim, 1982). On the other hand, SGS 
parameterization is turning out to be the key to the success or failure of the LES 
approach when applied to more complex cases such as a sheared flow near a 
boundary or the stably stratified geophysical boundary layer. The principal 
difference between a convective ABL and a stably stratified shear-driven ABL is 
the much smaller scales at which TKE production takes place in the latter and 
the much higher anisotropy of turbulence under stable stratification and vertical 
shear. Suppression of turbulence by stable stratification leads to intermittency. 
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gravity wave excitation, and generally low Reynolds numbers, and these effects 
are difficult to take into account in closure schemes based essentially on 
asymptotic theories of continuous, high Reynolds number turbulence. As 
mentioned earlier, the smaller and smaller scales of the energy-containing eddies 
as one approaches a boundary (whether it is a wall or an inversion) make 
resolving them explicitly in a LES more and more difficult and hence 
parameterizing these highly anisotropic subgrid scales accurately by SGS closure 
more and more critical. It is for these reasons that the details of the SGS 
parameterization become crucial to the results of the LES itself, a situation not 
much different from the classical EAC that LES was supposed to replace. As 
long as the energy resident in the resolved turbulence scales is at least an order 
of magnitude larger than that in the subgrid scales, LES retains its appeal and 
advantage. Once the two become comparable, and this is the case for sheared 
near-wall turbulence and stably stratified turbulence, the distinction between 
LES and EAC becomes rather blurred and the computational expense of the 
former a bit harder to justify. 

In sheared wall turbulence and stably stratified turbulence, simple 
Smagorinsky hypothesis-based SGS formulations do not even yield correct first-
order statistics such as the mean profiles (Kosovic, 1996). This has prompted 
searches for alternative formulations (e.g., Germano et al, 1991; Germano, 
1992; Lilly, 1992; Brown et al, 1994; Sulhvan et al, 1994; Lesieur and Metais, 
1996). The linear eddy viscosity formulations turn out to be far too dissipative 
close to a boundary, a salient characteristic of the underlying down-the-gradient 
momentum diffusion approximation. As a consequence, they have difficulty 
simulating phenomena such as the transition from laminar to turbulent flow near 
a wall (Lesieur and Metais, 1996). There is too much drainage from resolved to 
unresolved scales, which cannot be corrected by merely choosing a lower value 
for Cs, as Deardorff discovered. In reality, the flow of energy in the turbulence 
spectrum is not always from large scales to small scales. There is occasional 
transfer of energy from small scales to large ones, as demonstrated by DNS's of 
turbulence (Domaradzki et al, 1993), although, overall, the transfer is still down 
the spectrum from the red end to the violet, consistent with the Kolmogoroff 
hypothesis. Some approaches have therefore attempted to allow for this 
backscatter of energy by permitting negative viscosities, but often at the risk of 
numerical instabilities. Other approaches have resorted to closure in spectral 
space instead of the physical space (see Lesieur, 1990; Lesieur and Metais, 
1996). Using the Eddy-Damped-Quasi-Normal-Markovian (EDQNM) hypo-
thesis in the equation for the kinetic energy spectrum for homogeneous isotropic 
turbulence [closure effected in spectral space-see Orszag (1970) and Lesieur 
(1990)], and assuming kc lies in the Kolmogoroff inertial subrange, one gets an 
expression for eddy viscosity that allows for some backscatter in spectral 
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space: 

v (k ,ke) = 0 .441a-^ '^ [k ; ' (k ,E(ke) ) ' " ] f(^] (1.12.10) 

The term in the square brackets is the normalizing value of eddy viscosity, a 
product of the characteristic length scale (k~^) and the velocity scale, and f is a 
nondimensional function, determinable from EDQNM, that increases from 1 at 
low wavenumbers up to k = kc (the so-called cusp behavior). When energy is 
injected at wavenumber kj in spectral space, this form allows for transfer of 
energy to wavenumber space k < kj from nonlinear resonant interactions between 
neighboring energy-containing modes near kj. Thus this form produces some 
backscatter of energy (Mason, 1994) to scales larger than the grid scale, even 
though the overall eddy viscosity is positive. 

Transforming to physical space and requiring that SGS dissipation equal 8 
yields 

Vt = | a - ^ ^ 2 [ k - i ( k , E ( k , ) y ' ' ] (1.12.11) 

The structure function approach (see Lesieur and Metais, 1996) uses this 
expression, with E(kc) determined from the local second-order velocity structure 
function of the filtered field. It appears to work well for isotropic turbulence, 
yielding a reasonable Kolmogoroff spectrum for TKE as well as Batchelor's 
Ep(k) = 1.32a^8^^^k~^^^ pressure spectrum. However, just like the Smago-

rinsky approach, it is still too dissipative for some applications to near-wall 
turbulence, although some modifications have been suggested (see Lesieur and 
Metais, 1996). 

Germano et al. (1991) pioneered the dynamic model, where the use of two 
filters of differing cutoff wavelengths allows the local Smagorinsky constant at 
each point in time and space to be calculated rather than prescribed a priori. 
While this works well for near-wall low Reynolds number turbulence, the system 
is overdetermined. Lilly's (1992) least-squares approach to overcome this 
indeterminacy leads to excessive backscatter, leading to large negative 
viscosities and hence numerical instabilities (Lesieur and Metais, 1996). Also, 
the dynamic models appear to have difficulties at high Reynolds numbers 
(Sullivan and Moeng, 1993). 

SuUivan et al. (1994) followed Schumann's (1975) approach of decomposing 
SGS stresses into mean and fluctuating components but used an isotropy factor 
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so that the Smagorinsky constant becomes a function of the flow shear, 

l l j - ^ T , = 2 7 V t S i j + 2 v A j (1.12.12) 

where y is the isotropy factor defined as that ratio of the magnitude of the 
fluctuating strain rate to the magnitude of the total strain rate. This anisotropic 
model was used by Andren (1995) to simulate a stably stratified ABL. 

Based on the nonlinear constitutive relationship suggested by Spaziale (1991) 
for K-8 closure models and similar to the model used by Pope (1975) for the 
Reynolds stress, Kosovic (1996) used a combination of the linear SGS term and 
two additional nonlinear terms to model the SGS tensor. 

'lij =Csqsgs^xSij+(c,Axf ^Ci 
^ 1 |sf 

V 

•C2(Sik^kj-^ikSkj)[ 

(1.12.13) 

where Qy is the resolved rotation rate tensor. Using spectral properties of 
homogeneous isotropic turbulence, he related the constants Cg and Ci to the 
backscatter parameter Cb first determined by Leslie and Quarini (1979) using the 
EDQNM turbulence model and the skewness parameter. Based on empirical data 
on homogeneous sheared flows, he also put C2 = Ci and determined Cb by 
sensitivity studies for the isotropic case. He appUed his model to a neutrally 
stratified ABL and compared it to the results of the linear model of Sullivan et 
al. (1994) and the stochastic backscatter model of Andren et al. (1994), who 
have compared three different LES approaches to modeling the neutral boundary 
layer. Kosovic (1996) asserts that his nonlinear model is superior in performance 
to both the linear Smagorinsky model and the stochastic backscatter models, in 
terms of the ability to reproduce the similarity profiles in the constant flux layer. 

For appHcation to stably stratified flows, it is necessary to introduce stabiHty 
dependence of the eddy viscosity, whether directiy through Richardson-number-
dependent Smagorinsky eddy viscosity (Mason and Derbyshire, 1990) or 
indirectly through the SGS approach. However, it is also necessary to include 
backscatter (Brown et al, 1994; Kosovic, 1996). Kosovic (1996) applied his 
nonlinear model to the stratified ABL and strong inversion-capped clear-air ABL 
observed by aircraft during the 1994 Beaufort and Arctic Sea Experiment 
(BASE). His simulations appear to reproduce reasonably well the surface layer 
similarity relationships in both cases. 
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The major difficulty in LES arises from the difficulty of accurately modeling 
the unresolved SGS component. It is also here that LES models differ from one 
another, and this is reflected in their performance as applied to situations where 
SGS is important or even dominant. The various intercomparisons of different 
LES codes suggest that numerics and other aspects related to resolving the large 
eddies do not have the same degree of impact as the SGS schemes employed and 
parameterizations of physics involved, such as those associated with liquid water 
condensation and evaporation effects (Nieuwstadt et al, 1991; Andren et al, 
1994; Moeng et al, 1996). Moeng et al. (1996) describe intercomparisons 
between 10 LES models applied to the nocturnal stratocumulus-topped PBL, in 
which the cloud-top radiative cooling provides the principal source of TKE. 
They conclude that while overall the performance with respect to mean 
quantities such as the PBL structure is roughly similar, the turbulence second-
moment quantities differ widely (Figure 1.12.1). This is natural since the SGS 
parameterization is where the models differ and this has a major effect on the 
near-cloud-top processes, especially the turbulent entrainment rates, which were 
found to vary significantly among the LES models compared. 

The various intercomparisons mentioned above have highlighted both the 
major strength and the major deficiency of the LES approach. Since LES is 
designed to directly simulate large eddies in the flow that contain most of the 
TKE and do most of the transport, it does well where the turbulence physics is 
dominated by such large eddies. This explains its phenomenal success in 
simulating the clear-air convective atmospheric boundary layer (GAEL). But its 
Achilles' heel is the SGS parameterization, since this is most often the principal 
source of error. Where small scales and hence SGS parameterization have little 
effect on the flow overall, such as a clear CABL, LES performs well; where they 
are dominant or even important, as in a cloud-topped ABL, or a stably stratified 
PBL (and OML), the success very much depends on the details of the SGS 
model incorporated. Shear production at small scales, the larger degree of 
anisotropy in a stably stratified ABL (and OML), and the small scale entrainment 
processes that affect cloud-top dynamics are all processes that must be 
parameterized accurately enough for accurate LES results. Since shear 
production at small scales is involved, LES performance close to solid 
boundaries in the surface layer is poor. Since the dynamics of a shear-dominated 
PBL depends very much on what happens in the surface layer, SGS has a major 

Figure 1.12.1. Vertical profiles of mean and turbulence quantities in a nocturnal cloud-topped 
ABL from several LES models (from Moeng et al. 1996). 
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Figure 1.12.2. Structures in the CABL at two different heights in the PBL (0.1 and 0.8 zi, where zi 
is the inversion height, for the shear-dominated case (top) and buoyancy-dominated case (bottom). 
Hodographs for the two cases are also shown, with the shear case at left and the buoyancy case at 
right (from Moeng and Sullivan 1994). 
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Figure 1.12.3. The TKE and the buoyancy flux in the CABL for the shear-dominated case (left) 
and buoyancy-dominated case (right) (from Moeng and Wyngaard 1989). 

impact on the performance of the LES in the entire PBL. Since it is prohibitively 
expensive to try and resolve the small scales close to a solid boundary, appeal 
must be made to empirical laws such as the Karman law of the wall to provide 
the needed boundary condition (Deardorff, 1973). Intermittent turbulence, 
characteristic of a NABL, is also a major problem common to all turbulence 
models. 

Normally the principal role of SGS in LES is to provide an energy sink to 
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Figure 1.12.5. The mean velocity profiles in the CABL for the shear-dominated case (left) and 
buoyancy-dominated case (right). Note the near-homogeneity of velocity for buoyancy-dominated 
mixing (from Moeng and Sullivan 1994). 

absorb the transfer of TKE from resolved scales and thus simulate the effect of 
small scales on resolved eddies. When SGS is important to the accurate 
simulation of large scales, such as in the surface layer, the deficiencies begin to 
matter. Therefore, most of the effort in recent years in LES has been to improve 
SGS parameterization, and this has led to some successful simulations of PBL in 
recent years. Moeng and Sullivan (1994) describe one such application of LES 
that provides a good comparison between shear- and buoyancy-driven PBL. 
Figure 1.12.2 shows the difference in the turbulence structure between shear-
dominated PBL and convection-dominated PBL at two different heights in the 
PBL. The streaky structures readily visible in the former at low levels are 
noticeably absent in the latter. At larger heights, the two appear more similar. 
The hodographs show that the turning of the wind vector is more gradual for the 
shear-dominated case than for the buoyancy-dominated case, in which most of 
the turning occurs across the inversion and the flow within the ABL shows very 
little turning. Figure 1.12.3 shows the TKE and buoyancy flux distributions in 
the two cases. Close to the surface, the TKE and buoyancy flux associated with 
the SGS become comparable to those of the resolved scales, a problem discussed 
earher. Figure 1.12.4 shows the TKE budget. In the shear case, the major 
balance is between shear production and dissipation, the turbulent transport 
playing a very minor role in the bulk of the PBL. However, in the buoyancy-
dominated case, turbulent transport is an important component of the budget. It 
is for this reason down-gradient parameterizations of turbulence fail in the 
CABL, and why LES, which expUcitly computes the large eddies responsible for 
this transport, does so well. Figure 1.12.5 shows the mean velocity profiles; note 
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Figure 1.12.7. Comparison of a simple analytical model (left) with LES results (right) in the 
CABL for the shear-dominated case (top) and buoyancy-dominated case (bottom) (from Moeng and 
Sullivan 1994). 

the near-homogeneity indicating efficient mixing for the buoyancy-dominated 
case. Figure 1.12.6 shows the distribution of various second and third moments 
in the PBL. It is this kind of information, that is hard to obtain otherwise, that 
makes LES so valuable to turbulence parameterizations in atmospheric and 
oceanic models. LES results also enable one to postulate simple analytical 
models for the PBL. Figure 1.12.7 shows the TKE distribution from one such 
model (Moeng and Sullivan, 1994) for both the shear- and the buoyancy-
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dominated PBLs, compared to the LES results. Here the shear production, 
buoyancy production, and dissipation are modeled as 

{ 

P, =u2 

(1.12.14) 

with the turbulent and pressure transport terms constituting the remainder of the 
TKE balance. Here Zj is the inversion height, (|)M is the nondimensional shear, 
and w* is the Deardorff velocity scale equal to (qb Zi)̂ ^̂ , with qb being the 
buoyancy flux See Chapters 2 and 3). This analytical model compares quite well 
with the full LES model, except close to the surface, where the results from the 
latter are susceptible to large errors. 

LES results have been helpful in understanding and modeling turbulence in 
geophysical flows. For example, LES results on second moments of turbulence 
quantities and pressure-scalar covariances in the CABL (Moeng and Wyngaard, 
1986, 1989) have been useful in second-moment closure modeling (e.g., Kantha 
and Clay son, 1994). LES has clarified the nature of countergradient diffusion 
and bottom-up and top-down scalar diffusion in the CABL (Holtslag and 
Moeng, 1991), and has proved to be a valuable tool in understanding and 
modeling turbulence in geophysical flows. Consequently, there has been a recent 
upsurge in LES applications to geophysical flows. Examples of application to the 
ocean include equatorial currents (Skyllingstad and Denbo, 1994), Langmuir 
circulations (Skyllingstad and Denbo, 1995) (see also Section 2.4), deep 
convection in the Greenland Sea (Denbo and Skyllingstad, 1996), and diurnal 
variability in the OML (Wang et at., 1996). A recent review of LES and DNS 
related to stably stratified shear flows can be found in Schumann (1996; see also 
Kosovic, 1996). 

1.13 RENORMALIZATION GROUP ANALYSIS (RNG) 

There are essentially three approaches to dealing with turbulence. One is 
primarily a semianalytical method based on turbulence properties in physical 
space. Examples are EAC models such as the K-8 model and SMC and LES 
models. The second approach involves numerical solutions without any 
approximations whatsoever made to the governing equations (DNS). The third 
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involves statistical methods based on the governing equations in spectral space. 
Classical theories of isotropic, homogeneous turbulence of Heisenberg, von 
Karman, etc., are based on this latter approach. Other examples are Kraichnan's 
Lagrangian History Direct Interaction Approximation (LHDIA) theory (Kraich-
nan, 1964), Orszag's EDQNM model (Orszag, 1970; Chollet and Lesieur, 1981; 
Chasnov, 1991), and RNG. 

The RNG technique originated in statistical physics and was successful in 
describing phase transitions in quantum field theory (Wilson, 1971). It was first 
appHed to the fluid flow problem by Foster, Nelson, and Stephens (1977), who 
studied fluctuations in a randomly stirred fluid at rest (with a Gaussian random 
force included in the Navier-Stokes equations) for application to cases where the 
influence of small eddies on large eddies can be treated by eddy viscosity 
concepts. They showed that the classical power law spectral relationship in the 
inertial subrange that had been derived by Kolmogoroff in the forties can be 
reproduced by this approach. The renormalized eddy viscosity was found to 
scale with the cutoff wavenumber at the ultraviolet end of the spectrum and the 
amplitude of the random forcing introduced into the Navier-Stokes equations. 
Yakhot and Orszag (1986) were able to obtain the constants in this relationship, 
so that classical turbulence constants such as the Kolmogoroff constant could be 
computed. They went further to compute other classical constants such as the 
Batchelor-Obukhoff-Corrsin constant in the passive scalar variance spectrum, 
the turbulent Prandtl number, the skewness factor, the von Karman constant, and 
the power law in the decay law of isotropic turbulence. By stopping at a par-
ticular point in the process of removing small scales, they could also derive 
equations applicable to LES. Equations equivalent to the K-8 theory of 
turbulence could be obtained by eliminating all small scales, thus yielding 
equations applicable to EAC models of turbulence (Spaziale, 1991). 

This amazing ability to consistently predict universal turbulence constants in 
the scaling laws which were in reasonable agreement with observations—simply 
by a systematic removal of small scales and renormalizing the equations to 
obtain an effective eddy viscosity that accounts for the influence of removed 
scales on the remaining scales, and without appealing to any turbulence obser-
vations—established RNG as a highly promising approach to the classical 
problem of turbulence closure. This feat had never been accomplished before. 
Seminal contributions to turbulence theory, such as the Kolmogoroff law for the 
inertial subrange in the turbulence spectrum and von Karman's law of the wall, 
had established classical relationships between turbulence quantities, but the 
constants had to be derived from observations. Laboratory measurements of the 
Kolmogoroff constant showed large uncertainties in its value (1.3-2.3), and it 
was not until observations were made in geophysical flows characterized by 
large Reynolds numbers (which are required for the existence of a broad 
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unambiguous inertial subrange in the spectrum) was the value finally determined 
to have a possible asymptotic value of about 1.62. In contrast, the RNG theory of 
Yakhot and Orszag (YO) gave a value of 1.617 for this constant and no appeal 
was made to any observations! YO went on to show that it was possible to apply 
the technique to other aspects of turbulence and derive values for other turbulent 
constants, such as the Prandtl number, that were close to observed values again. 
Kraichnan (1971) had earlier derived both the Kolmogoroff inertial range power 
law E ~ a k"̂ ^̂  and a value for the constant (1.77) using his Lagrangian History 
Direct Interaction Approximation theory of turbulence, but had failed to 
reproduce a correct value for the turbulent Prandtl number. When applied to the 
problem of diffusion of a passive scalar in a turbulent flow, he obtained a value 
of 0.14 for Prt, instead of the observed value in the range 0.7-0.9. In contrast, 
RNG gives a value of 0.718 for Prt. 

The success of RNG was a source of both amazement and skepticism. 
Various groups around the country have begun to look closely at the basic RNG 
procedures (e.g.. Lam, 1992; Smith and Reynolds, 1992; Eynk, 1994), which are 
so mathematically complex as to deter most researchers. YO's procedure has 
been duplicated and many algebraic errors in the original paper corrected (Smith 
and Reynolds, 1992). For example, the skewness factor was shown to be -0.59, 
not YO's -0.49. The most important finding, however, was that because of 
several algebraic errors, RNG [originally thought to yield good agreement for 
the constant n (-1.331) in the power law for the decay of isotropic turbulence (K 
~ t"", n ~ 1.111)] failed to reproduce by a wide margin (n ~ 0.215) this classic 
turbulent flow (Smith and Reynolds, 1992; Lam, 1992), which has traditionally 
been used to benchmark turbulence models (see Section 1.10). In this sense the 
failure was akin to Kraichnan's LHDIA theory. Spaziale (1991) remarks that one 
of the constants in the K-8 theory of turbulence derived from RNG is also close 
to a singular value, thus yielding unrealistically high growth rates for TKE in 
homogeneous shear flow. 

This has prompted the authors of the RNG theory to reexamine some of the 
procedures and attempt to correct some of the shortcomings. Yakhot and Smith 
(1992) have redone the RNG calculations to obtain constants that yield a 
somewhat better agreement with observations. Nevertheless, the expansion 
procedure failed for the very important shear term when applied to the 
dissipation rate equation (Yakhot and Orszag, 1992). Instead, Yakhot and 
Orszag (1992) make use of a double expansion technique for proper application 
of RNG to shear flows, the salient parameter being the ratio of turbulence 
timescale to the mean shear timescale (r - SK/e - tg/tg, where S is the mean strain 
rate dU/dz). However, the theory in its present form requires empirical 
determination of one of its constants by forcing it to yield the accepted value of 
0.41 for the von Karman constant. Thus while some of the flaws in RNG have 
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been eliminated, its original appeal in not relying on empiricism for derived 
constants has diminished somewhat. 

Lam (1992) has also reexamined RNG theory, especially its controversial 8-
expansion procedure, and has offered a different interpretation for the random 
stirring force in the Navier-Stokes equation postulated by RNG theory, 
concluding that 8 is essentially an adjustable parameter. 

It is impossible to give a thorough treatment of the highly complex 
mathematical theory behind RNG in this rather elementary book. Instead, we 
refer the reader to the original paper by Yakhot and Orszag (1986) and its recent 
modifications (Yakhot and Smith ,1992; Yakhot et al, 1992). Smith and 
Reynolds (1992) is an excellent tutorial on RNG; it follows the same 
methodology step-by-step and provides far more mathematical details than the 
original paper. However, the algebra is extremely messy. Lam (1992) provides 
an alternative look at the original RNG theory. A more recent and timely review 
of RNG can be found in Smith and Woodruff (1998). The interested reader is 
encouraged to follow up via the references cited above, which in turn contain 
extensive bibliographies of recent work on the subject. Here we will confine 
ourselves to a general description of the original procedure, based on the papers 
cited above. 

RNG is based on the so-called correspondence principle: A turbulent flow 
characterized by scaling laws in the inertial range (and hence at high Reynolds 
numbers) is assumed to be describable in this inertial range by the addition of a 
random "stirring force" in the Navier-Stokes (N-S) equation that generates the 
velocity fluctuations that obey the inertial range scaling in the original un-
modified, unforced system (Yakhot and Orszag, 1986). This equation is then the 
basis for a systematic iterative elimination of small scales and the representation 
of their effects on the retained scales by renormalized transport coefficients, for 
example, the eddy viscosity. It is thus strictly an asymptotic theory. Heavy 
reliance is placed on the existence of the inertial subrange and, according to Lam 
(1992), indirectly the Kolmogoroff scaling law for "closure." The forced 
Navier-Stokes equation is 

3vi/3xi =0 

avj a 1 ap a'vj (i.is.i) 
3t 3xk ^ ^^ p 3xj dxkdXk 

where fj is a Gaussian random stirring force that leads to a statistically steady 
state. This equation is then postulated to yield solutions statistically equivalent to 
those of the original unforced equations in the inertial subrange. The correlation 
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function for f in frequency-wavenumber or Fourier space is given by 

fi(ki,co)fj(ki',a)') = 

kjkj^ (1-13.2) 
2Dl{e,k)k-^{2nf' ± 

J 

8(ki+k;)5(co+co') 

Do (8,k) = Do (8)k^-%k=|kiki|^^^ (1.13.3) 

Quantity \ is the space-time Fourier transform of fj, d is the spatial 
dimension (3 for three-dimensional turbulence), and e is a dimensionless 
parameter. Do( e) is assumed to be independent of any length scale and this 
scale invariance leads to £ = 4 (Lam, 1992) and Do(e, k) = Do(8). k is the 
wavenumber vector, and co is the frequency. Operator (D^ - kikj/k )̂ renders the 
random force isotropic and divergence-free. The Dirac delta function in 
wavenumber and frequency ensure statistical homogeneity in space and time 
(white noise in time), f is put in to simulate turbulence generated by 
hydrodynamic processes in the inertial subrange. A recent modification to the 
forcing function assumes an infrared cutoff as well: <fifj> = 0 for k < AL. This is 
not important for renormalizing the momentum equation, but it is important for 
the dissipation equation. 

In addition, equations for TKE and dissipation rate 8, as well as the equation 
for scalar conservation (see Section 1.7), are written down and RNG procedure 
applied to all these equations. 

RNG procedure is carried out in Fourier space and consists of eliminating 
modes v^(k) (Ao + 5 A < k < Ao) from the equation for retained modes v^(k) (0 < 
k < AoC"'̂ ). Ao is the ultraviolet cutoff, equivalent to the wavenumber 
corresponding to the Kolmogoroff dissipation scale. These are the smallest 
scales possible in a turbulent flow. Averaging or filtering is done over an 
infinitesimal band of small scales and the removal process is iterated to obtain 
finite changes (Yakhot et al, 1992). Now, this removal alters the "filtered" 
solution significantly, which no longer satisfies the original N-S equation, since 
additional terms are generated by this removal/filtering process. This is taken 
into account by modifying the viscosity VQ by a correction 5v . By recursive 
filtering, the ultraviolet cutoff wavenumber A can be moved lower and lower 
into the inertial subrange, while viscosity is continuously corrected to yield an 
eddy viscosity v^. The residuals not absorbed by the increased viscosity are 

ignored as higher order in 8 in the 8-expansion procedure [which has been 
challenged by Lam (1992)]. Skipping the extremely messy details (refer to 
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Yakhot and Orszag, 1986; Smith and Reynolds, 1992; Lam, 1992), one gets an 
equation for the effective viscosity. 

Ad(eo)-(d2-d-eo)/[2d(d+2)] 

p ^ ^ o ( e o ) S d 1 

{2nf v̂ A^ 

(1.13.4) 

(1.13.5) 

(1.13.6) 

F(X')^1 + C, {eo ,d)(X^)+-C„ {eo ,d)(l')\- (1.13.7) 

where S^ = 2K^^ IT (d/2) is the area of unit sphere of dimension d, and 
Cjj (80, d) are dimensionless numbers. The initial condition is 

Vt =Vo at A = AQ (1.13.8) 

Assuming DQ (EQ ) to be independent of A, the equation was integrated, using 
the leading approximation V^h?) ~ 1. YO showed that X^ quickly approached a 
fixed point value X * independent of VQ as A is decreased into the inertial 
range. Lam (1992) shows the same conclusion holds for arbitrary ¥(k^). The 
scaling law for v̂  is obtained by equating X,̂ * = X^ in Eq. (1.13.6). 

By eliminating all modes > k, one obtains for three-dimensional turbulence 
(ci = 3) 

Vt(k) = 
3 . . X 2DoSd 
oAd(eo) 

{mf 

1/3 

,-4/3 (1.13.9) 

To compute the value of A^, YO use an e-expansion procedure and put e = 0 to 
lowest order in Eq. (1.13.5) to get A^ = 0.2 for d = 3: 

V, (k) = 0.422 
2DoSd 

{inf 

1/3 

.-4/3 (1.13.10) 
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A similar expansion procedure gives the energy spectrum to lowest order: 

n2/3 

E(k) = 1.186 

99 

2DoSd 

{my 
-5/3 (1.13.11) 

The coefficients are still undetermined. If one now appeals to Kolmogoroff 
scaHng in the inertial subrange, dimensional analysis gives 

v , (k ) = ai£^^^k-̂ ^^ 

E(k) = a8^/^k-^/^ 
(1.13.12) 

If one further recognizes that £, the dissipation rate, can be written as 

8= hm 2Vt (A)Jk^E(k)dk (1.13.13) 

then 
a ia=2/3 (1.13.14) 

This immediately provides the value of the undetermined coefficient. 

2DoSd 

{2nf 
: 1.549 8 (1.13.15) 

leading to a value of 1.617 for a (ai = 0.512). In effect, Kolmogoroff scaling, 
Eq. (1.13.12), is the effective closure in RNG. 

A similar RNG procedure applied to a passive scalar gives a value of 0.718 
for the turbulent Prandtl number Prt. The Batchelor number can also be obtained 
since 

8p = Hm 2v,, (A)Jk2E,(k)dk (1.13.16) 

where 

1/3,-5/3 E, (k) = a B e , e- '"k (1.13.17) 
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The Batchelor constant can be shown to be 

a B = a P r t (1.13.18) 

by simply taking the ratio of Eq. (1.13.17) to Eq. (1.13.12), where 

v . (k ) 
Pr.= 

Vet ( k ) 

is the ratio of the two turbulent diffusivities. Therefore, a^ =1.161 (Yakhot and 

Orszag, 1987). In addition, YO derive values for the skewness factor, -0.59, 
after the algebraic error is corrected. Since 

K ( A ) = f^^E ( k ) d k (1.13.19) 

it can be shown that K ( L ) = — e^" L~^'^ , but from Eq.(l.13.13), 

e " ' = - a v , ( A ) A ' " (1.13.20) 

Combining the two, 

v.(A)=[Ajj^ a.m» 

The RNG procedure was also applied to the equation for the dissipation rate to 
obtain for homogeneous isotropic turbulence 

= -CA— (1.13.22) 
Dt K 

DK 
where C4 = 1.722. Combined with = - e , this gives a decay law 

K~t "4"-f'-'"' (1.13.23) 
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However, Smith and Reynolds (1992) corrected YO's algebraic errors to yield C4 
= 5.65, thus leading to K~t~ '̂̂ ^ ,̂ in very poor agreement with experimental 
values. Recent recalculations yield C4 - 1.68 and K-f̂ '"̂ ^ (Yakhot and Smith, 
1992). 

Removal of only the smallest scales by RNG gives rise to subgrid scale 
models useful for LES. YO showed that in this case, the Smagorinsky model 
results, 

Yt=(cA)'s,^ (1.13.24) 

where Ŝ j is the strain rate of the resolved scales; c ~ 0.11. Once again, these 
values are of the same order as used in many LES calculations. 

Removal of all significant scales from the TKE and dissipation equation 
results in the K-e model (see Section 1.10). In other words, ensemble averaged 
equations result. YO's values for the constants in the K-e model are [C4 
corrected by Smith and Reynolds (1992)] 

ci = 0.084; C2 = 0.718; C3 = 1.063; C4 = 5.65; C5 = 0.718 (1.13.25) 

Contrast these with values determined empirically to yield good agreement with 
simple flows. As discussed earUer, the value of C4 is too large to be consistent 
with observations on homogeneous, isotropic turbulence. For homogeneous 
shear flow, TKE increases as (Spaziale, 1991) 

K~e^' (1.13.26) 

where 

Ci ( C 4 - C 3 ) ' 
2 ^1/2 

( C 3 - 1 ) ( C 4 - 1 ) 
(1.13.27) 

Here the value of C3 is too close to the singular value and the RNG model yields 
unreaUstically large growth rates. However, the recomputed values of C3 = 1.42 
and C4 = 1.68 yield much better agreement: X = 0.142. 

Lam (1992) provides an alternative explanation of the RNG method. He 
shows that the 8-expansion scheme used by YO is inconsistent since e = 4 is 
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needed to derive the Kolmogoroff constant from the expression for 8 using the 
Kolmogoroff scaling law, whereas elsewhere small expansions in £ are used. He 
shows that the stirring force introduced is a surrogate for a new body force 
introduced by the filtering process of eliminating small scales and extrapolating; 
e is an adjustable parameter in the problem and not an expansion parameter. He 
mentions several alternative RNG approaches developed recently. 

Yakhot et al. (1992) extend the K-e model of YO to shear flows using 
expansion in r\ , the ratio of the timescale of turbulence tg to the timescale of the 
mean strain rate, 

r| = (2SijSijy^^K/8 (1.13.28) 

They also present recalculated values for various constants. C3 has been 
recalculated to be 1.420, and C4 to 1.68. An additional term R has been added to 
the dissipation rate equation to account for strong shear. 

T : + 3 — U K 8 = - C 3 - ^ i j S i j - C 4 — + — - ^ ^ 
d t d Xk K -̂  -̂  K d x^ I C5 d X]̂  

where 

R=2vS, 
^^ dXi dx i 

\ 
• R (1.13.29) 

(1.13.30) 

For strong shear, r| is large and R cannot be neglected (r| - 3 in the logarithmic 
region). Yakhot et al. (1992) postulate a model for R motivated by a Fade 
approximation and scaling arguments that yield the universal value for T| = r|^ 
obtained in homogeneous shear flows: 

R= 
h,s„) . . -^l 

(l+CfiTl') K 
(1.13.31) 

For homogeneous shear flows, -Xy Sjj = Yt S , and thus 

(1.13.32) 
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For weak shear (r\ -^ 0), R ^ 0, and for strong shear (r\ -> oo), 
2 

R -> --^^—' . The constant Ce is undetermined and RNG has to appeal to 

the law of the wall and the empirical value of the von Karman constant K. 

r\ = c[^^^ , 8= -Tjj Sy , in the wall region, and since only d/dz terms remain in 

the 8 equation, it can be shown that 

K' = 

C l T l ^ l -

C 4 - C 3 + -

.JL 

1 + C6r|' 
.1/2 (1.13.33) 

Using K ~ 0.4, one gets c^ -- 0.012. 
This completes the part of the RNG-based generalized K-8 model applicable 

to strong shear flows. It is also important to account for the time lag in the 
response of turbulence to sudden application of strain by including relaxation 
terms in the Reynolds stress transport terms to account for the initial evolution of 
turbulence (Yakhot et al, 1992). For asymptotic growth rate considerations, the 
relaxation effects are not important. 

A more recent development is an improved RNG model by Canuto and 
Dubovikov (1996a,b,c) in which nonlinear interactions introduce both a 
turbulent stirring force that is ultimately responsible for the spectral energy flux 
and a wavenumber-dependent viscosity that can be renormalized and summed 
up, as described above, by RNG analysis. Locality of transfer in the wavenumber 
spectrum is postulated because of the nonrenormalizable infrared divergence of 
the stirring force. There is considerable evidence that nonlocal interactions 
between disparate wavenumbers mostly cancel one another (Kraichnan, 1971), 
and the interactions that contribute to local spectral transfer are principally local 
in nature (Eynk, 1994). This is also confirmed by DNS and LES calculations 
(Domaradzki, 1988; Domaradzki and Rogallo, 1990). Canuto and Dubovikov 
(1996a,b,c) derive Kolmogoroff and Obukhov-Corrsin spectra, the associated 
constants (5/3 and 1.2), and skewness for freely decaying turbulence (0.5), and 
compare their model to DNS, LES, and laboratory data. 

1.14 DIRECT NUMERICAL SIMULATIONS (DNS) 

Direct numerical solutions exploit the computing power of modem high per-
formance computers to explicitly solve the Navier-Stokes equations, resolving 
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all scales from the Kolmogoroff dissipative scales to the largest eddies in the 
e.g., Moin and Kim, 1982; Domaradzki, 1988; Domaradzki et al, 1993, 1994; 
Coleman et al, 1992; Schumann, 1996). In this sense, they are the other extreme 
to EAC models. DNS has enabled various properties of turbulence to be 
calculated numerically, without any approximations or "models" whatsoever. 
Herein lies the attraction of DNS. It is not a turbulence model; it is an exact 
calculation. These calculations tell us the true nature of many aspects of 
turbulence, including its vortex tube-like structure at small scales, that are hard 
or impossible to measure or model accurately. The technique is especially well 
suited to the simulation of unbounded turbulent flows, but simulations near a 
wall are more difficult. For a timely review of DNS, see Moin and Mahesh 
(1998). 

The main drawback of DNS [see the review by Reynolds (1990)] is that to 
resolve the microscales in the dissipative range of the spectrum, since ilx\-R^^^ , 
the number of grid points needed is 0(Rt̂ '̂̂ ) (Moin and Mahesh (1998) point out 
that it is only necessary to represent dissipative scales accurately and it is seldom 
necessary to resolve the Kolmogoroff microscale). In addition, to resolve the 
associated timescales and do calculations to statistically steady state, 0(Rt̂ '̂̂ ) 
resources are needed. So the magnitude of the problem scales like Rt̂ . Just 
doubling the Reynolds number requires a computer an order of magnitude more 
powerful. DNS turbulence research therefore rightfully belongs to the category 
of grand challenge problems that require computing capabilities beyond a 
teraflop machine. So far, even with the most efficient techniques of solution and 
optimization, the method is impractical beyond a turbulent Reynolds number 
(Rct) value of about 2000. Since geophysical boundary layers have Rt values of 
over 10 ,̂ there is therefore little likelihood of DNS being used for accurate 
simulation of geophysical turbulent flow problems such as the ABL and the 
OML in the foreseeable future. Nevertheless, these calculations are being done at 
the low Reynolds numbers currently attainable in the hope that they can shed 
some light on the otherwise intractable problem of modeling turbulence 
(Coleman et aU 1988, 1992; Domaradzki et al, 1993, 1994; Piomelli et al, 
1996; Kerr et al, 1996; Schumann, 1996), and some are beginning to display an 
incipient inertial subrange, a broad range of which exists in the spectrum at only 
large Reynolds numbers (Moin and Kim, 1982; Rogallo and Moin, 1984). DNS 
is also beginning to provide detailed "data" on laboratory turbulence that is 
valuable for understanding turbulence. More recently DNS has been applied to 
geophysical-type flow situations, but at Reynolds numbers much lower than 
those typical of such flows (e.g., Coleman et al, 1988, 1992). 

However, as Moin and Mahesh (1998) point out, the real utility of DNS is not 
in simulating geophysical and other turbulent layers, but more for obtaining a 
better understanding of turbulence dynamics, which would in turn be useful in 
modeling and understanding turbulent layers. 
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DNS obtained its start in the simulation of the classical turbulence problem of 
homogeneous isotropic turbulence, long studied by turbulence theorists. There 
has however been a significant increase in applications of DNS to practical flow 
problems in geophysics in the 1990s (Coleman et al, 1992; Schumann, 1996). 
The Reynolds numbers achievable in DNS are severely limited by computing 
memory and time requirements. In calculations of homogeneous stratified 
turbulent flows, early supercomputers of the 1980s had a maximum feasible grid 
size of about 64^ (Gerz et al, 1989), but a multigigaflop computers such as the 
Cray C90 allow computations to be done over a 128^ grid (Schumann, 1996), 
leading to a Rct of about 120 (and a Re^ of about 50). The Kolmogoroff scale r\ 
in these calculations is comparable to the grid size, and the integral scale i is 
usually a fraction of the domain size. The ratio i/r\, proportional to R^^^, is 

therefore a fraction of the number of grid points in a single direction. Thus the 
number of grid points in each direction determines the Reynolds number of the 
simulation. As of 1999, on current high performance computers, efficient 
pseudo-spectral techniques enable homogeneous isotropic turbulence to be 
simulated (e.g., Kerr et al, 1996) with a numerical grid of 1024^, and a 
turbulence Reynolds number Rct (based on the integral length scale) of about 
2400 (Re,̂  based on Taylor microscale of about 800). A 1024^ calculation 
enables a reasonably broad Kolmogoroff inertial subrange to be realized. Even 
higher Reynolds numbers would become feasible on massively parallel teraflop 
computers of the next century. 

The biggest advantage of DNS is that it is an exact calculation and not a 
model. Therefore it is possible to determine the various turbulence quantities of 
interest to both LES and EAC, although care must be exercised in interpreting 
and extrapolating the low Reynolds numbers results of DNS to the high 
Reynolds number flows simulated by LES and EAC. This applies especially to 
interpreting transfers in spectral space and resolving questions related to local vs 
distant scale interactions, since in DNS, the range of scales is small and the 
interactions are therefore mostly local. 

In EAC, the question is how best to model unknown terms such as the 
pressure-strain covariances, and once again it is here that DNS (and LES) is 
providing some guidance. In LES, the question is how best to parameterize the 
subgrid scales, which can be explored by filtering the DNS results and 
examining the resolved and subgrid scales. It is indeed such studies that revealed 
the importance of including backscatter (Piomelli et al, 1991, 1996) in 
parameterizing the subgrid scales in LES. Traditional Smagorinsky-type eddy 
viscosity formulations for subgrid scales have proven inadequate for LES of all 
but the simplest of flows. Simulations of homogeneous isotropic turbulence 
(Domaradzki et al, 1993) and wall-bounded turbulence (Domaradzki et al, 
1994) have shown that the net eddy viscosity has a cusp-like behavior near the 
cutoff wavenumber resulting from the balance between forward transfer of 
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energy from resolved scales to subgrid scales and the backscatter from subgrid 
scales to resolved scales. Piomelli et al 's (1996) DNS results have shown that in 
the buffer region of a turbulent boundary layer, the forward scatter is associated 
predominantly with ejections, and the backscatter with sweeps. Furthermore, 
subgrid scale transfer is local, with the scales immediately above the cutoff 
interacting with those immediately below. It may therefore be necessary to 
model the local and nonlocal transfers separately. Linear formulations such as 
the Smagorinsky eddy viscosity consider only the forward transfer of energy 
from resolved scales to subgrid scales and hence are absolutely dissipative. This 
often leads to excessive damping of turbulence. Nevertheless, their success is 
related to the fact that they do predict overall dissipation reasonably well even 
though they fail to predict the details of the subgrid scale stresses (Piomelli et 
al, 1996). Dynamic models that utilize a dual-filtering approach can account for 
the backscatter. A variety of other approaches to accounting for the backscatter 
from subgrid scales to resolved scales have also been proposed, leading to better 
LES's in certain flow situations such as boundary layer flows (e.g., Kosovic, 
1996). 

DNS employs numerical methods that can be classified into two categories: 
the pseudo-spectral method and the finite-difference-based method. The former 
is the preferred method when feasible, since the equations can be transformed 
into spectral space for a more efficient solution. Tests with isotropic turbulence 
show that the same accuracy can be achieved by spectral methods at half the 
resolution of the finite-difference-based schemes (Gerz et al, 1989). The 
assumption of horizontal homogeneity in the flow enables the Navier-Stokes 
equations to be transformed from physical to wavenumber space and pseudo-
spectral techniques to be used for solution. These techniques use simplified 
periodic boundary conditions. For homogeneous isotropic turbulence far away 
from any boundaries, periodic boundary conditions can be applied in all three 
directions. However, when shear and/or stable stratification is involved, as is the 
case in the ABL, periodic conditions fail for one of the three directions in the 
Eulerian frame of reference (the same is true of LES). Either time-dependent 
coordinate transformation in which the flow can be assumed periodic (Holt et 
al, 1992) or finite differences must be used (Gerz et al, 1989; Schumann, 
1996); both give similar results according to Holt et al (1992). The use of 
spectral decomposition in the horizontal enables conversion of PDEs to ODEs 
and efficient techniques such as the Runge-Kutta schemes to be employed for 
solution. Such numerical details can be found in the original papers and are too 
complicated to describe here. 

There is considerable similarity between numerical techniques employed for 
DNS and those for LES. The principal difference is that the former solves the 
full N-S equations, whereas the latter solves the filtered equations. The former 
needs no subgrid scale model; the latter needs one. Both use homogeneity and 
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periodic boundary conditions in the horizontal directions, and often pseudo-
spectral techniques in the horizontal. In fact, Kaltenbach and co-workers 
extended their DNS method (Kaltenbach et al, 1991) to LES (Kaltenbach et al, 
1994). Using the Smagorinsky model for subgrid scales they found that they 
could reproduce the LES results for weakly stratified shear flows in DNS by 
replacing its constant molecular viscosity by the initial mean turbulent viscosity 
of LES. LES can therefore be looked upon as a DNS with temporally and 
spatially varying viscosity (Schumann, 1996). At present, because of the inability 
of DNS to achieve high Reynolds numbers, LES gives more accurate results for 
practical flow situations, provided the subgrid scales are parameterized correctly. 
In any numerical simulation of turbulence, energy must be removed from the 
smallest resolved scales (Coleman et al, 1992) by either molecular viscosity (in 
DNS), eddy viscosity (in LES), or a hyperviscosity [in LES, where the viscous 
term is multiharmonic (V", n > 6) instead of the biharmonic (V^) type, for purely 
numerical reasons], and the underlying assumption is always that the larger 
energy-containing scales are not very sensitive to exactly how the removal is 
done! 

Schumann (1996) summarizes recent developments in DNS and LES of 
stratified homogeneous shear flows. DNS of the neutrally stratified Ekman layer 
has been performed by Coleman et al (1990), as well as that of a stably stratified 
Ekman layer (Coleman et al, 1992). The latter collaborators (using a 96 x 96 x 
45 computational grid) found some agreement between their DNS results and the 
LES results of Mason and Derbyshire (1990). They also found support for the z-
less scaling of Nieuwstadt (1984) (see Chapter 3). A salient feature of the stable 
stratification is the limitation on the eddy scale related to dissipation due to 
buoyancy effects (Brost and Wyngaard, 1978). This scale is bounded by the 
Ozmidov scale in stably stratified flows. Therefore the length scale distribution 
in the boundary layer adjacent to the wall is the lesser of the distance from the 
wall and this length scale. When DNS results were corrected for low Reynolds 
number effects, the results on the length scale in the stable boundary layer agreed 
with this. They also agreed well with gradient closure approximations for the 
temperature variance and the heat flux. Figure 1.14.1 shows the variation of 
coefficients a and b as a function of Rig, where 

We stop here in our rather limited exploration of turbulence and turbulence 
modeling. The subject is too vast and complex to describe fully in a single 
chapter. The reader is however encouraged to explore specific approaches via 
the references cited. Hopefully, this chapter provides the necessary background. 
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Figure 1.14.1. Variation of coefficients a and b with Rig (from Coleman et al. 1992). 

LIST OF SYMBOLS 

a, tti 

ttB 

P,Ps 
8 

Ym 
9M 

Kolmogoroff constants in the universal inertial subrangeof the 
three-dimensional and one-dimensional turbulence kinetic energy 
spectrum 
Batchelor constant in the universal inertial-convective subrange 
of the Obukhoff-Corrsin passive scalar spectrum 
Coefficient of expansion (thermal and due to salinity) 
Boundary layer thickness 
Dissipation rate of TKE, temperature, and scalar variance 
Mixing efficiency 
Monin-Obukhoff similarity function 
Kolmogoroff microscale (also the ratio of the turbulence 
timescale to the timescale of mean strain rate) 
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r|b Batchelor scale 
r|c Microscale corresponding to the dissipation of the variance of c 
K Von Karman constant 
X Taylor microscale 
V, Vt Kinematic viscosity (molecular and turbulent) 
0 Fluctuating temperature 
p Fluctuating fluid density (also correlation coefficient) 
po, Pr Mean and reference density 
a Standard deviation 
Oij Turbulent stress tensor 
cOi Fluctuating component of vorticity 
T Shear stress value (also time delay in correlations and 

covariances) 
T(k) Shear stress spectrum 
Xij Shear stress tensor 

A Grid size 
Ab Buoyancy change 
0 Mean temperature 
Qi Mean vorticity (also rotation rate of the Earth) 
Eij Mean stress tensor 

b Buoyancy 
c Fluctuating concentration of a passive scalar 
f, fy, fk Coriolis parameter (also frequency), twice the horizontal 

component of rotation, and twice the rotation vector 
ft, fs Turbulence frequency and frequency associated with vertical 

shear 
g Acceleration due to gravity 
k, ki Wavenumber and longitudinal component of the wavenumber 
ke, k^ Wavenumbers corresponding to the spectral peak and 

Kolmogoroff scales 
kx, ks, kc Diffusivity of heat and salt, and a passive scalar (kinematic) 
kn, kp Turbulent heat diffusivity, turbulent buoyancy diffusivity 
i Integral microscale of turbulence 
ih, (-0^ ^ T Buoyancy length scale, Ozmidov length scale, and Thorpe length 

scale 
^ d Alternative buoyancy length scale 
i m Mixing length 
i r Rotational length scale 
p Pressure 
q Turbulence velocity scale 



110 1 Turbulence 

qb Buoyancy flux 
r Radius of curvature 
rij Turbulence rotat ion tensor 
Sij Turbulence strain-rate tensor 
t T ime 
ts Timescale over which large eddies are strained and oriented 
tg Timescale associated with dissipation of temperature fluctuations 
u, V, w Turbulence velocity components 
u* Friction velocity 
v^ Kolmogoroff velocity scale 
X Horizontal coordinate 
Xi Coordinates 
z Vertical coordinate 
Zi Inversion height 
Z) Roughness scale 

At Turbulence activity 
B(k) Buoyancy flux spectrum 
C M e a n concentrat ion of a passive scalar 
D Diffusive transport 
E(k) , Ec(k) Three-dimensional spectrum of T K E and a passive scalar 
E l l , E22, E33 One-dimensional spectra in three directions ( E n is longitudinal) 
Fij Spect rum tensor 
F(k) Energy flux in spectral space 
Fr, Frt Froude number and turbulence Froude number 
Fr't Rotational turbulence Froude number 
K, KM Turbulence kinetic energy (also kurtosis) and mean kinetic 

energy 
L Length scale 
N Buoyancy (Brunt-Vaisala frequency) 
Nu Nusselt number 
NQ Dissipation rate of temperature variance 
P Mean pressure (also probability density function) 
Ps, Pb Shear and buoyancy production of TKE 
Prt Turbulent Prandtl number 
Rij Correlation tensor 
RN Flow Reynolds number 

Rt, R^ Turbulence Reynolds number and Taylor microscale Reynolds 
number 

Ra Rayleigh number 
Rig, Rif Gradient Richardson number and Flux Richardson number 
Ric Curvature gradient Richardson number 
RIR Rotational gradient Richardson number 
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Rit Turbulence gradient Richardson number 
S Salinity (also skewness) 
Sij Mean strain-rate tensor 
SM, SH Stability functions in turbulent mixing coefficients 
Te, T ,̂ Tb Eddy turnover timescale, Kolmogoroff timescale, and buoyancy 

timescale 
U Flow velocity 
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Chapter 2 

Oceanic Mixed Layer 

In this chapter, we discuss the salient characteristics of oceanic mixed layers 
(OMLs), and how we go about modeling them and obtaining a better 
understanding of the OML for many practical applications. We concentrate on 
the mixed layer adjacent to the air-sea interface, and describe the various 
processes affecting it. The bottom/benthic layer (BBL) is then described, and 
finally, methods for modeling OMLs are outlined. 

There are very few existing reviews of the OML, one of them being the now 
classic but somewhat dated monograph by Phillips (1977). Most of the 
observational and other research work done on the OML is published in 
oceanography journals such as the Journal of Geophysical Research (Oceans) of 
the American Geophysical Union, and the Journal of Physical Oceanography of 
the American Meteorological Society, although related articles can often be 
found in journals on the atmosphere. Journals such as the Journal of Marine 
Research, Deep-Sea Research, and the Journal of Continental Shelf Research 
are also relevant to the OML. The Journal of Hydraulics of the American 
Society of Civil Engineers publishes research, mostly engineering-related, on 
the coastal oceans. The reader is referred to these for the latest advances related 
to the OML. 

2.1 IMPORTANCE 

In matters related to geophysical flows, turbulent boundary layers and the 
associated small scale processes play a vital role. The atmospheric boundary 
layer (ABL) and the OML adjacent to the air-sea interface mediate the exchange 
of mass, momentum, energy, and heat between the atmosphere and the ocean. 
This is the principal reason why the OML is so central to air-sea exchange, a 
problem of importance to long-term weather and climate. 

113 
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Since the atmosphere is to a large extent transparent to solar radiation, the 
surface of the Earth is mainly responsible for most of the solar heating. In 
addition, because of the high heat capacity of water (2.5 m of the upper ocean 
has the same heat capacity as the entire troposphere), and because the oceans 
compose over two-thirds of the surface of the globe, most of the solar heating on 
Earth passes through the oceans, or more specifically the OML, first (roughly 
60% is absorbed in the upper 20 m). Oceans act as heat reservoirs, gaining heat 
during spring-summer and losing it slowly during fall-winter. Most of this heat 
loss is through the atmospheric column and therefore oceans act like a flywheel 
in matters related to weather on timescales of weeks and longer. In contrast, the 
seasonal heat storage in the ground is for most practical purposes quite 
negligible. The heat gained by the oceans, primarily in the tropics, is transported 
poleward by western boundary currents to subpolar regions, where there is a net 
heat loss during the course of a year. It is the poleward heat transport by the 
oceans and the atmosphere (in roughly equal amounts) that keeps high 
midlatitudes habitable. 

The OML also plays an important role in the oceanic food chain, which 
supplies a large fraction of the protein needs of the human population. Primary 
production by phytoplankton is the first link in this chain. The need for an 
energy source in producing biomass restricts primary production to the upper 
few tens of meters (the euphotic or photic zone), in which the solar insolation is 
strong enough to assist carbon fixation. Because of the absorption characteristics 
of seawater, the blue-green part of the spectrum of electromagnetic radiation 
important to biology can penetrate only a few tens of meters in clear waters and 
even less in murkier waters (the extinction is faster in murky waters due to 
sediments or high phytoplankton concentrations—see Section 2.3). Therefore it 
is primarily in the OML that most primary productivity occurs. The 
characteristics of the OML affect primary productivity, and to some extent, 
through its influence on solar extinction, there is a feedback on the OML as 
well. 

The mixing at the base of the OML is also crucial to biological productivity. 
The OML is normally nutrient-poor and it is the injection of nutrients from the 
nutrient-rich waters below the seasonal thermocline that permits higher levels of 
primary productivity. Wind forcing is crucial to this since the upwelling and 
downwelling produced as a consequence of wind forcing affect the nutrient 
balance in the OML. In fact, it is the upwelling regions (which compose just a 
few percent of the world's oceans and are located mostly along coasts such as 
Peru), where nutrient-rich waters are forced into the OML and brought into the 
photic zone, that provide most of the fish catch around the world. 

In addition to nutritional needs, biological productivity is important from a 
climatic point of view over timescales of decades or more. Carbon fixing that 
occurs in the OML essentially sequesters the CO2 in the atmosphere, since the 
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fecal pellets of zooplankton raining down onto the deep ocean floor constitute a 

sink mechanism for CO2 . Thus there exists a biological pathway for removing 

some of the anthropogenic CO2 introduced into the atmosphere. It is likely that 

the ocean acts as an important CO2 sink on the globe and accounts for a signi-

ficant fraction of the "missing" anthropogenic CO2 input to the atmosphere. 

The inorganic pathway is also likely to be important since it is in the cold sub-

polar oceans that there is a significant uptake of CO2, and some of these 

regions are also regions of deep and intermediate water formation. 
Air-sea exchange involves not only momentum, heat, and water vapor, but 

some photochemically produced and other "greenhouse" gases as well. For 
example, N2O and carbonyl sulfide (CoS) are two examples of such gases for 
which the ocean is a nonnegligible source. CoS is produced through photo-
chemistry by the action of the UV part of the spectrum on dissolved organic 
matter in the upper few meters of the ocean (the extinction scale of the UV 
radiation) and then outgassed to the atmosphere. N2O is produced by anaerobic 
bacteria primarily in oxygen-poor waters away from the ventilated OML and 
then brought into the OML during winter by the deepening of the seasonal 
thermocline. It is then outgassed to the atmosphere, eventually ending up in the 
stratosphere, where it has an impact on ozone concentrations. CoS is also a 
greenhouse gas of some importance to climate. The concentrations and therefore 
the rates of exchange of these gases to the atmosphere depend on the mixing in 
the OML. 

Acoustic propagation in the oceans is affected by the vertical gradients of 
temperature (and to some extent salinity). The OML determines acoustic trans-
mission characteristics important to sound transmission from an acoustic source 
in the water column. 

Finally, the OML constitutes the first link in the chain of oceanic pollution. 
Most of the pollution in the global oceans takes place along the coast in the 
coastal oceans through the OML, and therefore the fate of any pollutants 
accidentally or intentionally deposited in the OML depends on the mixing and 
dispersion in the OML. 

2.2 SALIENT CHARACTERISTICS 

The oceanic mixed layer is the region adjacent to the air-sea interface, which 
responds directly to surface forcing. The OML is typically tens of meters deep, 
and due to the fact that it is well mixed, the temperature and salinity (and there-
fore the density) are fairly uniform (see Figure 2.6.1 for some typical 
temperature profiles). The rapidly changing regions below these uniform 
regimes of temperature, salinity, and density are called the thermocline, 
halocline, and pycnocHne, respectively. The mixing is primarily shear driven. 
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since wind stress at the surface is the primary mixing agent, although at night 
significant convective mixing takes place. Convective mixing is described in 
Section 2.5. Various mixing processes which occur at different latitudes are 
discussed in Sections 2.6 to 2.8. 

The OML is heated both at the top and deeper in the water column from solar 
radiation in the visible part of the spectrum penetrating into the OML. This solar 
heating produces a diurnal cycle that varies in importance and magnitude at 
different latitudes. The cooling, however, is driven from heat and evaporative 
losses at the surface. At high latitudes, the diurnal cycle of heating is over-
shadowed by dynamical effects due to the presence of sea-ice cover, as 
discussed in Section 2.8. The diurnal modulation is, however, quite important at 
lower latitudes. Seasonal variation of the OML due to radiative heating is also 
important, although the importance depends on the latitude. 

Heating and cooling of the ocean surface occurs across the skin of the ocean 
(see Figures 4.6.1 and 4.7.1). Within this skin layer, which is on the order of a 
millimeter in thickness, there can be a sharp drop in temperature of a few tenths 
of a degree Celsius. Exchanges of heat, momentum, and mass through this 
region are by molecular processes. This cool skin plays an important role in air-
sea transfer processes. The details of the cool skin and the exchanges are found 
in Section 4.7. Transport of dissolved gases also occurs across a molecular 
sublayer of similar thickness to the thermal sublayer. There is an equivalent 
layer on the atmospheric side of the ocean-atmosphere interface called the 
interfacial sublayer that is governed by similar physics (Section 4.6). 

Below this thin layer, turbulent processes dominate, driven by momentum 
and energy exchanges from the atmosphere to the ocean, which involve wave 
motions at the ocean surface. Wind stress acting at the ocean surface creates 
currents as well as waves, the fraction of the momentum input to each depending 
critically on the degree of development of the wave field and hence the fetch. At 
early stages of wind-wave development (equivalently, short fetches), a large 
fraction of the momentum input goes into waves. At late stages, when the wave 
field is mature or nearly fully developed, waves over most of the wavenum-
ber/frequency spectrum lose any excess momentum and energy gained from the 
wind and remain "saturated." This excess energy is dissipated by wave breaking 
and the excess momentum is transferred to ocean currents. Thus a larger fraction 
of the momentum input goes into ocean currents. It is the dependence of the 
momentum transfer from winds on the degree of wave field development that is 
partly responsible for the large scatter found in the measurements of the drag 
coefficient in classical bulk formulas. 

The presence of the wave sublayer and a mobile interface, whose roughness 
as felt by both the ocean and the atmosphere is dynamically determined, 
provides the most important distinction between an ABL over land and that over 
the ocean. Consequently, surface layer similarity laws derived from the ABL 
over land are at best loose analogies when applied to the ABL over water and 
the OML. This is more so for the OML where the fraction of the OML affected 
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directly by wave orbital velocities and hence wave dynamics can be a large. In 
contrast, the fraction of the ABL affected directly by wave motions is small. At 
anemometric height, the fraction of the momentum flux from the atmosphere to 
the ocean supported by waves is small. Most of that flux is carried by turbulent 
eddies. However, as the air-sea interface is approached, an increasing part of 
this flux is supported by waves. The fraction of the flux carried by waves 
depends critically on the wave age. The atmosphere transfers more momentum 
and energy to young waves compared to more mature ones; the result is that the 
roughness and the drag felt by the atmosphere is higher for the former. 

A further effect of wind-induced currents is the creation of Ekman spirals. 
The mechanics of the Ekman spiral are discussed in Section 2.8; the importance 
of the Ekman spiral to the OML is in the transport of mixed layer water due to 
these currents. These currents cause convergences and divergences in this upper 
layer (called Ekman pumping) which link the OML to circulations in the deeper 
ocean. 

The importance of organized motions in the OML such as those due to large 
eddies and Langmuir circulations is being realized increasingly. Langmuir cells 
(Figures 2.2.1 and 2.4.1) are unique to the oceans since they result from a subtle 
interaction of the wind-driven turbulence and the Stokes drift current produced 
by surface gravity waves (see Section 5.2 for a description of the Stokes drift 
current). These motions are not only capable of injecting additional energy into 
the OML for mixing, but also are capable of transporting floating particles such 
as phytoplankton deep into the OML. Observational programs and advanced 
computer models such as large eddy simulations (LES's) are helping us 
understand such large scale features of the OML. These cellular motions have 
their counterparts in the ABL, the horizontal rolls that extend over the entire 
ABL, but the mechanism is totally different. 

Figure 2.2.1. Velocity fields associated with Langmuir circulations. Notice the strong vertical and 
horizontal velocities close to the surface in the region of convergence of these cells (from Weller et 
ai, 1985). 
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The ocean is also driven by the exchange of longwave radiation, and the 
turbulent sensible and latent heat fluxes. These heat fluxes, in addition to the 
freshwater flux (a combination of evaporation and precipitation), together make 
up the buoyancy flux. Rain events alter the buoyancy of the upper layers by 
decreasing their salinity, changing the surface temperature, and promoting 
enhanced heating and cooling at the air-sea interface. 

A major factor in OML dynamics in the equatorial regions is the presence of 
strong background currents in the vicinity of the OML. The Equatorial 
Undercurrent in the Equatorial Pacific is a typical example. It exists at depths 
ranging from 50 to 200 m and is an eastward-flowing current that produces a 
strong vertical shear, which has a major influence on mixing in the upper water 
column. In contrast, in midlatitude oceans, the principal balance is between the 
Coriolis terms and the stress divergence, and the currents are not continuously 
accelerated by a steady wind; instead a steady state is reached and an Ekman-
like spiral is produced. 

In ice-covered oceans, the ice mediates the exchange of momentum 
betweenthe atmosphere and the OML. The principal balance in ice is between 
the Coriolis force, the wind stress at the top, and the shear stress on the ocean at 
the bottom. In addition, ice growth and melting causes buoyancy fluxes that 
affect the OML below the ice. A significant difference from ice-free oceans is 
the absence of a surface wave field (apart from the propagating swell near the 
ice edge). Stirring by deep ice keels is an important factor. 

The active turbulent mixed layer in the upper ocean is usually capped below 
by a strong buoyancy interface, in the form of a layer with either a sharp 
decrease in temperature (seasonal thermocline) or a sharp increase in salinity 
(halocline). In either case, this layer (called a pycnocline) is stably stratified and 
hence turbulence is damped by buoyancy forces. The transition region from 
active turbulent mixing to mostly quiescent layers below can be called a 
turbucline. Normally, the turbucline coincides with the seasonal thermocline or 
halocline, but not necessarily both. During a rain event, a shallow brackish layer 
can form and the halocline and turbucline are at similar depth but the 
thermocline is much deeper. In the tropical western Pacific, a similar situation 
can exist, leading to the so-called barrier layer. 

An OML is mixed from both the top and the bottom. At the top, it is the 
winds, waves, and buoyancy fluxes that stir the fluid. At the bottom, it is the 
entrainment driven by large turbulent eddies in the OML that mixes the denser 
fluid from below into the OML (Kraus and Turner, 1967; Kantha et al, 1977). 
Wind-driven current in the OML also causes strong shear at the base of the 
mixed layer; shear instability ensues, inducing Kelvin-Helmholtz (K-H) billows, 
which thicken the buoyancy interface and hence decrease its resistance to 
erosion by turbulent eddies. In deep OMLs, it is these mechanisms at the bottom 
that are responsible for a majority of the deepening of the OML. In shallow 
OMLs, the surface-stirring processes are also important. Note that turbulent 
erosion tends to sharpen the pycnocline, while K-H billows tend to make it more 
diffuse (Woods, 1968; see also Woods and Wiley, 1972). 
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Thus, an OML can be divided into four parts, the very thin but important 
molecular sublayer, a few millimeters thick; the wave sublayer, normally 2 to 6 
m thick; the main bulk of the OML, 10-40 m thick; and the interfacial layer or 
the entrainment sublayer of about 5-10 m thickness. In deep convective OMLs, 
where the mixed layer depth is a few hundred meters, the fractions of the wave 
and entrainment sublayers are small. In a shallow diurnal OML, a few meters 
thick, the wave sublayer can be a large fraction. An active gravity wave field can 
damp out the diurnal modulation of sea surface temperature (SST) by wave-
driven mixing, through Langmuir cells or wave breaking processes. 

2.2.1 DIFFERENCES WITH THE A B L 

There are striking similarities between the ABL and the OML. Figure 2.2.2 
shows the variation of the ratio of the dissipation rate to the buoyancy flux with 
depth/height in the OML and ABL under convective conditions. Similar scaling 
laws should hold in both turbulent layers and this is indeed the case. For 
example, under neutral stratification, it is possible to find a region where the 
universal law of the wall scaling would apply: q ~ u*, 1 ~ z and £ - z ~\ v̂  ~ z. 
Indeed this scaling is found in the upper part of the OML, except 
close to the surface. Close to the surface, under strong wind conditions, modem 
measurements (e.g., Agarwal et al, 1992) have found that the dissipation rate is 
one to two orders of magnitude larger than that given by the law of the wall. In 
the upper few meters, recent measurements (Terray et al, 1996; Drennan et al, 
1996) indicate a region where the dissipation rate scales as z~̂ . This near-surface 
elevated dissipation rate is due to the influence of surface waves and wave 
breaking. Wave breaking generates intermittent, shear-free turbulence somewhat 
akin to the turbulence generated by a stirring grid in a fluid (whose scaling 
follows q ~ z~\ 1 ~ z, 8 ~ z^, Vt ~ constant). The turbulence intensity drops off 

sharply away from the source. Figure 2.2.3 shows that under stormy conditions, 
where one might expect to see extensive wave breaking, the above scaling 
applies, whereas during calm conditions, the dissipation scales more like the law 
of the wall. Figure 2.2.4 (from Melville, 1994) shows elevated dissipation levels 
in the near-surface layers, as much as 50 times that expected from law of the 
wall scaling. However, while the turbulence intensities are elevated above the 
usual levels during extensive wind-wave breaking, this turbulence is important 
only to a depth on the order of the amplitude of the breaking waves, since the 
resulting turbulence drops off rapidly with depth. Below these depths, the law of 
the wall can often be found once again. Wave breaking and associated 
turbulence are likely to be important for the dynamics of OMLs, especially 
shallow ones; because of the elevated near-surface dissipation rates, they may 
bring about a higher exchange of gas and heat across the air-sea interface. If it 
were not for the surface waves, the turbulence near the surface of an OML 
would behave roughly similar to that adjacent to a soHd boundary, such 
as the ABL. 
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Figure 2.2.2. Comparison of the ratio of the dissipation rate to the buoyancy flux as a function of 
depth between the OML and the ABL under convective conditions (from Shay and Gregg, 1986). 

The most important difference between the OML and the ABL is the depth. 
The OML is typically tens of meters deep, while the ABL is hundreds of meters 
deep. The ABL is principally convectively mixed during the day and shear 
mixed at night. The OML is principally shear mixed, since wind stress at the 
surface is the primary mixing agent, although at night significant convective 
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Figure 2.2.3. Dissipation rate in the upper parts of the OML under stormy (left) and calm 
conditions. Classical law of the wall scaling prevails in the latter, whereas surface wave breaking 
contributes significantly to the departure from this law during the former (from Gargett, 1989, with 
permission from the Annual Review of Fluid Mechanics, Volume 21, Copyright 1989, by Annual 
Reviews). 

mixing takes place. The ABL is heated primarily from below. The OML is, on 
the other hand, heated both from the top and from solar radiation in the visible 
part of the spectrum penetrating into the OML. The cooling is however driven 
from heat and evaporative losses at the surface, while the entire atmospheric 
column cools during the night. The seasonal modulation of the OML is quite 
important, whereas seasonal modulations in the ABL are of interest mostly in 
the polar atmosphere during the long polar days and nights. But perhaps the 
most important distinguishing feature of the OML is the presence of surface 
waves at the air-sea interface that play an active role in its dynamics. The 
dynamical influence of the ground surface on the ABL is determined by its 
roughness and topography, which are invariant, whereas it is the effective 
roughness of the mobile sea surface that is constantly changing with the winds 
that is important. 

The duration of daylight at a given latitude as a function of the 
season is quite important to the diurnal modulation of the ABL. Long polar days 
and nights play a crucial role in mixing in the ABL. In the OML, this is however 
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Figure 2.2.4. Measured dissipation rate in the wall layer of the OML. The dissipation rate is more 
than an order of magnitude higher than that expected from the classical law of the wall scaling (from 
Melville, 1994). 

overshadowed by other dynamical effects due to the presence of sea-ice cover in 
the polar regions. The diurnal modulation is however quite important at lower 
latitudes. There are significant latitudinal variations in OML dynamics. 

Rain causes a freshening of the upper ocean, which in turn acts to stabilize 
the upper ocean and reduce mixing. This effect, in combination with the 
opposite effect due to evaporation, provides the second component of the 
buoyancy flux to the ocean (the first being the surface heat flux). Rain also 
affects the ABL, as raindrops falling through this layer evaporate, moistening 
the ABL. However, the effects of rain on the structure of the ABL, similarity 
theory, etc., is not well-known in part due to the difficulty of obtaining accurate 
turbulence measurements during precipitation events. 

The condensation and evaporation of liquid water has a major effect on ABL 
dynamics and thermodynamics. Such phase conversions are absent in the OML, 
but dissolved substances (salt, for example) play an important role in the 
dynamics of the OML. Unlike the ABL, statistics of turbulence quantities such 
as the turbulence kinetic energy (TKE) budget are hard to measure and hence 
largely unknown in the OML. 
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2.3 PENETRATIVE SOLAR HEATING 

The solar heating of the ABL is mostly from the bottom; heating in the bulk 
is negligible for the most part, at least in the absence of clouds. The oceans, on 
the other hand, are heated at the surface (by both shortwave and longwave 
radiation) and below to depths of up to approximately 100 m by shortwave 
components that are not absorbed close to the surface. The degree of heating in 
the body of the upper water column, combined with the net heat balance at the 
surface, affects the mixing in the OML. Since heating is stabilizing, it tends to 
suppress turbulence in the water column and to confine mixing to a shallower 
layer near the surface. Consequently, the momentum transferred by the wind is 
confined to shallower layers, resulting in stronger currents. 

The solar radiation incident at the ocean surface can be divided into three 
components: short wavelengths in the ultraviolet part of the spectrum (<350 
nm), the wavelengths available for photosynthesis [photosynthetically available 
radiation (PAR), 350-700 nm], and the infrared and near-infrared wavelengths 
(>700 nm). The UV portion is roughly 2%, PAR 53%, and IR 45% of the total 
solar insolation. PAR coincides roughly with the visible portion of the spectrum 
and is the most important of the three portions for biological aspects of the upper 
ocean. Primary productivity and fixing of carbon by phytoplankton take place 
only in the euphotic zone, defined usually by the depth at which PAR decreases 
to 1 % of its surface value. The ultraviolet part is important to the production of 
certain photochemicals such as CoS. 

The depth of the euphotic zone depends greatly on water clarity, which is in 
turn determined by dissolved matter, suspended sediments, and chlorophyll 
concentration in the water (mostly the latter two). The infrared and near-infrared 
parts of the solar insolation are absorbed within the top 10 cm of the surface and 
the e-folding scale for UV radiation is less than 5 m. It is the visible part that 
penetrates much deeper, the extent of penetration depending very critically on 
the density of phytoplankton or pigment concentration, and in some coastal 
waters (near river outflows), the sediment concentration. Away from the coast, it 
is principally the chlorophyll content that affects water clarity. Ocean waters are 
usually divided into broad classes and types depending on optical clarity (Jerlov, 
1976). Waters in midocean gyres tend to be the most optically clear (Figure 
2.3.1). 

However, there is variability in water clarity at various timescales all the way 
from biological timescales to interannual ones. For the oceanic Case One waters 
(which include Types I to III), the chlorophyll concentration can change over 
several orders of magnitude (0.01 to 20 mg m"̂ ) and the corresponding euphotic 
depth can vary from -100 m to 10 m (Morel and Antoine, 1994). This is of 
importance not only to biology but also to dynamics, since the heat deposition in 
the water column suppresses mixing. During the TOGA/COARE experiment in 
the western Pacific, a large increase in chlorophyll concentration was detected 
immediately after the onset of a westerly wind burst. This increase in concen-
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Figure 2.3.1. Water types (from Jerlov, 1976) in the global oceans. 

tration was due to increased mixing in the water column and a consequent 
increase of nutrient concentration in the euphotic zone. 

It is clear that we need to understand and realistically model the solar 
extinction in the water column. An excellent and succinct summary of the solar 
radiation in the ocean can be found in Morel and Antoine (1994), which we 
follow closely here. Ivanoff (1977) and Bird (1973) are also good but dated 
references. 

Solar irradiance in the upper ocean can be modeled as 

I ( z ) = I o ^ a n e x p ( z / L j (2.3.1) 
n=l 

where IQ is the insolation immediately below the ocean surface, N is the number 
of bands, and a^ and L^ are the fraction of insolation resident in the band and 
its extinction length scale. Traditionally, a two-band model of solar extinction 
has been used in mixed layer applications. Paulson and Simpson (1977; see also 
Simpson and Dickey, 1981a,b) have tabulated the values of a^and L^ for 
various Jerlov water types. The two bands correspond roughly to the red and 
near-infrared and the visible parts of the spectrum. Obviously, for biological 
applications, a much finer division is essential, especially in the PAR band. But 
Morel and Antoine (1994) have shown that even for dynamical appHcations, the 
two-band model is quite deficient. AppHcation to the cool-skin aspects of the 
ocean surface may require as many as nine. Simpson and Dickey (1981b) 
present a nine-band parameterization for clear water. Also, since the Jerlov 
classification is based on optical clarity and not the pigment concentration, many 
practical applications such as consideration of the biological feedback on the 
dynamics of mixing cannot use the Jerlov approach, and explicit functional 
dependence of a^ and L^ on chlorophyll concentration (C) is needed. Morel 
(1988) analyzed the extinction properties in the visible part of the spectrum 
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Figure 2.3.2. Spectral characteristics of the solar radiation impinging on the sea surface. Note the 
absorption of certain wavebands due to the intervening atmosphere. Solar radiation at 0.1-, 1-, 10-, 
and 100-m depths for a chlorophyll concentration of 0.2 mg m~̂  is also shown. Note that only the 
visible part is left at a 10-m depth (from Morel and Antoine, 1994). 

(400-700 nm) in 61 wavelength bands for uniform pigment distribution. While 
this fine division may be indispensable for the analysis of photosynthesis, for 
dynamical calculations, Morel and Antoine (1994) recommend a simpler three-
band parameterization, with polynomial expressions for a^ and L^. 

The solar insolation spectrum at the surface is shown in Figure 2.3.2. Morel 
and Antoine (1994) point out that less than 0.5% extraterrestrial solar radiation 
lies outside the 250- to 4250-nm spectral band. Due to efficient absorption by 
principally H2O and CO2, less than 1% of the radiation remains beyond 2500 nm 
at the ocean surface. Also N, O, O2, and O3 absorb the radiation below 300 nm, 
so that for oceanic applications only the 300- to 2500-nm band is relevant. The 
insolation at the ocean upper surface is a complex function of atmospheric 
properties: the vertically integrated water, ozone and aerosol contents 
(visibiUty), and the amount of cloud cover. For clear skies, the sun elevation 
angle and atmospheric properties control the amount and distribution across the 
spectrum of solar radiation incident on the ocean surface, and for cloudy skies, 
the extent of cloud cover and the liquid water content are of great importance. 
Fortunately, most of this complexity can be handled by radiation models with 
appropriate properties for the atmospheric column as input. Figure 2.3.3 shows 
the fraction of the radiation transmitted to the ocean surface as a function of 
visibility, sun angle, and water vapor content. 
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Figure 2.3.3. Fraction of the solar radiation at the sea surface (right) as a function of the sun angle 
and water vapor content for clear and hazy conditions and albedo (left) as a function of Sun angle, 
visibility, and wind speed (from Morel and Antoine, 1994). 

Figure 2.3.2 shows the absorption characteristics for C = 0.2 mg m"̂  from 
Morel and Antoine (1994). The rapid absorption of wavelengths beyond the 
visible in the upper meter of the water column can be seen. The solar insolation 
at the bottom of the ocean surface is a fraction of that incident at the upper 
surface, the fraction depending on the albedo, which is in turn a function of the 
Sun's zenith angle and the sea state (and, to some extent, the wavelength). The 
Fresnel reflection at the air-sea interface is apparently more important than the 
diffuse reflection from upper layers. The former leaves the spectrum essentially 
unchanged so that for all practical purposes, the spectral shape immediately 
below the interface is the same as the one immediately above it (Morel and 
Antoine, 1994). Normally (for clear skies) the total albedo when the Sun is 
directly above is about 0.03, but can be as high as 0.3 for low Sun angles and 
calm seas (diffuse reflection is less than 0.7%). For overcast skies. Morel and 
Antoine (1994) recommend a value of 0.066. Payne (1972) tabulates the albedo 
as a function of Sun elevation angle and atmospheric transmittance. Rough seas 
reduce the albedo at low Sun angles. Figure 2.3.3, from Morel and Antoine 
(1994), shows the albedo from Fresnel reflectance for different conditions. 

The absorption characteristics of seawater are such that the spectrum can be 
demarcated by a 750-nm wavelength. Infrared wavelengths that lie above this 
limit are essentially independent of water turbidity and so pure water values can 
be used. For dynamical purposes, the infrared region can be characterized by a 
single band throughout the OML, except for the skin region. In this shallow 
region (see Section 4.7) the IR absorption close to the surface is so important 
that at least two and frequently more bands are needed. Fortunately, dependence 
on chlorophyll and sediment concentrations can be ignored and pure water 
values can be used (Simpson and Dickey, 1981b) (see Table 2 also). The two-
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band and one-band models for this part of the spectrum can be written as 

IiR (z) = IiR ( 0 ) 2 , ^ n e x p ( z / L j 

(2.3.2) n=l, aj = 1, L1= 0.267 cos a 

n=2, aj =0.805, a2 =0.195 

L1= 0.043 cos a , L 2= 0.42 (cos a)^ 
1/2 

Absorption of the solar radiation in the spectrum below 750 nm (especially the 
blue-green PAR range) depends crucially on the chlorophyll content. Figure 
2.3.4, from Morel and Antoine (1994), shows the absorption as a function of 
chlorophyll concentration C (and also the IR absorption). Table 2.3.1, from the 
same reference, tabulates the parameters needed to compute the extinction scale 
L in the entire 300- to 2600-nm spectral band of importance to the oceans (at a 
5-nm resolution) from the relationship 

1/L, - ^ n -'^on + ^ r (2.3.3) 

where X^ is the inverse of the extinction scale and subscript 0 denotes the value 

for pure water. This relationship is valid for C between 0.02 and 20 mg m"̂ . 
These numbers can be used to compute the solar insolation at any depth in the 
entire spectral range of interest and for most pigment concentrations of practical 
importance. Figure 2.3.5 shows results for various values of C. 

Ejr(z)/Eir(0-) Evis(z)/E vis(o-) 

Figure 2.3.4. Downwelling solar radiation in the near-IR band (left) at two solar zenith angles and 
in the visible (and UV) band (right) for various chlorophyll concentrations (from Morel and Antoine, 
1994). 
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10 5 

300 400 500 600 700 800 300 600 900 120015001800210024002700 
nm nm 

Figure 2.3.5. Attenuation coefficient as a function of the wavelength and chlorophyll concentration. 
Values for the 300- to 750-nm domain are shown in the right panel, and the full solar spectral 
domain up to 2.5 nmi (including the curves from the right panel) is shown in the left panel (from 
Morel and Antoine, 1994) 

For dynamical applications, it is adequate to consider only two bands in the 
visible-near-UV band: 

2 

Iv(z) = Iv (0 )X^nexp (z /L j 
n=l 

a^, L^ ~ a^ , L^ (C) 

(2.3.4) 

Table 2.3.2, from Morel and Antoine (1994), provides the coefficients in the 
polynomial expansions for the extinction scale L^ and the fraction of the visible 

radiation a^ resident in the band in terms of x = logio(C) 

Y=ao + ai x + a2 x^ + a3 x^ + a4 x"̂  + ag x^ (2.3.5) 

The dynamics of a mixed layer are quite sensitive to the parameterization of 
solar extinction in the water column. OML modelers have therefore tried to 
incorporate better parameterizations of absorption of solar radiation in the water 
column (Ivanoff, 1977; Simpson and Dickey, 1981a,b; Siegel and Dickey, 1987; 
Kantha and Clay son, 1994). Most OML models now have at least a two-band 
model, representing the longwave IR and shortwave visible parts of the 
spectrum that have different extinction length scales, following the recomen-



2.3 Penetrative Solar Heating 131 

TABLE 23.2 
Coefficients for Polynomial Expansions for Eq. (23.5) 

^1 

v? 
^ 1 

Z2 

V, 
v?. 
^1 

z. 

«0 

0.353 
0.647 
1.662 
8.541 

0.321 
0.679 
1.540 
7.925 

« i 

-0.047 
0.047 

-0.605 
-8.924 

0.008 
-0.008 
-0.197 
-6.644 

«2 

0.083 
-0.083 

0.128 
4.020 

0.132 
-0.132 

0.166 
3.662 

^3 

0.047 
-0.047 

0.033 
0.077 

0.038 
-0.038 
-0.252 
-1.815 

«4 

-0.011 
0.011 

-0.051 
-0.536 

-0.017 
0.017 

-0.055 
-0.218 

«5 

-0.009 
0.009 

-0.004 
0.055 

-0.007 
0.007 
0.042 
0.502 

dations of Paulson and Simpson (1977) for various water types. However, as 
discussed above, it has become increasingly clear that an even more accurate 
extinction parameterization is essential for a better simulation of many OML 
properties, including those pertaining to the dynamics (Martin and Allard, 
1993). Since photosynthesis is sensitive to the spectral properties of shortwave 
solar radiation in the water column, it is even more important for appUcations to 
biological productivity (Sathyendranath and Piatt, 1988). 

The feedback effects of chlorophyll-induced turbidity in the water column on 
the solar extinction profile itself are being recognized as an important aspect that 
affects the primary productivity in the upper ocean (Martin and Allard, 1993). 
Since carbon uptake by the oceans through organic pathways is central to 
anthropogenic carbon dioxide-induced global warming, understanding and 
modeling primary biological productivity in the upper ocean has become an 
important issue in global change (Smith, 1993). With the advent of satellite-
borne ocean color sensors that provide a global estimate of chlorophyll 
concentrations (and hence primary productivity) and solar extinction in the 
water column [see Martin and Allard (1993) for a detailed discussion of 
satellite-sensed ocean color], the need for OML models that can better simulate 
solar extinction has grown. Ramp et al (1991) observed a patch of turbid waters 
off CaHfomia, where the 4-cm temperatures were as much as 4.7°C elevated 
above the 2-m values due to strong attenuation of solar fluxes in the turbid upper 
layer. 

Martin and Allard (1993) have recently made a thorough investigation of the 
effects of chlorophyll concentration on turbidity and hence solar extinction 
properties. They found that in both long-term and short-term OML simulations, 
increasing the turbidity of the water affects the SST considerably. For example, 
increasing the chlorophyll concentrations from 0 to 2 mg m"̂  (roughly equiva-
lent to changing the Jerlov water type from Type I to Type III) causes the SST to 
warm up by as much as 4°C in summer at Ocean Weather Ship (OWS) Novem-
ber and 2°C at OWS Papa. Even on timescales of a few days, the SST change 
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can reach 1°C. They also find that the popular two-band parameterization of 
extinction is inaccurate in that it underestimates solar irradiance in the upper 
meter or so, and overestimates it in the rest of the water column. Such 
inaccuracies might be detrimental to modeling photochemical and biological 
production in the upper ocean (especially the former), since most photochemical 
production is concen-trated in the upper few meters (the extinction scale for UV 
radiation is 2-5 m). 

2,4 LANGMUIR CIRCULATION 

Langmuir (1938) was the first to observe and study the phenomena of 
organized counterrotating vortices at the surface of a lake, with axes aligned 
roughly with the wind, and associated with a three-dimensional, cell-like 
circulation. These have come to be known as Langmuir cells or windrows. Their 
presence is manifest by the surface convergence at the boundary of 
counterrotating cells (Figure 2.4.1). Windrows are often visible to the naked eye 
because seaweed and flotsam accumulate at the surface in these convergence 
regions. On a blustery day with a vigorous surface wave field, the convergence 
region is made visible by whitecapping and bubble entrainment due to breaking 
of small scale waves in the convergence regions resulting in parallel white lines 
roughly aligned with the wind and roughly uniformly spaced. Langmuir carried 
out a series of observations confirming the existence of cell-like circulation 
associated with windrows. 

Bubble clouds (Thorpe, 1984; Zedel and Farmer, 1991; Smith et a/., 1987) 
seen in side-scan sodar observations of the near-surface layers of the ocean are 
also associated with Langmuir cells (Thorpe, 1992a). Bubble plumes are 
manifest in the form of streaks with a variety of scales, merging at characteristic 
Y junctions to form large circulation cells, with the streaks aligned in the wind 
direction and drifting to the right of the wind. Smith et al. (1987) showed that 
these bubble plumes are concentrated at surface convergence zones. Bubble 
clouds are important to air-sea gas transfer, and because they are efficient 
volume backscatterers, important also to ocean acoustics at high frequencies. 
The depth of penetration of the bubble cloud depends very much on the strength 
of the surface convergence and hence the strength of Langmuir circulations. 

It has long been suspected that Langmuir cells might play a role in the mixing 
in the upper ocean, and other near-surface processes such as air-sea exchange of 
gases, entrainment of bubbles, photochemical production in the upper layers, 
and vertical transfer of momentum and other properties into the interior from the 
air-sea interface. This is simply because these cells can be quite vigorous and 
the downward vertical velocity immediately below the convergence region can 
be as high as a few tens of cm s~\ leading to bubble entrainment and transport to 
greater depths (Zedel and Farmer, 1991). The cells also provide a mechanism for 
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Figure 2.4.1. A schematic of the circulation induced by Langmuir cells (reprinted from Pollard, A 
Voyage of Discovery, Copyright 1977, with permission from Elsevier Science). 

distribution of properties in the vertical in the mixed layer and transport of 
phytoplankton and zooplankton in the vertical. However, Langmuir cells are 
inherently transient events and not much is known about their generation and 
decay characteristics. Therefore it has been difficult to assess their importance 
and significance (Weller and Price, 1988). Even the exact mechanism for 
generation of these cells was controversial until Craik (1970, 1977), Craik and 
Leibovich (1976), and Leibovich (1977) showed that these cells result from the 
interaction between the Stokes drift due to surface waves and the vertical shear 
of the wind-induced currents. The prevailing theory is that due to Craik (1977) 
and Leibovich (1977), known as the Craik-Leibovich theory, which 
hypothesizes that the instability brought on by the vortex force term that appears 
in the momentum equations due to the interaction of the Stokes drift with the 
mean shear leads to the formation of cellular patterns, ahgned in the direction 
parallel to the wind. The vertical vorticity associated with small lateral 
variations in vertical shear is twisted by the Stokes drift into horizontal vorticity 
and Langmuir cells. Leibovich (1983; see also Pollard, 1977) has reviewed 
earlier work on Langmuir cells. 

V/eller et al (1985) and Smith et al (1987) observed vertical velocities as 
high as 25 cm s"̂  in Langmuir circulations off California. Smith (1992) reports 
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on acoustic Doppler velocity measurements also off California indicating 
vertical velocities of -10 cm s"\ Weller and Price (1988) made very careful 
measurements of Langmuir cells from the ocean platform FLIP off the coast of 
California, including measurements of vertical velocity using an instrument 
capable of measuring all three components of velocity. Their observations have 
greatly enhanced our knowledge of the characteristics of these cells. They found 
much larger vertically downward velocities below the convergence zone (up to 
27 cm s"̂ ) than had been suspected, with the maximum located subsurface in the 
upper part of the mixed layer. There was a jet-like horizontal flow in the 
convergence zone in the downwind direction (Figure 2.4.1), once again with a 
subsurface maximum. Overall, the conceptual picture presented by Pollard 
(1977) is essentially correct, although the downweUing downwind flow in the 
convergence zone appears to be confined in the vertical and in the cross-wind 
directions. 

Weller and Price (1988) found the cells to be highly transient and were 
unable to determine the conditions for their onset, growth, and decay. They also 
found no definite dependence of downweUing velocity on wind speed (Figure 
2.4.2). Their most important finding, however, was that the Langmuir cells were 
able to rapidly destroy the surface thermal stratification in shallow diurnal 
mixed layers. However, there was no evidence of their direct participation in 
mixing in the deeper parts of the OML. This is not surprising, since Langmuir 

30.0 • December 1982 
4 May 1983 
X October-November 1983 

5.0 10.0 15.0 20.0 

Wind speed (m s""") 

25.0 

Figure 2.4.2. Vertical velocity in Langmuir cells as a function of wind speed (reprinted from Deep 
Sea Research, 35, Weller and Price, Langmuir circulation within the oceanic mixed layer, 711-747, 
Copyright 1988 with permission from Elsevier Science). 
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cells are intimately coupled to the Stokes drift from surface waves, which 
whilestrong near the surface, decays exponentially with depth. The vertical 
velocities below convergence zones, while quite strong immediately below the 
surface, also decay rapidly with depth. Thus one can expect the vertical scale of 
the cells to be essentially the vertical decay scale of the wave effects (l/2k) and 
this is often much smaller than the depth of the OML. Thus, while Langmuir 
cells are undoubtedly important to mixing in the near-surface layers, they might 
not be as significant to the overall mixing. Their intimate association with the 
wave field also makes them inherently transient. 

Finally, numerical solutions are also adding to our understanding of 
Langmuir circulations. Skyllingstad and Denbo (1995) have performed LES's of 
Langmuir circulations under a variety of conditions, including wind- and 
convection-driven mixing with and without Stokes drift to highlight their 
importance in the structure of the upper layers. They demonstrate the rapid 
growth in the scale of Langmuir circulations brought on by increased wind 
forcing evident in the observations of Smith (1992). Unlike the two-dimensional 
Craik-Leibovich theories, they were also able to simulate successfully the 
multiple cell scales characteristic of Thorpe's measurements of Langmuir cells 
(Thorpe, 1992a). Their simulations indicate the limited effect of surface heating 
and cooling on the near-surface structure of Langmuir circulation. Figure 2.4.3 
shows the near-surface vertical velocity structure for a variety of cases, 
illustrating the importance of the Stokes drift in producing the characteristic 
elongated cellular structures and Y junctions in Langmuir circulations. Only 
their cases WS, CWS, and HWS, the wind and wave forced simulations without 
any heat flux and with cooling and heating, respectively, demonstrate this 
organized structure; cases C, CW, and HW, the corresponding runs without 
surface wave forcing, do not. Also, these characteristic elongated structures 
were not evident at greater depths in the OML. Figure 2.4.4, from their 
simulation, confirms the tendency of surface floaters to congregate in 
convergence zones. Figure 2.4.5 shows the enhancement of vertical velocity 
variance and the increased entrainment heat flux in the CWS case relative to the 
CW case, leading to the conclusion that Langmuir circulations might be 
important to the dynamics of the OML. 

Langmuir circulations (Craik and Leibovich, 1976) are formed due to the 
instability of the wind-driven flow by the interaction of the wind-driven surface 
shear with the Stokes drift of the surface waves. This instabiUty is due to the 
vortex force term that appears in the momentum equations. Neglecting viscous 
terms for simplicity, the governing equations for momentum can be written as 

^Uj a . . 1 ap 
— ^ + - - u,u. +8.,,f,u,= —g.pe at ax, Po dx. 

dx^ K - j ) ^ ^ j p l % ^ (2.4.1) 
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Case C Case WS 

300 

2 200 

100 i 

100 200 300 
Zonal Distance (m) 

100 200 
Zonal Distance (m) 

Case CWS Case CW 

100 200 
Zonal Distance (m) 

100 200 
Zonal Distance (m) 

-0.08-0.06-0.04-0.02 0.00 0.02 0.04 0.06 0.08 

(ms-^) 
Figure 2.4.3. Vertical velocity at a 5-m depth for a variety of cases with and without the Stokes 
drift from an LES model of the OML. Note the characteristic cellular structure elongated in the 
downstream direction whenever Stokes drift is included (WS, CWS, and HWS cases) and its absence 
otherwise (from Skyllingstad and Denbo, 1995). 

where 
3U, 

Q - p 5 (2.4.1) 

m 

is the vorticity and Vsp (p = 1, 2) is the Stokes drift velocity due to surface 
waves, whose magnitude is given by 

|Vs| = (VspVsp y " =Vsoexp (2kz) = C(ka f exp (2kz) (2.4.2) 
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Figure 2.4.3. (Continued) 

C is the wave phase speed, k is the wavenumber, and a is the ampHtude. This 
vortex force acts Uke a buoyancy force term in the vertical momentum equation. 
The horizontally averaged KE equation can be written as 

d 2 ^Uj 
— q = - 2 U k U j - — + 2 V s p 8 i p l U i C 0 l + . . . 
^t 3xv 

(2.4.3) 

where only the Reynolds stress terms and vortex force terms are retained for 
simplicity. The most important thing to note is the appearance of the term due to 
the Stokes drift. With no loss of generality, we can align the Xi-axis in the 
direction of wave propagation and put Vsi = Vs and Vs2 = 0. It is instructive to 
look at the individual components of KE. For simplicity we will write only the 
shear production and Langmuir circulation terms: 

— u i = - 2 u i U 3 — ^ + . 
a t dX3 

— U2 =-2U2U3 — 
at dx3 

dVo ^^j 3U3 

3xq 

9 2 ^., 9(UiU3) au3 

o t dXc5 dx^ 

(2.4.4) 
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Figure 2.4.4. Vertical velocity and location of surface floats without and with Stokes drift, 
illustrating the elongated convergence zones in the latter (from Skyllingstad and Denbo, 1995). 

The vortex force has introduced additional terms into the vertical component 
and that perpendicular to the wave direction (i.e., in the cross-cell direction). 
The component in the direction of the wind is unchanged. The second term in 
the second and third equations is just a redistribution term; it redistributes 
energy between the vertical and cross-cell directions. The first term in the 
vertical component is the extra term that survives when all the components are 
summed. This term is 

P L - -2Ve 
3x 

- (U1U3) (2.4.5) 

When the cells are fully developed, one can expect that this energy input is lost 
to small scale turbulence and hence acts as a source term in the TKE equation. 
The ratios of this term to the usual shear production and buoyancy production 
terms therefore denote the relative importance of Langmuir circulation to the 
mixed layer 

R . = ^ = -
9xc, 

-UiU 1 ^ 3 ^ ^ — ^ 2 ^ 3 

Rp 
^h _ 

8x3 

PgU30 

3U2 
8x^ (2.4.6) 
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Figure 2.4.5. Profiles of vertical and horizontal velocity variance and heat flux from observations 
(points) and model results (lines) for various cases with and without the Stokes drift, showing the 
enhancement of vertical mixing (from Skyllingstad and Denbo, 1995). 



140 2 Oceanic Mixed Layer 

There are several points worth noting. First of all, it is clear that both the 
Stokes drift and the vertical gradient of the shear stress are essential. For 
simplicity, if we assume a linear variation of the shear stress with depth d of the 
mixed layer, it is possible to integrate Eq. (2.4.5) in the vertical to show that the 
total input into Langmuir circulations is 

VsoU.^[l-e-^'^<'](2kd)-' (2.4.7) 

For shallow mixed layers, where kd < 1, this reduces to VSQU* ,̂ and for deep 
mixed layers where kd > 1, VsoU*^(kd)"\ Clearly, the term is important for 
shallow mixed layers. Also, the kinematic wind stress in the direction of wave 
motion and the Stokes drift appear together as a product and therefore the 
appropriate velocity scale for Langmuir circulations is 

VL~(U*V,O cosey^^ ~ [uJ(ka)^CcoseJ^^ (2.4.8) 

Equation (2.4.7) suggests that the strength of the Langmuir circulations 
depends on the combined effects of the Stokes drift and wind stress, so that 
strong winds and small waves can have an influence similar to that of weak 
winds and large waves. But both are essential. This fact is underscored by 
Plueddemann et al. (1996), who could not scale their sonar observations of the 
near-surface rms convergent velocities during the Surface Wave Processes 
Program (SWAPP) (Weller et al, 1991) by the friction velocity alone and had to 
use a velocity scale based on the combination of the friction and Stokes 
velocities. They, however, use (u*Vso)̂ ^̂  as the characteristic velocity scale for 
Langmuir circulations. 

It is the action of the vortex force terms in the momentum equation that is 
crucial and hence it is not necessary to have wind-generated shear to have 
Langmuir circulations. Any ambient shear would do, such as the shear of the 
inertial currents. Plueddemann et al (1996), in fact, observed Langmuir 
circulations for up to a day after abrupt reductions in wind stress. The surface 
wave field, which decayed more slowly than the wind, interacted with ambient 
shear to maintain the circulation. However, such shear is usually much weaker 
than the wind-produced ones and so the circulation may not be as strong. 

Equation (2.4.8) can also be derived from dimensional analysis. If we take 
Vso and the wave slope (ka) to characterize the wave influence, and u* to 
characterize the wind stress, then a velocity scale that can be formed from this 
combination is given by Eq. (2.4.8), taking into account the fact that the velocity 
scale must also depend on the angle between the wind and wave directions 
(usually zero). Stokes drift decays rapidly with depth and so does the vortex 
force responsible for maintaining the cells. The relevant length scale is (2k)"\ 
The drift is only 10% of its value at the surface at a depth of 0.18X-, where X is 
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the wavelength. Beyond this depth, one can expect the cell circulation to be 
quite weak. For a typical X value of 50 m, this depth is 9 m. Thus, the 
importance of the Langmuir cell contribution to TKE decreases rapidly with 
depth, but since C/u* - 200 and wave slope ka ~ 0.05 are quite typical values, 
the ratio is 0(1) close to the surface and the enhancement of production there is 
quite significant. A related nondimensional number, 

Ns = kVsod/u* = (ka)^ (kd) (C/u*) (2.4.9) 

that characterizes the importance of Langmuir circulation relative to wind-
induced shear effects is noteworthy. Note that C/u* is the wave age (see Chapter 
5) and ka is the wave slope in a wind-wave field. The nondimensional number 
characterizing the relative importance of Langmuir forcing to buoyancy forcing 
at the surface is 

N B K U * ' V 3 , k ) / ( - p g ^ ) (2.4.10) 

which is the inverse of the Hoenikker number (SkylUngstad and Denbo, 1995). 
This number can be larger than unity in magnitude, as described by Li and 
Garrett (1995). For convective cooling at the surface, this number can be written 
in terms of the ML depth d and the Deardorff convective velocity scale w* as 

NB~U? V30 (kd)/w^ (2.4.11) 

Dramatic evidence of the capability of Langmuir cells to effect mixing in the 
near-surface layers comes from Figure 2.4.6, which shows the temperature 
difference in the upper OML as a function of time as well as an index of the 
strength of Langmuir circulation. Note the absence, during Langmuir circulation 
episodes, of diurnal peaks in the SST due to strong solar heating and of shallow 
diurnal mixed layers, that are normally present. It is apparent that these cells are 
capable of affecting shallow diurnal mixed layers. 

For mixed layer modeling, it is important to look at the contribution of 
Langmuir circulation to the TKE balance. Since this is proportional to 
u*̂ VsoCos 9, the ratio of this to the production by wind shear near the surface u*̂  
(and buoyancy production), plus the shear production at the base of the mixed 
layer, delineates the importance of Langmuir circulation to overall ML 
dynamics. 

Gnanadesikan (1994) has done a thorough study of Langmuir cells and their 
influence on mixing, both experimentally and numerically. He shows that the 
near-surface shear in neutrally stratified cases in the presence of Langmuir cells 
is much less than that indicated by log-law scaling (Figure 2.4.7). The 
downwelling below the convergence zone, the cellular motions in the upper 
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Figure 2.4.6. Temperature difference in the upper OML, along with indexes of Langmuir 
circulation during SWAPP. Note the absence of strong near-surface diurnal heating when Langmuir 
circulation is strong, (from Gnanadesikan, 1994). 

layers, and the associated mixing would tend to decrease the shear according to 

u* dz u* 
(2.4.12) 

C is the phase speed, k the wavenumber, and a the amplitude at the spectral 
peak, assuming that the wave field can be characterized by the peak of the 
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Figure 2.4.7. Observed near-surface vertical shear plotted against that expected from wall layer 
scaling for unstratified conditions during SWAPP. Note the reduced shears presumably due to 
Langmuir circulations (from Gnanadesikan, 1994). 

spectrum. If the relationship is taken to be Hnear to a first approximation, then 

kzau_ 
u* 3z u* 

kz (2.4.13) 

Integrating between levels Zi and Z2, the ratio of shear with and without 
Langmuir cells is 

^ = l _ : ^ k A z l n ^ (2.4.14) 

where Az = Zi - Z2. 

2.5 CONVECTIVE MIXING 

Penetrative convection, a process involving turbulent erosion of the bounding 
buoyancy interface and the consequent increase in the depth of the convectively 
mixed layer, is common in the oceans and the atmosphere and important to the 
daily and seasonal cycles of mixing in the ocean and lakes, and the diurnal 
evolution of the ABL. Convective mixing is in many ways more efficient than 
shear mixing. For example, in midlatitudes, there is an inherent limit to the 
depth a mixed layer can achieve under the action of a shear stress applied at the 
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surface, even when there is neutral stratification, whether it is the OML forced 
by the wind stress or the ABL with winds aloft. This is the classical Ekman 
depth De -- 0.4 u*/lfl. Mixed layers cannot be deeper than this under the action of 
a shear stress, and in stratified fluids, the depth is even less. No such limit exists 
for convective mixing. In fact, in subpolar latitudes, in regions of formation of 
deep/dense water in the oceans such as the Greenland and Labrador seas, OML 
depths can reach values as large as 1000-1500 m in local regions called 
chimneys. The comparative Ekman depth is a few hundred meters even under 
very strong wind forcing. The convective ABL can reach heights of a few 
kilometers (whereas shear-driven nocturnal ABLs are seldom more than a few 
hundred meters high), and in regions of cumulonimbus convection, convection 
can span the entire troposphere! 

Convective mixing is therefore quite important to the deepening phases of 
mixed layers, nocturnal and wintertime deepening of the OML, and the daytime 
GAEL. It is also quite important to the seasonal cycle in freshwater lakes during 
both heating and cooling phases because of the density maximum of fresh water 
at 4°G. During winter cooling, the lakes are cooled from the surface and 
convective mixing erodes the summer thermocline with typical depths of 10-20 
m, until the water column reaches a value of 4°G. Any further cooling is 
confined to layers near the surface because the resulting water is lighter than 
water at 4°G. The surface layers cool to 0°G, at which point ice begins to form 
and cover the surface of the lake. Any further cooling results in ice formation, 
the heat loss being made up by the latent heat of fusion released during the 
phase change. Consequently, the waters below the thermocline during winter 
have higher temperatures than the freezing water column above it and even 
shallow freshwater lakes are seldom frozen solid and support life in the bottom 
layers during winter. When spring heating commences, the ice at the surface 
melts and the upper layers warm above freezing temperature. Due to the density 
maximum at 4°G, heating at the top destabilizes the water column and drives 
convection once again (convection can also start even with ice at the top from 
penetrative solar heating), until the entire water column reaches 4°G. Further 
evolution of the temperature structure involves stabilization by heating and the 
behavior is quite similar to spring-summer heating of the OML. Thus in 
freshwater lakes, convection occurs during both heating and cooling phases of 
the seasonal cycle (Figure 2.5.1), and this is quite important to the limnology of 
shallow dimictic freshwater lakes in redistribution of oxygen and nutrients in 
the water column. 

In polar oceans and fjords, wintertime formation of ice at the surface drives 
convective mixing in the water column. Convection is not driven by heat loss 
per se, because the upper layers are already at the freezing point and the heat 
loss is made up by the phase change and ice formation. Instead, it is driven by 
the salt extruded by growing ice. The salinity of freshly formed sea ice is 
typically 10-15 psu and the salinity of the water column is in the thirties; the 
excess salt rejected by ice in the form of dense brine drives convective mixing in 
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Figure 2.5.1. Evolution of temperature in shallow dimictic freshwater lakes during spring heating 
and winter cooling seasons. 

the water column. On Siberian shelves, this wintertime ice formation and brine 
rejection leads to the formation of dense water that ends up forming a barrier 
layer between the cold (-1.7°C) near-surface layers and the warm (0.5-1.5°C) 
Atlantic waters at a depth of a few hundred meters in the Arctic Basin, thus 
preventing the release of heat from the Atlantic waters, and helping to maintain 
the perennial ice covering the Arctic. 

In the atmosphere, daytime deepening is predominantly due to convective 
mixing and helps decrease the concentration of pollutants injected into the 
shallow nocturnal ABL during the night. The penetrative convection in the ABL 
is driven by surface fluxes. On days in which the surface warms rapidly in the 
morning, there is a rapid increase in the height of the ABL, as thermals driven 
by the transfer of heat from the surface to the atmosphere rise through the 
boundary layer. 

In all these cases of convective mixing, deepening of the mixed layer is 
resisted by the buoyancy forces due to the presence of a strongly stratified 
region adjacent to the mixed layer, which is the capping inversion in the ABL 
and the thermocline or halocline (or more appropriately, pycnocline) in the 
oceans. Turbulent eddies generated in the mixed layer by convection expend 
some of their energy in entraining the heavier (lighter) fluid from below (above) 
the OML (ABL) and convection penetrates into the adjoining stratified fluid— 
hence the name penetrative convection. Deepening of the mixed layer can, but 
seldom does, occur without penetrative convection (Figure 2.5.2). The resulting 
entrainment fluxes at the top of the ABL have a major influence on dispersion of 
passive scalars such as contaminants on the ABL. Nonpenetrative convection is 
not a good approximation in the OML either. 

Because of the importance of penetrative convection, a large number of 
studies have been done both in the laboratory and in the field. An excellent 
summary of the state of the subject can be found in a monograph by 
Zilitinkevich (1991). We will describe a few salient points here. 
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Figure 2.5.2. Mixed layer deepening due to convective mixing: nonpenetrative (left) and 
penetrative (right). Note the absence of entrainment in the former case. 

The temperature (more generally buoyancy) profile in the fluid column can 
be idealized as shown in Figure 2.5.3. Assuming a homogeneous distribution of 
properties in the mixed layer is a very good approximation for convective 
mixing. The buoyancy interface is assumed to be sharp for simplicity, while in 
practice it is usually more diffuse. Extension to diffuse interfaces can be found 
in Deardorff (1980) and Zilitinkevich (1991). A stably stratified layer with 
buoyancy frequency N (the Brunt-Vaisala frequency) exists on the other side of 
the interface. If we consider the conditions to be horizontally homogeneous, 
then the mean equation reduces to 

at 
3 Q T 

" dz 
(2.5.1) 

where QT is the total heat flux. 
This has to be supplemented by the initial temperature profile. While it is 

more appropriate to write this equation in terms of buoyancy for general 
applications, there is no loss of generality in doing this and it is easy enough to 
replace temperatures by buoyancy of the fluid. Integration of this equation in the 
vertical yields 

— (DAb) = D—(Ab)+AbUe Df-(Ab) + qe=qo (2.5.2) 
dt 

where D = D(t) is the mixed layer depth. In particular Ue = dD/dt, the rate of 
deepening of the mixed layer, is unknown and hence the equation is not closed. 
qo is the applied heat flux (kinematic) that drives convection in the mixed layer. 
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Figure 2.5.3. Idealized temperature and buoyancy flux profile in the upper ocean (top), showing a 
well-mixed OML, a strong buoyancy interface at its base, and a stably-stratified region below. The 
corresponding features are shown for the ABL in the bottom panel. 

The problem in penetrative convection simply boils down to determining the 
value of Ue, the entrainment velocity (or equivalently, the entrainment heat flux 
qe) in a wide range of the governing parameters. Since it is a process involving 
turbulence, there are no analytical solutions and appeal has to be made to obser-
vations and/or numerical calculations. The characteristic turbulence velocity 
scale in the problem is the convective or the Deardorff scale: 

w*=(PgqoD) 
1/3 (2.5.3) 
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Using w* we can define a nondimensional entrainment velocity: 

E=Ue/w* (2.5.4) 

A nondimensional flux ratio can also be defined: 

R=qe/qo (2.5.5) 

The important stability parameters in the problem that characterize the work 
to be done by turbulent eddies in effecting entrainment are the bulk Richardson 
numbers Ri and RIN, 

^. DAb „. N V ,^ ,^ , 
R i = — ^ , R I N = 2 ~ (^•^•^) 

w* w* 
so that 

E=E(Ri,RiN), R=ERi=R(Ri,RiN) (2.5.7) 

Figure 2.5.4 shows vertical profiles from the classical experiments of 
Deardorff et ah (1969) in an initially linearly stratified fiuid which show the 
evolution of temperature structure with time. Note the nonpenetrative nature of 
convection (R ~ 0.12). In these experiments, the entrainment rate is initially 
large and decreases with time, because of the increase in the value of Ri with 
time. Figure 2.5.5 shows the variation of R with Ri in Kantha's two-layer 
experiments (Kantha, 1980b). Here the entrainment increases with time with 
eventual overturning and RIN = 0. Kantha (1980b) argued that the heat flux ratio 
must be a function of Ri. R ~ Ri at very low values of Ri (equivalent to E ~ 
const), when the buoyancy interface is weak enough that Ri has little influence 
on entrainment. In the moderate range of Ri, typical of most geophysical 
situations, R ~ const (equivalent to E ~ Ri~ )̂, implying that the rate of change of 
potential energy of the system due to entrainment (u^Ab) must be proportional 

to the rate of work done (w*). Here the entrainment is due to the energetic 
impact of large turbulent eddies against the interface and the resulting sweeping 
up of the heavier fluid from below between interfacial convolutions. At large Ri 
values, the interface is flat and entrainment is due more to sporadic local shear 
enhancements by eddies. Here R should fall off with increases in Ri 
[Zilitinkevich (1991) argues against the decrease in the value of R below 0.2 at 
high Ri values]. However, for most applications, Kantha's results indicate that a 
constant value of R ~ 0.2 is quite a reasonable choice. As Ri ^ 0, Kantha's 
results indicate that E -^ 0.15, while Deardorff and Willis (1985) results in 
their two-layer experiments indicate E -^ 0.24. An average value of 0.20 is a 
reasonable choice. 
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Figure 2.5.4. Deepening of the mixed layer in an initially linearly stratified fluid due to convective 
heating at the bottom (from Deardorff ^̂  al, 1969). Numbers on the curves indicate time in minutes. 
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Figure 2.5.5. Entrainment ratio as a function of the bulk Richardson number (from Kantha, 1980). 
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It is difficult to make measurements of E or R in the field under controlled 
conditions. Consequently, the scatter in the deduced values of R is quite large, 
with the values ranging anywhere from 0.1 to 0.35. Table 2.5.1, taken from 
Zihtinkevich (1991), summarizes the values of R from laboratory and field 
observations. The theoretical limits for R are R = 0 (Zubov, 1945) and R = 1 
(Ball, 1960). 

The closure problem in penetrative convection then is to develop functional 
relationships for E or equivalently R. To do this, we need to appeal at least to the 

TABLE 2.5.1 
Values of R from Field and Laboratory Observations (from Zilitinkevich, 1991) 

Source 

Koprov and Zwang (1965) 
Deardorff(1967) 
Lenschow and Johnson (1963) 
Deardorff eM/. (1969) 
Lenschow (1970) 
Deardorff (1972b) 
Lenschow (1973) 
StuU (NCAR Report, 1973; 

see Stull, 1976) 
Deardorff (1973) 
Carson (1973b) 
Betts (1973) 
Cattle and Weston (1973) 
Lenschow (1974) 
Pennel and Le Mone (1974) 
Rayment and Readings (1974) 
Deardorff era/. (1974) 
Betts (1974) 
Willis and Deardorff (1974) 
Cattle and Weston (1975) 
Farmer (1975) 
Heidt(1977) 
Yamamoto etal. (1977) 
Kantha (1979a) 
Coultman (1980) 
Dubosclard (1980) 
Varfolomeyev and Sutyrin (1981) 
Denton and Wood (1981) 
Driedonks and Tennekes (1984) 

Data type" 

M 
M 
M 
L 
M 
M 
M 

M 
M 
M 
M 
M 
M 
M 
M 
L 
M 
L 
M 
H 
L 
M 
L 
M 
M 
L 
L 
M 

A 

0.35 
0.1-0.3 
0.9 
0.12 
0.1 
0.1 

-0.4-0.17 

<0.1 
0.2 
0.25 
0.25 
0.25 

<0.12 
<0.1 

0.25 
0.23 
0.30 
0.11-0.23 
0.29; 0.32 
0.2 
0.18 
0.2 
0.2 + 0.1 
0.25 
0.9 
0.21 
0.2-0.5 
0.2 

"Laboratory (L), meteorological (M), and hydrological (H) data. 
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TKE equation [Eq. (1.7.34)] in a vertically integrated form: 

dD 
- f f Kdz = ^ p g A q o - P g A T — - [ I ^ - F o ] - f e d z - F „ (2.5.8) 
at J 2 at J 

0 L -• 0 

Fw denotes the energy flux due to internal waves radiated into the stratified 
interior. This is often quite substantial and cannot be ignored. Also this 
mechanism is important in its own right as far as internal waves in the 
atmosphere and the ocean are concerned. It can be parameterized as (Kantha, 
1977) 

F , - pA'N'Cg, (2.5.9) 

where A is the amplitude of the waves and Cgz is the vertical group velocity of 
the waves. The problem is how to scale A and the wave frequency n. Kantha 
(1977) suggested that the maximum value for F^ can be written as 

F^ -pA^N^:^ (2.5.10) 

where A, is the horizontal scale of the waves (see also StuU, 1976; Kantha, 1977; 
Zilitinkevich, 1991). By energetics arguments (simply balancing the kinetic 
energy of eddies impinging at the base by the increase in potential energy due to 
the indentations produced), 

P g A T . A - H ^ - : ^ (2.5.11) 

where AT is the buoyancy "jump" at the base of the mixed layer and N the 
buoyancy frequency in the stratified fluid below. Kantha takes the horizontal 
scale of the waves to be proportional to mixed layer depth D so that 

^ - Ri-^ Ri?j (RIN -^ 0), - RIN (Ri ^ O) (2.5.12) 
pw* 

If one considers a diffuse thermocline model, then the latter expression is 
valid if N is regarded as the stratification in the thermocline. 

A different expression results if one parameterizes A and A. slightly 
differently. ZiHtinkevich (1991) takes 

' ^ D, ;i~RD (2.5.13) 
1 + R 
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so that 

3 r»:3/2 F^ - p w i R i ^ 
ERj 

1 + ER: 

2 Oceanic Mixed Layer 

(2.5.14) 

after substituting R = E Ri. FD and Fo in Eq. (2.5.8) denote turbulence energy 
fluxes at the buoyancy interface and the surface (Fo = 0). Both FD and integrated 
dissipation terms scale with w*̂ , and the TKE (K) scales like w*̂ , so that 

(C2 + Ri)E+C3Ri3'^'' ^ ^ ' ^ 
1+ERi 

= Ci 

When N ~ 0, this relationship reduces to 

(2.5.15) 

E(C2+Ri) = Ci (2.5.16) 

which is valid for low to moderate Ri values. The best values for Cu C2, and C3 
are Ci ~ 0.2, C2 ~ 1.0, and C3 ~ 0.1 (Zilitinkevich, 1991). Zilitinkevich (1991) 
argues that the form of the term due to internal wave radiation is consistent with 
laboratory observations. Equation (2.5.15) can be used to parameterize 
penetrative convection to a fairly good degree of approximation. It proves quite 
useful in semianalytical models of the seasonal cycle of density structure in the 
oceans and lakes (Zilitinkevich, 1991). 

However, the expression (2.5.14) for F^ is far from certain. From Chapter 5, 
it can be seen that 

. 2TVT2 2XT2 n r 
F^=pA"N"Cg =pA"N" — 

.2 \ 
n (2.5.17) 

For internal waves to be generated and radiated, n < N. The horizontal scale of 
the waves should be scaled by the depth of the mixed layer because it is 
proportional to the size of the energy-containing eddies. The frequency must be 

1 w* 
the inverse of the eddy turnover timescale, ku , n~ — , so that 

^ ^ D D 

F w - p w 2 - T ( R i N - C 4 ) 
D 

(2.5.18) 

If we take A ~ D, assuming a weak buoyancy jump (AT ^ 0 ) , then we get 

F^ ~pw* Rijs (2.5.19) 
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The penetrative convection processes described above occur in the daytime 
CABL and nocturnal OML. However, often shallow convection can exist in the 
daytime OML, under calm no-wind conditions. This is because there is usually a 
heat loss inmiediately at the surface even during daytime solar heating that can 
drive convection. However, the subsurface bulk heating due to penetrative 
shortwave (SW) radiation damps the convection caused by surface cooling and 
limits it to shallow depths. An analogous situation exists in the cloud-topped 
ABL, where radiative longwave (LW) cooling at the cloud top drives 
convection, but bulk SW heating of the cloud layer limits the depth of 
convection. Woods (1980) considered the damping of convective instability by 
bulk heating and proposed that when the Rayleigh number Raq falls below a 
critical value (-1700), convection ceases and this defines the depth of the 
shallow convective layer, 

Pg[I(z)-I(DJ]z- (2.5.20) 
V k j 

where Dc is the compensation depth defined as the depth at which the heat loss 
at the surface equals the net heat absorption above that depth: 

I , - I (D,) = q, (2.5.21) 

Since the maximum Ra, occurs at a depth ẑ ax given by 

dll 
7 

dz 
= 4[l3-I(z„ax)-qs] (2.5.22) 

the condition 

j ^ max ^ P g ( l s I(Zmax) qs)Zmax ^ ^^^^ ^^.5.23) 

V k j 

provides the depth of shallow convection that results, usually 0.7-0.9 Dc 
(Soloviev and Schlussel, 1996). Dalu and Purini (1981) suggest that the 
convection depth is that depth at which the heating rate by insolation equals the 
heating rate of the layer above: 

d£ 
dz 

L̂ S H^max/ Qsl /j a rsA^^ 

This simple parameterization has been used in the Price-Weller-Pinkel (1986) 
bulk ML model and works well under conditions of strong solar insolation (see 
Section 2.10). 
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2.5.1 DEEP CONVECTION IN THE OCEAN 

Convective processes outlined thus far are applicable to a majority of the 
oceans and the atmosphere. The associated vertical length scale is usually a 
fraction of the fluid column (generally less than 200 m deep in the ocean and 
less than 1-3 km in the atmosphere), and therefore such convection can be more 
appropriately called shallow convection. The associated timescale is mostly 
diurnal, and therefore short enough for rotational effects to be ignored. But there 
exist a few regions in the high latitude oceans, where convection is both deep 
and long-lasting. Under the present climatic conditions, in the Greenland Sea 
(Schott et al, 1993), the Labrador Sea (Lab Sea Group, 1998), and the western 
Mediterranean Sea (Schott et al, 1996) in the northern hemisphere, and in the 
Weddell Sea in the southern hemisphere, strong, prolonged wintertime cooling 
occurs, leading to deep convective layers that extend over most of the water 
column. Deep convection in the open ocean is the means by which the deep 
ocean is ventilated and its thermal structure maintained (Munk, 1966). The 
resulting meridional thermohaline circulation and the poleward oceanic heat 
transport from the low latitudes to the mid-high latitudes associated with it are a 
major factor in the climate at these latitudes. In these few deep convection 
regions, the stable stratification in the water column that normally isolates the 
abyss from the atmosphere is broken down violently by strong convective 
cooling at the surface. The associated timescales are much larger than the 
inertial period, and hence deep convection occurs under the influence of Earth's 
rotation. An analogous process in the atmosphere is a similarly violent 
cumulonimbus convection that can span the entire troposphere; however, the 
associated timescale is short enough for rotational effects to be neglected. Here 
we have attempted to provide a brief overview of deep convection in the ocean. 
For a more detailed one, see the excellent reviews by Killworth (1983) and 
Marshall and Schott (1998) and the references therein. 

Deep convection was first observed in the Gulf of Lions in the western 
Mediterranean in the 1960s. Measurements detected rapid deepening of the 
mixed layer down to 2 km, with vertical currents exceeding 10 cm s~\ Since 
then, evidence of deep convection reaching down to 2.5-3 km has been gathered 
in both the Labrador and the Greenland seas. In all these cases, deep convection 
occurs in a region adjacent to continents, less than a hundred kilometers in size, 
driven by cold wintertime continental air masses blowing from nearby land 
masses over the relatively warmer ocean at high speeds, causing heat losses of 
as much as 1000 W m~̂  and strong convection in the water column. However, 
there is tremendous variability. Deep convection does not occur every winter. In 
the Labrador Sea, strong deep convection was present in the 1970s. It was weak 
during the 1980s, but the 1996-1997 Labrador Sea Deep Convection 
Experiment sponsored by the Office of Naval Research (Lab Sea Group, 1998) 
has detected strong deep convective activity once again in the 1990s. Evidence 
of deep convection in the Greenland Sea in the 1980s exists. In the Mediter-
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ranean Sea, deep convection leading to the formation of the western Mediter-
ranean deep water is more common, and instead of decadal variability that 
seems to be a feature of the Greenland and Labrador sea deep convection, 
interannual variability appears to be more prevalent (Mertens and Scott, 1998). 

Marshall and Schott (1998) identify three phases of deep convection: (1) The 
preconditioning phase, where the prevailing large scale circulation brings the 
weakly stratified deep water masses closer to the surface for the stratification to 
be gradually eroded by strong sustained surface cooling during early winter. 
This phase is crucial to the whole process. Deep convection in the open ocean is 
found only in regions with cyclonic circulation that causes an upward doming of 
the isotherms. In the Labrador Sea, the cyclonic circulation is due to the West 
Greenland and Labrador currents hugging the continental slope. In the Mediter-
ranean, the cyclonic Lions Gyre provides the preconditioning. Strong, sustained 
cooHng is also essential to break down the stratification built up in the upper 
layers during the previous spring and summer. It is interesting that even stronger 
heat losses (-1000 W m~̂ ) occur in the oceans during wintertime cold air 
outbreaks off the east coasts of continents leading to strong cyclogenesis in the 
atmosphere, but not deep water formation because of the brevity of the event. In 
the polar oceans, the air-sea temperature differences during off-ice wind 
conditions can reach 30-40°C, and if sustained long enough can lead to 
intermediate and deep water formation, examples being the Weddell Sea in the 
Antarctic, the Sea of Okhotsk, and the Arctic shelves. (2) Eventually the 
stratification breaks down. A strong cooling event lasting several days with heat 
losses of 500-1000 W m"̂ , brought on by air-sea temperature differences of 8-
12°C, and strong wind bursts are common. Deep convection ensues with intense 
plumes a few kilometers in size reaching down to 2-3 km. (3) The cooling 
weakens, and the well-mixed water mass in the convective "chimney" spreads 
laterally, undergoing baroclinic instabilities in the process, and mixes with the 
ambient waters. Stratification is restored and the stage is set for the next cycle. 

The most relevant parameters are the buoyancy flux (due to both sensible and 
evaporative heat losses) BQ that can reach values of 1-3 x 10"̂  m^ s"̂ , the 
inertial frequency f, the depth of the mixed layer D, 1000-3000 m, and the 
Rossby radius of deformation a, typically a few kilometers. Under conditions 
where the rotational effects dominate, the relevant length and velocity scales are 
Idc = {BJfy^ and Udc = (Bo/f)̂ ^̂  (Jones and Marshall, 1993; Maxworthy and 
Narimousa, 1994; Fernando and Ching, 1994; Raasch and Etling, 1998). The 
associated Rossby number is unity. The relevant Rayleigh number is Ra = 
BoDV(vk^), on the order of 10̂ ^ (compared to laboratory experiments on 
convection under rotation of <10^^). Note that in the atmosphere, where 
rotational effects are not important, the relevant length scale is D, and the 
relevant velocity scale is the Deardorff scale w*=(BoD)̂ ^̂ . In the oceans, since 
the temperature and salinity changes at the bottom of the mixed layer tend to 
compensate each other, leading to negligible density change (Marshall and 
Schott, 1998), it is difficult to define a value of c = (g'D)̂ ^^ for use in the Rossby 
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radius calculation. Instead the relevant g' might be Udĉ /ldc = (Bof)̂ ^̂ , so that a ~ 
(BoDVf̂ )̂ ^̂  The velocity scale Udc - 2-6 cm s , of the same order as the 
Deardorff velocity scale, 5-8 cm s~̂  [observed vertical velocities in the plumes 
are 6-10 cm s"̂  (Marshall and Schott, 1998)]. In any case, Idc, typically 0.4-0.7 
km, dictates the scale of the convective plumes (plumes observed in the three 
seas are 0.5-1.5 km in diameter) and the depth below the surface where 
rotational effects begin to dominate. Several laboratory studies (Fernando et al, 
1991; Maxworthy and Narimousa, 1994; Coates et al, 1995) suggest that the 
critical depth beyond which rotation effects begin to dominate the flow is an 
order of magnitude larger than Idc- If this is proven to be correct, the depth at 
which this occurs in the ocean would be on the order of 4 km or more. Since the 
depth of deep convection is typically 1-4 km, this would suggest that deep con-
vection in the ocean is affected by rotation, but not necessarily dominated by it. 

The ratio Idc/D = [Bo/(f̂ D )̂]̂ ^̂ , the ratio of the rotational timescale to the 
convective timescale, is a Rossby number, typically 0.1-0.4 (0.1 in the Labrador 
and Greenland seas and 0.4 in the Mediterranean), and therefore in the upper 
part of the deeply convective mixed layer, convection appears similar to shallow 
convection, and in the lower part, it may take the form of sinewy rope-like 
convective plumes with a diameter on the order of Idc reaching down to the 
bottom of the mixed layer. In contrast, in cumulonimbus convection in the 
atmosphere, D ~ 10 km and the ratio Idc/D -10, and hence rotational effects are 
not strongly felt. The ratio a/D = (Idc/D)̂ ^̂  and is proportional to the aspect ratio 
of the patches of mixed layer fluid that result during the third spreading phase of 
the deep convection. The size of these patches is typically 2-3 km. The 
buoyancy difference Ab (typically 3 ^ x 10"̂  m s"̂ ) between the top and 
bottom of the deeply convective layer is another parameter. A buoyancy flux 
based on Ab and D can also be defined, Bp ~ (Ab̂ D)̂ ^̂ ; this is a measure of the 
buoyancy flux in the plumes. The ambient stratification N defines a radius of 
deformation aa = ND/f, and if the size of the convecting chimney is larger than 
this, it is susceptible to baroclinic instability. The ambient stratification is weak 
in regions susceptible to deep convection with N/f --5-10, so that aa is typically 
10-30 km. 

Nonhydrostatic models are being increasingly used to study deep convection. 
Jones and Marshall (1993) and Marshall et al (1997a) are noteworthy examples. 
The former studied the problem of deep convection, whereas the latter was a 
coarse resolution (1°) study of the global oceans using the nonhydrostatic model. 
While the global model captures the preferred sites of deep convection, it does 
not simulate their characteristics well (Marshall and Schott, 1998). Legg et al 
(1998) have performed simulations of deep convection in a preconditioned, cold 
core, cyclonic eddy under uniform surface forcing, rather than the disk-shaped 
surface cooling of a horizontally homogeneous ocean (e.g., Jones and Marshall, 
1993; Visbeck et al, 1996). This allows for baroclinic instabilities to develop 
more naturally. Recent LES models of deep convection include Julien et al 
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(1996) who studied rotating penetrative convection, and Garwood et al. (1994) 
and Denbo and Skyllingstad (1996) who included the effect of thermobaricity on 
convection. The rotational effects decrease entrainment at a stable density 
interface at the base of the convecting layer, while thermobaricity appears to do 
the opposite. Raasch and Etling (1998) set out to simulate the laboratory 
experimental results of Coates et al (1995) who simulated unsteady convection 
in an initially linearly stratified fluid heated from below in a localized region in 
the presence of rotation. Model results show that due to the horizontal 
temperature gradient between the plume and the surroundings, a strong rim 
current with a size of about 2 SL^ develops around the convective plume. This 
current becomes baroclinically unstable and breaks up after a few inertial 
periods into eddies that then spread out horizontally, leading to a strong 
slowdown in the growth of the mixed layer. Schott et al (1996) report a rim 
current about 20 km in width in the Gulf of Lions, and Morawitz et al. (1996) 
report a 50-km convective chimney of 1-km depth that broke up in 3-6 days. 
LES's of Raasch and Etling (1998) appear to be consistent with these 
observations. Finally, Kampf and Backhaus (1998) have applied a 3D non-
hydrostatic model to the equally important problem of brine-driven convection 
in shallow Arctic and Antarctic coastal polynyas. 

2.6 MIXING PROCESSES IN MIDLATITUDE OCEANS 

Perhaps the most salient aspect of the OML in midlatitudes is its diurnal and 
seasonal variability. Figure 2.6.1 shows the typical seasonal cycle in mid-
latitudes. This seasonal variability in ML depth and temperature, and hence the 
heat content of the ML, is a prime factor in the air-sea exchange at these 
latitudes. The onset of spring warming restratifies the water column and once 
the shallow spring-summertime thermocline forms, its depth stays roughly the 
same. However, the formation period is heavily influenced by wind events at the 
time. Similarly, wind forcing controls the deepening of the ML at the onset of 
autumn cooling. During this time, the ML deepens episodically during intense 
storms that pass through the region with significant assistance from cooling at 
the surface. Cold air outbreaks during winter along the east side of continents 
lead to rapid ML deepening, a large heat loss from the ocean, and cyclogenesis 
in the atmosphere. At higher latitudes, the ML deepens more due to penetrative 
convection, and in subpolar regions, deep convection occurs. Both sensible and 
latent heat fluxes are important in cooling the ocean at midlatitudes, whereas it 
is principally the evaporative losses that dominate the air-sea exchange at 
warmer low latitudes and sensible heat loss at colder high latitudes. Precipitation 
events also play a role in mixing. The ML structure is affected by both its 
Salinity and temperature structures, whereas in subpolar and polar oceans. 
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Figure 2.6.1 Seasonal cycle of temperature evolution in the midlatitude upper ocean. 

salinity plays an overwhelmingly important role, and in the tropics, the thermal 
structure in general predominates. 

Diurnal variability affects the heat exchange on shorter timescales and may 
play a role over long timescales as well. The intensity of diurnal modulation of 
the ML depth and temperature depends on the season. Generally, the modulation 
is stronger if the solar insolation is strong and winds weak. This situation is 
typical of summer. Insolations as high as 1000 W m"̂  are possible during clear 
summer days. This combined with very low winds gives rise to a diurnal 
modulation of as much as 2-4°C. Part of the heat built up in the ML during the 
day is lost by nocturnal cooling, which drives a vigorous convection and mixing 
in the water column that normally mixes some of the heat gained into the 
seasonal mixed layer. Figure 2.6.2 shows observations made during LOTUS 
(Price et al, 1986) that show this diurnal modulation quite well. 
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Figure 2.6.2. Diumal modulation of the OML. (a) The observed heat flux, (b) wind stress, and (c) 
temperature at various depths during LOTUS (from Stranmia et al, 1986). 

Stratification and mixing in the upper layers affects biological processes, 
as demonstrated by the Marine Light-Mixed Layer (MLML) program 
(Plueddemann et al, 1995; Stramska et al, 1995). During these observations, 
springtime restratification occurred and this led to a strong bloom. The bloom 
was, however, erased by the passage of a strong storm, which deepened the ML 
and transported the primary producers to depths where the light was low. The 
productivity recovered after the storm, but not to the same levels as before, even 
though storm-induced mixing imports nutrients into the ML. Diumal modulation 
has a similar strong impact on biological processes. Strong daytime stratification 
confines the phytoplankton to upper layers with abundant sunlight, and if the 
nutrient supply is not limiting, high productivity ensues. However, this also 
depletes the nutrients, unless replenished from below. Nocturnal cooling does 
that to some extent, but it also transports phytoplankton deep into the ML, where 
the light levels are lower during the day. Figure 2.6.3, shows the impact of 
mixing events on a neutrally stratified float in the ML. Note the marked 
excursions in the vertical during the night, when the float reaches depths of 50-
60 m. The vertical velocities resulting from turbulent eddies in the ML are 
generally too strong even for the "swimmers" and they are transported up and 
down by the resulting vertical motions. Processes such as Langmuir circulations 
also transport phytoplankton and zooplankton in the vertical and hence have an 
effect on biological processes. 

One of the features of the ABL and OML in mid- and upper latitudes is the 
classic Ekman spiral, first described by Ekman to explain ice motion (see 
Section 2.8 for a full description). Simplistically, the Ekman spiral occurs as the 
surface water receives momentum from the winds in the direction of the wind. 
This surface current then by friction transfers a portion of this momentum to the 
water underneath; however, due to Coriolis effects, the current is turned to the 
right (left) in the northern (southern) hemisphere. This transfer of momentum 
continues through the water column, leading to the classic Ekman spiral shown 
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Figure 2.6.3. Track of a neutrally buoyant float in the OML, portraying dramatically the shallow 
diurnal and deep nocturnal mixed layer (from Denman and Gargett, 1995, with permission from the 
Annual Review of Fluid Meclianics, Volume 27, Copyright 1995, by Annual Reviews). 

in Figure 2.6.4 (Brown, 1990). The situation is complicated by the coexistence 
of many physical processes that affect currents, such as surface wave motions 
and Langmuir circulations. The existence of the Ekman spiral in the ocean was 
not demonstrated conclusively until careful processing by Price et al. (1985) of 
observed currents from RA^ Flip to remove extraneous effects. Wind vector 
rotation in the lower ABL is readily observed in the atmosphere. 

2.7 EQUATORIAL MIXING PROCESSES 

The mixed layer is important to the dynamics of the equatorial oceans. 
Nowhere else in the global oceans does the OML exert a primary influence on 
the dynamics of the underlying current system. This is principally because the 
stress divergence due to turbulent mixing is a dominant term in the force balance 
right at the equator (Dillon et al, 1989), whereas elsewhere the primary balance 
is nearly geostrophic and the stress divergence is a smaller term. The mixed 
layer in the equatorial regions differs from the midlatitude ML in that although 
there is still strong diurnal variability, there is little seasonal variability. In 
addition, some areas of the world's tropical ocean regions receive an abundance 
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Figure 2.6.4. The Ekman spiral in the atmosphere and the ocean (from Brown, 1990). 

of rain, enough in some cases to offset losses due to evaporation. Thus although 
the strong diurnal variability produced by the cycle of solar heating is the main 
influence on the upper ocean density structure (and consequently a control on 
the depth of mixing), strong precipitation events also play a role in mixing 
processes in the tropical mixed layer. 

Since f = 0 at the equator, the Coriolis acceleration cannot balance the 
vertical divergence of the wind-induced shear stress and therefore a steady wind 
cannot lead to a steady Ekman spiral as in midlatitudes. Instead, a steady zonal 
wind causes steadily accelerating currents in the zonal direction in the upper 
layers on short timescales (a few days), until pressure gradients are set up to 
balance the wind stress (which takes large scale flow adjustments in the 
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equatorial waveguide and hence involves timescales typically larger than those 
of synoptic variability of the winds). In addition, the presence of a strong current 
in the form of the eastward-flowing Equatorial Undercurrent (EUC) at depths 
ranging from 50 to 100 m in the central Pacific to 150-200 m in the western 
Pacific causes a strong vertical shear in the upper layers above the core of the 
EUC that has profound consequences on mixing above the EUC core, as we 
shall see below. As a consequence, for steady easterlies, the vertical current 
shear due to the EUC in the equatorial Pacific is considerably enhanced in the 
upper water column. This tends to enhance the mixing rates in the upper layers. 
By the same token, steady westerlies tend to reduce the EUC-induced vertical 
shear and suppress shear-induced mixing. Changing wind conditions in the 
equatorial waveguide constantly accelerate and decelerate the upper layer 
currents, and the diurnal heating and cooling cycle modulates the ML depth. 
There is considerable long timescale variability in both the strength and the 
location of the EUC itself. The net effect is a pronounced variability in shear 
generation of turbulence in the upper layers up to the depth of the EUC core. 

Our understanding of the turbulent mixing processes in the global oceans has 
greatly increased due to microstructure measurements over the past two decades 
(Gregg, 1987; Peters et al, 1988). Intensive observations of turbulent mixing at 
the equator during the Tropic Heat 1984 (Moum and Caldwell, 1985; Gregg et 
al, 1985) and Tropic Heat 1987 (Moum et al, 1992a,b; Hebert et al, 1992; 
McPhaden and Peters, 1992) field experiments have greatly changed our 
concepts of mixing in the upper layers of the equatorial oceans. During Tropic 
Heat 1984 a strong diurnal variability was found in the turbulent dissipation rate 
in the upper layers of the equatorial Pacific at 140° W, below the surface mixed 
layer, with dissipation rates varying over two orders of magnitude from 10"̂  to 
10"̂  W kg~̂  (Peters et al, 1988; Moum et al, 1989). What was surprising was 
not the diurnal variability of the dissipation rate (a factor of 2 to 3) in the well-
mixed surface layer 10-35 m deep (which is to be expected because of the 
modulation of mixing by strong solar heating during the day and convective 
mixing caused by cooling at night), but the variability deep in the stably 
stratified, but highly sheared, low Richardson number region above the core of 
the Equatorial Undercurrent, to depths of 80-90 m, and over two orders of 
magnitude. Enhanced dissipation occurred typically at night and persisted for 
several hours after sunrise. Mixing occurred in bursts lasting 2-3 hr, with 
overturning scales of typically 10 m in the vertical. The exact mechanism of 
periodic penetration of high turbulent dissipation deep into the thermocline 
during Tropic Heat was not clear, although it was speculated (Gregg et al, 1985; 
Peters et al, 1988; Moum et al, 1989; Brainard et al, 1994; Peters et al, 1994) 
that the internal waves generated at the base of the convectively mixed nocturnal 
mixed layer were responsible for the sporadic bursts of turbulence and elevated 
nocturnal dissipation rates. Dillon et al (1989) even suggested that such internal 
waves may be important to the large scale zonal momentum balance at the 
equator. 
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More observations in this area were made during Tropic Heat 1987 (Figure 
2.7.1) (Peters et al, 1991; McPhaden and Peters, 1992; Mourn et al, 1992a,b; 
Hebert et al, 1992). While the conditions were much different during 1987 
(measurements were made in April with weak easterly winds and a warm SST, 
whereas 1984 measurements were in November during strong easterhes and a 
colder SST), the same kind of diurnal variability was found (Figure 2.7.1). 
Moum et al (1992a) found evidence for a diurnal cycle of internal wave activity 
from towed thermistor chain data, and Hebert et al (1992) were able to intercept 
a mixing event (Figure 2.7.2) during the cruise that showed the strong dis-
sipative character of the event. The dissipation rate during this event was three 
orders of magnitude above the background values. McPhaden and Peters (1992) 
observed a diurnal cycle in the variance of temperature and isotherm displace-
ments in the moored time series at 140° W, with elevated variances during the 
night (Figure 2.7.3). They found pronounced variability at horizontal scales of 
100-300 m, far larger than the mixed layer depth, and at periods of 10-30 cph, 
far larger than the local buoyancy frequency, which they attributed to Doppler 
shifting by the EUC. They suggested that their observations were consistent with 
internal waves generated at the base of the nocturnal mixed layer and propa-
gating down into the thermocline, helping trigger Kelvin-Helmholtz shear 
instabihties and consequently turbulence and elevated dissipation rates. 

Moum et al (1992a) noted that the "internal wave" episodes occur only 
during periods of sustained westward winds and exclusively at night or during 
early morning hours (see, for example. Figure 2.7.4). This prompted them to 
postulate that these internal waves are generated either by convectively 

TIME/year day 1987 

Figure 2.7.1. Diurnal fluctuations in the dissipation rate and the mixed layer depth at 140° W on the 
equator. Note the large diurnal modulations in the dissipation rate below the mixed layer that are 
correlated with nocturnal cooling (from Peters et al., 1994). 
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Figure 2.7.2. A mixing event captured in towed thermistor chain measurements during TH87 (from 
UQbQnetaL, 1992). 
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Figure 2.7.3. Elevated temperature (from McPhaden and Peters, 1992) and isotherm displacement 
variances (from Moum et al., 1992) showing large diurnal variability. 
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Figure 2.7.4. Moored temperature observations showing high-frequency internal wave activity in 
the early morning hours (from McPhaden and Peters, 1992). 

generated eddies at the mixed layer base or by shear instabilities, propagate 
deep, and become unstable and break, generating the episodic high dissipation 
events. However, they did note that these waves could be forced modes resulting 
from shear instabilities. While there is definitely a link between the "internal 
wave" activity and the high dissipation rate events (Peters et al, 1994), it is not 
clear that the latter result from the former. There is currently speculation about 
the cause of these enhanced dissipation rate events. 

For instance, Clayson and Kantha (1999), using their one-dimensional mixed 
layer model (Kantha and Clayson, 1994), have reproduced deep penetration of 
dissipation by simply including the mixing from the vertical shear of the 
eastward-flowing EUC enhanced by, and interacting with, the shear stress due to 
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westward (easterly) winds. It is present whether or not there is nocturnal 
cooling, thus suggesting that it has little to do with nocturnal cooling or internal 
waves below the mixed layer. The phenomenon is absent during eastward 
(westerlies) winds and then the behavior is more like high-latitude mixed layers. 
Their results for a simulation with an easterly wind stress of 0.2 Pa, a peak solar 
insulation of 1000 W m~̂ , and a constant cooling rate of 200 W m~̂  are shown 
in Figures 2.7.5 and 2.7.6. The mixed layer depth, determined as the depth at 
which the density increases from the surface value by 10"̂  kg m~̂ , consistent 
with the definition used by microstructure investigators (e.g., Peters et ah, 
1994), is also shown. Periodic penetration of turbulent dissipation well below 
the OML is quite evident. 

The mechanism that is responsible for generation of turbulence in this model 
at the base of the ML is also that responsible for the observed deep penetration. 
The turbulent shear stress acting on the mean velocity shear is the source of 
turbulent energy at the base of the ML and this causes elevated dissipation rates. 
The turbulence thus generated mixes the fluid at the base, entrains the quiescent 
fluid below, and advances slowly into deeper layers. This advance of turbulence 
into deeper parts of the water column is slow but steady, the rate depending on 
the ambient stratification and the strength of the turbulence source. The pene-
tration is stopped by the strong stratification (and weak shear) present near the 
EUC core. 

Shear generation of turbulence in the deep layers is a self-limiting process. 
Once the shear stress acting on local vertical shear generates mixing, this tends 
to mix the water column locally, reduce or eliminate the vertical shear, and 
therefore reduce the strength of the source of turbulence. When turbulence 
decays, diffusive processes tend to reestablish the shear in the water column and 
the whole process can repeat once again. It is important to remember that it is 
the shear stress acting against the vertical shear that is the source of turbulence 
and it is necessary to have both to produce mixing and elevate dissipation rates 
by shear generation. It is not surprising then to see some randomness super-
imposed in deeper layers even in the presence of steady forcing at the top. 

60 
Time (hours) 

Figure 2.7.5. Diurnal penetration of elevated dissipation rates for easterly winds in one-dimensional 
simulations of Clay son and Kantha (1999). Note the wavelike progression to a 120-m depth, close to 
the EUC core. The mixed layer depth is also shown. 
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Figure 2.7.6. Diurnal modulation of TKE for easterly winds in one-dimensional simulations of 
Clay son and Kantha (1999). Note the wavelike progression to 120-m depth, close to the EUC core. 
The mixed layer depth is also shown. 

These results can be compared to results obtained from a simulation with a 
westerly wind stress, in which the deep penetration of dissipation was not 
evident, suggesting that it is primarily the enhancement of EUC-induced shear 
by the easterly wind stress that causes this progressively deeper penetration. 
This is consistent with the findings of SkyUingstad and Denbo (1994), who in a 
numerical simulation of internal wave generation in the stratified, sheared region 
above the EUC core, using a nonhydrostatic model, discovered that when they 
switched the winds from westward to eastward, internal wave activity ceased 
within a day of the reversal. These are forced waves generated by shear 
instabihties in the water column and hence enhancement of EUC-induced shear 
by easterlies is crucial to their generation, unlike the free waves generated by 
turbulent eddies in the mixed layer, which are generated by both easterlies and 
westerHes. 

Several other experiments in the tropical Pacific include the TOGA/CO ARE (TC) 
Intensive Observation Period (lOP) and the 1991 Tropical Instability Wave 
Experiment (TIWE) (Lien et al, 1995). TOGA/COARE was a major inter-
national program (Webster and Lukas, 1992) conducted in the early 1990s to 
understand the dynamics and thermodynamics of the tropical western Pacific 
warm pool, central to the ENSO (El Nino-Southern Oscillation) process. 
Wijesekera and Gregg (1996) present microstructure measurements from RIW 
Moana Wave during the program and discuss various aspects such as the ML 
response to winds and rain squalls. Weller and Anderson (1997) discuss the 
variability of the ocean ML in this region as observed during TOGA/COARE. 

The current and density structure of the ML in the tropics is also subject to 
changes in wind speed, leading to equatorially trapped waves, which play a role 
in modulating thermocline depth. One such burst in westerly winds in the 
western tropical Pacific is discussed in detail by McPhaden et al (1988). During 
this period, winds as high as 10 m s"̂  lasted for 10 days, and in their wake, the 
SST dropped by 0.3-0.4°C and the South Equatorial Current accelerated to 
speeds exceeding 1 m s"\ These westerly wind bursts generate eastward-
propagating equatorial Kelvin waves that are responsible for redistributing the 
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water masses (e.g., see McPhaden et al, 1992) and causing profound changes in 
the coupled ocean-atmosphere system in the tropical Pacific. 

As mentioned above, rainfall also plays a role in the upper ML in the tropics. 
Moum and Caldwell (1994; see also Smyth et al, 1996b) describe the formation 
and evolution of a rainwater lens during the TC TOP. An intense rain event can 
depress the saHnity in the upper few meters by 0.2-0.4 psu for several hours, but 
this signature is quickly erased if winds are strong enough and the rain water 
rapidly mixed into the water column. Only if the winds are sustainedly weak do 
the rain waters tend to form a halocline that can give rise to a barrier layer 
below. Barrier layers separating the deep thermocline from a shallower halocline 
are a salient feature of the western Pacific warmpool (Lucas and Lindstrom, 
1991) and have an important effect on the air-sea exchange in the tropical 
Pacific. 

2.8 MIXING UNDER SEA-ICE COVER 

Although sea ice covers a small fraction of the global oceans (7% on the 
average), it is an important influence on the global climate. There are two 
factors responsible for the inordinately large role (relative to its size) that sea ice 
plays: (1) The sea-ice cover insulates the oceans from the bitterly cold winter 
atmosphere and reduces the heat loss from the oceans by two orders of 
magnitude. (2) Because of its much higher albedo compared to open water, it 
provides a positive feedback to any climatic cooling or warming. The latter 
makes it a sensitive indicator of any small but steady changes in the environ-
mental conditions. In fact, most GCM simulations of anthropogenic carbon 
dioxide-induced global warming indicate much larger changes in the polar 
regions than in lower latitudes. There are indications from recent expeditions 
that there have been some significant changes in the ice cover in the Arctic in 
the 1990's. Whether the thinning of the ice cover and decrease in its extent are 
due to natural variability in climate or some other causes is hard to say. In any 
case, the thermodynamics and dynamics of sea ice are closely coupled to those 
of the ocean, in particular, the OML underneath. 

The OML under ice is in some ways both easier and harder to study than the 
OML without the sea-ice cover. It is easier to observe, since the large ice floes 
that form the interior ice pack provide a stable platform for the deployment of 
instrumentation to more accurately measure its various properties (McPhee and 
Smith, 1976; McPhee, 1980, 1986, 1992, 1994). The near absence of surface 
waves makes it much simpler to observe and study. In fact, well-defined Ekman 
spirals (Figure 2.8.1) are found more readily under ice (e.g., Hunkins, 1975) 
than in open water, because of the complications due to other influences such as 
waves and Langmuir circulations in the latter case (Price et al, 1985). Simi-
larities to the ABL can be exploited in scaling observational data (McPhee and 
Smith, 1976; McPhee, 1994) and forming theories (McPhee, 1991). However, 
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10 u.cm/s 

Figure 2.8.1. Ekman spiral observed in the OML under ice (from Hunkins, 1975). 

the mediation of sea ice in the exchange of heat and momentum with the 
atmosphere compUcates the picture. The presence of leads and deep ice pressure 
keels produce inhomogeneities that compound the difficulty. Long polar nights 
and persistent cloudiness hamper any remote sensing other than that based on 
microwaves. The harsh ambient environment and its remoteness render observa-
tions costly and even hazardous. Nevertheless, its importance has made the ice-
covered ocean the subject of intensive study through programs such as the 
Arctic Ice Dynamics Joint Experiment (AIDJEX) in the 1970s, the Marginal Ice 
Zone Experiment (MIZEX, covered in special sections of the Journal of 
Geophysical Research 88, C5, 1983; 92, C7, 1987; and 96, C3, 1991) and the 
Coordinated Eastern Arctic Experiment (CEAREX) in the 1980s, the Leads 
Experiment (LEADEX) in the early 1990s, and the Surface Heat Budget of the 
Arctic (SHEBA). Sea-ice-covered oceans have fascinated many for decades, and 
in fact, it is the observations by Nansen of the drift of his ice-bound ship Fram 
and the ice pack consistently 20-40° to the right of the wind that provided the 
inspiration to Ekman (1905) to formulate his theory of wind-driven currents that 
forms a basis for our understanding of wind-driven ocean circulation (Pedlosky, 
1996). 
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The stress transmitted by sea ice from the winds to the water depends on the 
prevaiHng momentum balance on the ice floe. Figure 2.8.2 shows the typical 
steady-state balance of forces in the central Arctic (Hibler, 1979). The interior 
ice pack in the Arctic consists of large ice floes, a few kilometers to tens of 
kilometers in size. Internal ice stresses form an important part of this momentum 
balance. The presence of sea ice can either enhance or diminish the stress 
applied by the wind to the water. Most of the momentum flux is absorbed by ice 
and little is transmitted to the water if internal ice stresses are large. Close to the 
shore (for example, in landfast ice), internal stresses are capable of balancing the 
wind stress entirely so that no ice motions or momentum transfer to water 
results. Close to the edge of the ice pack, near the marginal ice zone (MIZ), the 
ice pack consists of small floes that are pretty much in free drift, where the 
principal balance is between the wind stress, the water stress, and the Coriolis 
force, 

^io=^Ai-DifUi;TAi=pACdAi|UA-Ui|(UA-Ui) (2.8.1) 

where the subscripts A, O, and I refer to the atmosphere, the ocean, and the ice, 
and Di is the mass per unit area of ice. There have been extensive measurements 
of CdAi (e.g., Overland, 1985; see Brown, 1990) that show that the drag 
coefficient CdAi depends very much on the roughness of the ice surface. Ice is 
effectively much smoother in the interior of the ice pack (CJAI ~ 0.002) than 
toward the ice edge, where rafting processes can make the ice surface appear 
much rougher to the atmosphere (CJAI ~ 0.004). Nevertheless, because of the 
roughness of ice, in the interior of the ice pack due to pressure ridges, and near 
the ice edge due to rafting and the presence of large areas of open water, the 
wind stress is usually larger than it would be in the absence of ice cover. The 
stress applied to the water is also larger as a result. 
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Figure 2.8.2. Stress balance in sea ice. Note the importance of internal stress F . 
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Another complication in ML dynamics under ice is that due to the presence 
of either open water or thin ice in Unear rift zones in ice called leads (Kantha, 
1995b). While the ice insulates the OML from excessive heat loss during winter, 
its high albedo makes it a less efficient absorber of solar heating during summer. 
In fact, a major fraction of the summer heating (Maykut and McPhee, 1995) and 
winter cooling (Morison et al, 1992) of the ice-covered OML occurs through 
open water in leads surrounding pack ice. During winter, leads (which compose 
only 1-2% of the pack ice in area) account for nearly half of the heat loss from 
the Arctic Ocean to the atmosphere above. During summer, solar heating of the 
open water and thin ice areas, which are now much higher in percentage, 
provides the energy to melt the ice laterally. This SW radiation entering the ice 
pack, which can reach peak values of 50 W m~̂ , is thought to constitute the bulk 
of the ocean-to-ice heat flux (annual average of 5 W m"̂ ) in the Arctic. Without 
this heat flux, the ice cover in the Arctic would be much thicker than the 
prevailing average of 3 m, since the presence of a strong halocline at an average 
depth of 50 m prevents the warmer but deeper north Atlantic waters underneath 
(Figure 2.8.3) from providing a much larger heat flux. The situation is much 
different in the sea ice surrounding the Antarctic, where the ice is much thinner 
since mixing processes enable the OML underneath to provide large amounts of 
heat directly to the ice. A rough balance between the heat flux from the ocean 
and transfer through ice out to the atmosphere keeps the ice thickness around 
0.5-0.8 m. 

Ice growth and decay also play an important role in mixing. Formation of ice 
extrudes concentrated brine from the sea ice formed, and this provides the 
buoyancy flux to drive free convection below the growing ice. Since the water is 
close to the freezing point at ambient salinity underneath the ice (average of -
1.7°C), the heat loss to the atmosphere does not cool the OML much; instead, 
this heat loss is provided by phase conversion. Fresh ice forms rapidly during 
winter in the leads and polynyas around the ice pack, and the resulting extrusion 
of salt provides the energy for mixing. Conversely, during spring-summer 
heating, the melting of ice laterally from heat absorbed in the surrounding open 
water, and the water running down from the melt ponds formed on the ice 
surface, provides the freshwater flux that tends to inhibit mixing in the OML 
underneath. Therefore, the surface heat and freshwater balances are also an 
integral part of the ML dynamics in ice-covered seas. 

The morphology of sea ice also plays a role. The interior of the ice pack in 
the Arctic consists of pressure ridges and rubble created by collision between 
floes, and these increase the roughness of the otherwise smooth ice surface. The 
accompanying deep pressure keels provide an efficient stirring mechanism when 
the ice pack is in motion. They are also a source of internal waves. Toward the 
edge of the ice pack, in the MIZ, melting ice creates a strong but shallow 
halocline that confines any momentum transferred by ice to the water. 
Consequently, the "slippery-water" effect causes the pack ice to move rapidly in 
response to appHed wind stress. Internal waves generated by ice motion also 
account for part of the momentum balance (McPhee and Kantha, 1989). 
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Figure 2.8.3. Composite temperature and salinity profiles in the Arctic. Note the warm temperatures 
at 300- to 400-m depths (from Barry et al, 1993). 

Wintertime convection in leads is not only central to the air-sea exchange but 
also to the ML physics (Figure 2.8.4). Leads are by their very nature transient 
(Smith et al, 1990; Morison et al, 1992; Kantha, 1995a), with timescales of 
interest on the order of hours to days. They are created by the divergence in ice, 
often storm-induced, but rapid ice growth or convergence of floes closes them 
quickly. Growth rates of 12-15 cm day"^ have been observed during LEADEX 
(see special section on leads and polynyas in the Journal of Geophysical 
Research 100, C3, 1995). Brine expulsion from the lead ice causes vigorous 
convection in the ML underneath that has been modeled by Kantha (1995a), 
Smith and Morison (1993, 1998), Potts (1998) and others. 

The large scale circulation also plays a role in ML dynamics. The large scale 
ice motion, and hence, to some extent, the upper layer circulation in the Arctic 
driven by prevailing winds, consists of the anticyclonic Beaufort Gyre in the 
Canadian Basin and the broad Transpolar Drift Stream (TDS) in the Eurasian 
Basin (Figure 2.8.5). Typical average velocities are 3-5 cm s"\ although the 
velocities in the TDS can exceed 10 cm s~̂  around the Fram Strait. The Arctic 
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Thick Ice. 

Thick Ice ^ 

Figure 2.8.4. Mixing under winter Arctic leads for small ice drift velocities (top) and strong ice 
drifts (bottom). Free convection induced by salt extrusion dominates in the former. 

exports 0.1-0.2 Sv of ice through the Fram Strait. Sea ice is created during 
previous winters, on the shallow shelves around the Arctic. Roughly 15% of the 
inflow of water into the Arctic, about 1 Sv, occurs through the Bering Strait (45 
m deep, 85 km wide), and outflow occurs through the Canadian Archipelago and 
Fram Strait. The major influence on the basin is the large inflow (roughly 75% 
of the total) of relatively warm (~1°C) North Atlantic waters at depths of a few 
hundred meters (Figure 2.8.3) through the deep (2600-m deep) Fram Strait. 
Slow vertical diffusion of heat from this flow limits ice growth in the Arctic. 
However, the strong cold halocline immediately below the upper ML (25-50 m 



174 2 Oceanic Mixed Layer 

Figure 2.8.5. Ice circulation in the Arctic. Note the Beaufort Gyre in the Canadian Basin and the 
transpolar drift stream (from Barry et al, 1993). 
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thick) isolates the warm Atlantic waters from contact with ice and keeps the 
central Arctic perennially ice-covered. The formation mechanism for this layer 
is uncertain, but the wintertime dense water formation on Siberian shelves and 
the Bering Strait inflow might be responsible. The freshwater flow from the 
large rivers in Siberia (-0.1 Sv) also plays a role in the circulation (Carmack, 
1990). Holland et al (1996) have performed realistic simulations of the coupled 
ice-ML in the Arctic, using a coarse resolution isopycnal ocean model (Ober-
huber, 1993a,b) coupled to a reahstic sea ice model (Holland et al, 1993), and 
conclude that the near-surface salinity controlled by ice melt/growth, evapora-
tion/precipitation, and river runoff is the key factor in controlling the circulation 
in the Arctic ML. In the Antarctic, the presence of the strong Circumpolar 
Current stream also plays an important role in sea-ice cover. 

Sea ice in polar and subpolar oceans advances and retreats in harmony with 
the seasons. During the peak of winter, the entire Arctic Ocean is covered by 
ice, as well as parts of marginal seas, such as the Bering Sea, The Sea of 
Okhotsk, Hudson Bay, the Labrador Sea, the Greenland Sea, and even the Baltic 
Sea and the Sea of Japan (Barry et al, 1993). During summer, all the marginal 
seas and most of the shelves around the Arctic are ice-free (Figure 2.8.6). The 
ice area nearly doubles from boreal summer to boreal winter (from 8 to 15 
million km^). Around Antarctica also, sea ice quintuples from astral summer to 
astral winter (from 4 to 21 million km^). Roughly 7% of the global ocean (25 
million km^) is periodically covered and uncovered by sea ice, more than two-
thirds of it in the Southern Ocean around the Antarctic (Niebauer, 1991). There 
are interannual variations, as well, of a few miUion km .̂ 

The dynamic edge of the ice pack is the MIZ, and it is one of the regions of 
pronounced variability in the oceans, as well as a highly biologically productive 
one. The ice pack in the MIZ responds vigorously to winds and a large fraction 
of ice created and destroyed during the year occurs in the MIZ. The biological 
productivity is quite low in the polar pack ice, but increases dramatically toward 
and in the MIZ, where spring blooms driven by melt-water stratification are 
common. The broad shelf in the Bering Sea, in particular, is characterized by 
nutrient-rich, well-mixed waters with low phytoplankton concentrations and ice 
cover during winter. As the ice begins to melt and retreat during spring, the 
restratification, combined with abundant nutrients and sunlight, and the low 
grazing pressure characteristic of cold waters, causes a dramatic increase in 
biological productivity that consumes most of the nutrients, thus limiting the 
bloom to a few weeks in spring. Most of this new production ends up on the 
benthos (Niebauer, 1991). In contrast, the nutrient concentrations remain high 
even after the bloom in regions like the Weddell Sea around Antarctica, due 
partly to the steady upwelling of deep nutrient-rich waters. 

The Siberian shelves around the Arctic are not only responsible for most of 
the first-year ice in the Arctic but are also regions of dense intermediate water 
formation. During winter, winds often blow ice away from the coast, exposing 
water to cold winter air. The resulting temperature differences of as much as 30-
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Figure 2.8.6. Extent of sea-ice cover in the Arctic during the peaks of summer and winter (from 
Barry etal, 1993). 

40°C drive a large heat loss, ice production, and brine extrusion. The inter-
mediate water so formed is thought to sink to the bottom of the shelf and spread 
around the basin, forming a strong cold halocine at the bottom of the Arctic ML. 

The Greenland and Labrador seas in the northern hemisphere and the 
Weddell Sea in the southern hemisphere are regions of formation of dense, deep 
waters central to the long timescale thermohaline circulation in the global 
oceans. Observational studies indicate approximately 1.0, 3.9, and 2.4 Sv as the 
current best estimates for the amount of dense water formed each year in the 
Greenland, Labrador, and Weddell seas, respectively. Strong wintertime storms 
cause deep convection in cyclonic gyres that create deep mixed layers that often 
exceed 1000 m in depth. Based on LES studies, Denbo and Skyllingstad (1996) 
suggest that thermobaric effects (see Chapter 8) and rotation play an important 
role in the deep penetrative convection processes occurring in these seas. 

From the above discussion, it is clear that mixing under sea-ice cover covers 
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a whole gamut of processes that require proper consideration of sea-ice 
dynamics and thermodynamics. It is the ice motion and the net heat loss (gain) 
at the sea-ice/air-sea interface that drive the circulation in the ML, the latter 
through brine (melt water) formation. The dynamical and thermodynamic 
coupling to ice distinguishes ML modeling in ice-covered seas from that in open 
water. Examples can be found in Parkinson and Washington (1979), Hibler and 
Bryan (1979), Kantha and Mellor (1989b), Mellor and Kantha (1989), Hakkinen 
et al (1992), Hakkinen and Mellor (1990, 1994), Kantha (1995a), and Holland 
et al. (1996). Recent reviews of ice-ocean coupled models can be found in 
Hakkinen (1990) and Hakkinen and Mellor (1994). 

The sea ice can be considered to be a continuum governed by the equations 

^ + - ^ ( U ^ A , ) = P ^ ( S o ^ - S u ) 
at ax^ piDj 

^ + / - ( U i k D k ) = -^(S0D-Si i , ) 
dt dXk PI 

dt dXk dXj P I dXi pi 

(2.8.2) 

where Ai, Dj, and Uj are the area concentration (fractional area covered by ice), 
mass per unit area, and velocity of ice. Note the source and sink terms in the 
equations of conservation of area fraction and mass of ice. These terms are 
dependent on the thermodynamics of air-sea and ice-sea interactions; they 
parameterize the growth and decay of ice in terms of the net heat loss or gain 
(Hibler, 1979; Mellor and Kantha, 1989). Note also the second term on the RHS 
of the momentum conservation equation; this term represents the internal ice 
stresses. It is modeled traditionally by considering the ice to be a viscous-plastic 
continuum (Hibler, 1979; see also Flato and Hibler, 1996). The first term is the 
pressure gradient due to sea level slope. The solution of Eq. (2.8.2) coupled to 
the ML equations provides the necessary fluxes of momentum, heat, and salt 
needed to solve for the evolution of the OML. The momentum flux from ice to 
the water is the simplest of these to address. Tables 1 and 2 show the 
measurements of roughness length ZQ of the undersurface of ice (from McPhee, 
1990) and Cdi, the drag coefficient referred to a level 1 m from the ice 
(Shirasawa and Ingram, 1991). The two are related to each other by 

ZQ =Ziexpf-KCd^^^j;zi = lm (2.8.3) 

The parameterization of scalar fluxes at the rough ice-ocean interface 
requires careful consideration to the disparity in roughness scales for 
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momentum, heat, and salt (see also Chapter 4). While momentum can be 
transmitted by pressure forces, no similar mechanism exists for scalar transfers, 
and therefore the heat and salt fluxes at the ice-ocean interface must pass 
through a thin molecular sublayer on the ice underside. This leads to the peculiar 
situation where the momentum exchange is independent of molecular properties 
of the fluid; heat and mass exchanges are not, even in the asymptotic limit of 
infinite Reynolds numbers. The heat and salt fluxes at the ice-ocean interface 
can be written as (McPhee et al, 1987; Mellor and Kantha, 1989) 

— dT 
-wq = WoLp + H, ;H, = -kj — 

dz (2.8.4) 
-ws = (wo+Wp)(So-Si) 

where WQ is the freezing (if negative, but melting if positive) rate at the ice 
underside, Wp is the rate of percolation of water from above the interface, kj is 
the thermal conductivity of ice divided by the water density and specific heat at 
constant pressure of water, and Lp is the latent heat of fusion of ice divided by 
the specific heat of water. So is the salinity at the interface and Sj is the ice 
salinity. Equation (2.8.4) expresses the balance between the turbulent heat flux 
from the ocean through the thin ice-ocean interface and the heat conducted out 
through the ice and the heat flux due to any phase change such as freezing or 
melting. It also expresses the salt flux due to melting or freezing of ice at the 
interface. The problem now is to determine WQ in terms of known properties in 
the OML. Writing 

^ , ^ = -kH,s |-(T,S) (2.8.5) 
dz 

and integrating Eq. (2.8.4), 

u*[T(z)-To] 
WOLF + He JkH 

(2.8.6) 

u*[S(z)-So] ^ fu*^ , 
b i— = Oc = — d z 

(wo+Wp)(So-Si) J k s 

where kH,s are heat and salt diffusivities, principally turbulent values, and u* is 
the friction velocity at the interface. Note that To and So are the temperature and 
salinity values at the interface related to each other by the equation for the 
freezing line (To = -m So; m ~ 0.054). Using this and Eqs. (2.8.4) to (2.8.6), one 
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can solve for So (from McPhee, 1990): 

mS^+{[T(z)-(OT/u*)Hj + ri + (OsWp/u*)l(*THc/*s)-mSi}So 
^ L J J ^2.8.7) 

- { [ T ( Z ) - ( < D T / U O H , ] + ( O T H C / « > S ) [ S ( Z ) + («I>SWP/U,)SI]} = 0 

The ablation velocity is given by 

S(z)-So 

«&s(So-Si) 
Wo=l ^ J „V |u*-Wp (2.8.8) 

From laboratory measurements of Yaglom and Kader (1974), it is possible to 
write (e.g., Mellor and Kantha, 1989) 

*T,S=«^turt ,+b 

a/2 / \2/3 
U»Zo 

V ^ ^kT,s ^ 
(2.8.9) 

where b ~ 3.2. To within a few percent accuracy, it is possible to ignore the 
turbulent contribution, since the second term, the change in temperature and 
salinity across the molecular sublayer, is the most dominant. From 
measurements under ice, McPhee (1987) suggests b ~ 1.6. The above equations 
can be used to compute the ablation/freezing rate of ice. 

A simple instructive analytical model for the OML underneath ice is possible 
if some simplifications can be accepted (see McPhee, 1986, 1990, 1991, 1992). 
Consider a steady-state horizontally homogeneous OML (the same as Ekman 
considered) with coordinates fixed to the moving ice. Removing the d/dt terms 
in the momentum equations filters out inertial oscillations [which are quite 
vigorous, especially when the ice is in free drift and internal ice stresses are 
negligible—see Figure 2.8.7, from McPhee (1986)] and so we are considering 
motions of much longer timescales. Using complex variables, the momentum 
equation becomes 

(2.8.10) 
fD U . X ^ z r. 

u* u* u* D 
U = ,f = — , ^ = —;U = Ui+iU2;T = Xi+iX2 

Using the eddy viscosity approach 

- k ; | ^ ; k ; = ^ (2.8.11) 
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Figure 2.8.7. Inertial oscillations observed during AIDJEX (from McPhee, 1986). 

and differentiating the momentum equation, 

(2.8.12) 

The question is what is the functional form of k^(Q ? Only for simple forms is 
the analytical solution possible. Now, there are four relevant length scales in the 
problem: z, JD̂^ u* /f (the neutral PBL scale) and L, the Monin-Obukhoff scale 
[ L = u* /(K wb) ] that is indicative of the stratification and the scaling length in 
the constant flux layer (see Chapter 4). The turbulence scale in the inner 
constant flux layer is 1 ~ z, and in the bulk of the ML under neutral stratification, 
1 ~ u*/f. Now, for stable stratification, McPhee argues that L sets the scale, 1 ~ 
RicL. A simple scaling that is valid for both is 

1 = a (uJf) 1 + 
a(u*/f) 

n-l 

RiX 
;a~0.05, Ri,~0.2 (2.8.13) 

If one assumes k*^ is a constant (= Ka) irrespective of stratification and location 
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in the OML, Eq. (2.8.6) can be readily integrated under the condition 
x(0) = l ; T - ^ 0 , U ^ O a s C - > -• — o o • 

T = exp 

u=(ik;r"'exp c 
(2.8.14) 

iCnr 
The solution is shown as hodographs in Figure 2.8.8, from McPhee (1986). Note 
that the implicit assumption here is that the depth scale D for the OML is 
proportional to the geometric mean of 1 and u*/f: D = [1 (au*/f)]̂ ^ /̂a. Note that the 
e-folding scale of the stress in Eq. (2.8.8) is (Ka)̂ ^̂ D; for neutral stratification, 
this is equal to 0.14(u*/f). Note also that since î ^̂  =exp(i7C/4), we get the 
classic 45° for the angle between the stress and velocity vectors at the ice 
surface. This is typical of all theories that postulate a constant eddy viscosity in 
the PBL. Strictly speaking, this is not correct and observations show that this 
angle varies between 20° and 40°. Nevertheless, this simple model extends the 
similarity approach and integrates the stratified PBL into the Ekman theory and 
appears to often provide an approximate fit to observations, for example, 
drifting station observations in the Weddell Sea [Figure 2.8.9, from McPhee and 
Martinson (1994)]. Note that the approach fails for free convection since then 
the length scale in the OML is the ML depth itself and u*/f is irrelevant in this 
limit (see Chapter 3). Measurements presented in McPhee (1994) during 
LEADEX suggests that 1 increases to a maximum of KD^L ^^ the convectively 
driven OML. 

Ice melt creates shallow MLs conducive to internal wave (IW) generation by 
moving ice floes. The IWs radiate energy away and therefore represent a sink of 
momentum flux and hence additional drag on sea ice. By characterizing the 
underside relief of ice by a peak wavenumber ko and amplitude ho, and 
considering an idealized stratification consisting of a buoyancy jump Ab at the 
ML base followed by uniform stratification with buoyancy frequency N, 
McPhee and Kantha (1989) were able to calculate the IW drag on ice. The IW 
drag coefficient is given by 

PwU] 2 

{sinh^(koD)r(coth(koD)-Rbf + R N - l ] } (2.8.15) 

R - ^ .R - ^^ 
Uiko koUi' 2 
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Figure 2.8.8. Hodographs from the simple analytical ML model of McPhee (1986). 

where D is the ML depth, and RN and Rb are parameters indicative of the 
stratification in the water column. The curly bracket term is the attenuation 
factor that accounts for the ML depth and the buoyancy change at its base. It 
decreases rapidly with the increasing ML depth, so that for D values greater than 
say 10 m, the IW drag is small. However, the ML depth is often much smaller 
during rapid melting at the ice edge and IW drag cannot be ignored. This 
attenuation factor multiplies the term that indicates the drag that would be felt if 
the stable stratification extended all the way to the ice undersurface, without a 
strong pycnochne intervening. Equation (2.8.4) can also be generalized to a 
spectrum of underice relief (McPhee and Kantha, 1989). This parameterization 
explained the otherwise anomalous ice-drift behavior in the Greenland Sea MIZ 
(McPhee and Kantha, 1989; Morison et al, 1987). 

Figure 2.8.10 shows an example of application of an ice-ocean coupled 
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Figure 2.8.9. Observed mean velocity (top) and Reynolds stress profiles (bottom) in the Weddell 
Sea (from McPhee and Martinson, 1994). 

model to determine the structure of the ML in the Bering Sea MIZ during winter 
(Kantha and Mellor, 1989). Sea ice is created in the northern sections of the 
Bering Sea and transported southward by winds, where it encounters warm (2-
3°C) Bering Sea water and melts. This leads to a strong freshwater-induced 
haline front at the ice edge, and a layered structure underneath the ice. Strong 
tidal mixing near the bottom and mixing by ice motion near the top give rise to a 
characteristic two-layer structure of the water column with the OML separated 
by the benthic boundary layer (BBL) by a strong halocline. This structure is 
common on the mid-Bering shelf, while on the inner shelf a single-layer 
structure, and on the outer shelf a three-layer structure, is observed. This 
characteristic one/two/three-layer stratification pattern has strong implications 
for biological production on the Bering shelf (Overland et al., 1999). The 
layered structure can also be seen in the distribution of TKE in the water column 
in Figure 2.8.10. The ocean model includes a second-moment closure submodel 
for calculating the turbulence parameters under ice, and the ice model includes 
the internal ice stresses. 
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Figure 2.8.10. (a) Temperature, (b) salinity, (c) along-ice edge velocity and (d) TKE in simulations 
of the Bering Sea MIZ by Kantha and Mellor (1989). 
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2.9 BOTTOM/BENTHIC BOUNDARY LAYER 

Oceanic currents flowing over the bottom give rise to well-mixed layers. 
These layers are called benthic boundary layers (Armi and Millard, 1976) in the 
deep ocean, and bottom boundary layers in the shallow water columns on the 
continental shelf. These bottom/benthic boundary layers (BBLs) provide an 
important dissipation mechanism for the currents and are therefore important to 
the dynamics of bottom currents. They are also important from the point of view 
of sediment suspension (resuspension) and transport, and hence to the bottom-
dwelling (benthic) organisms. In this section, we will briefly review such 
boundary layers. 

Consider first the benthic boundary layer (Figure 2.9.1). In regions of strong 
currents in the deep ocean such as the Mediterranean outflow plume (Johnson et 
al, 1994), and the western boundary undercurrents that are part of the thermo-
haline circulation of the global oceans, one often observes a well-mixed region a 
few tens of meters thick near the bottom, in which, if the bottom consists of 
easily suspended sediments, there is considerable sediment suspen-sion and 
transport. Like all energetic currents (typical value for current intensity ~ 2 0 ^ 0 
cm s" )̂, there is considerable temporal and spatial variability in these currents 
and this causes episodic sediment suspension and settling. These processes are 
important to bottom-dwelling organisms and the resulting bioturbation of the 
sediment layer on the deep ocean bottom. Normally, currents at the ocean 
bottom are quite weak (a few cm s~̂  at the most) and the associated mixed 
layers, if any, are quite thin. The characteristic scaling under neutral 
stratification is the turbulent Ekman layer thickness (u* /̂ f), where u*b is the 
bottom friction velocity. The density stratification near the ocean bottom is 
normally quite weak and close to neutral stratification, and neutral Ekman 
scaling may therefore be fairly accurate. In regions of strong bottom currents, 
the BBL can be a few tens of meters thick (20-40 m). The benthic heat flux to 
the water column is also small (typically 0.1 W m"̂ ) and therefore quite 
unimportant to the dynamics of the benthic boundary layer and benthic currents, 
except in a few regions of strong heat flow (regions near midocean ridges are 
typical examples). In these regions, a convective boundary layer ensues and the 
ambient stratification, no matter how weak, becomes important to the dynamics. 
Scaling laws from the well-known ABL, which also evolves under the action of 
geostrophic flow aloft and heating at the bottom, can be readily appHed to the 
oceanic benthic boundary layer. In regions of strong stratification or weak 
rotation (for example, near the equator), the BBL thickness scales with Ub/Nb, 
where Nb is the background buoyancy frequency and Ub is the current 
magnitude. 

Temporal variability is an important aspect of most BBLs. Observations in 
HEBBLE (High Energy Benthic Boundary Layer Experiment) showed a bottom 
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Figure 2.9.1. A sketch of the BBL on the continental shelf showing the various processes 
influencing its state (from Grant and Madsen 1986 with permission from the Annual Review of Fluid 
Mechanics, Volume 18, Copyright 1986, by Annual Reviews). 

mixed layer that had been apparently evolving with time, eroding the ambient 
stratification and mixing the water column in the process. This aspect of 
dynamics is readily dealt with using knowledge from observations in the field 
and the laboratory on similar mixing processes in other stratified fluids such as 
the ABL. The salient difference with the ABL is the sediment suspension during 
episodes of strong currents. Above a particular threshold of bottom stress, whose 
value depends critically on the nature and density of sediments, the sediments 
are suspended into the water column. Sediment concentration, if large enough, 
can alter the dynamics significantly, since the turbulence has to act against the 
gravitational forces tending to resettle the sediments. Therefore they are akin to 
stable stratification in the water column. These aspects are important to 
bioturbation and the fate of CaCOa rained onto the ocean floor from the upper 
ocean. 

Bottom boundary layers on continental shelves, on the other hand, are almost 
always important to the dynamics of the shelf. Vigorous currents are set up on 
the continental shelf by along-shore winds, along-shore pressure gradients set up 
by the large scale basin processes, tidal action, surface gravity waves, density 
differences due to freshwater input and midshelf density fronts, and even 
atmospheric pressure gradients. There is a plethora of forcing mechanisms 
operating on the continental shelf, the relative importance of each depending 
most crucially on the depth of the water column. The continental shelf can 
usually be divided into three regions: the inner shelf, the middle shelf, and the 
outer shelf, and the dynamics of each of these regions are dependent on a 
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slightly different balance among the driving forces. The inner shelf is delineated 
by water depths of a few tens of meters (typically 25-30 m); the outer shelf is 
that beyond water depths of about 75-100 m; and in between is the middle shelf. 
This demarcation is not quite strict. It depends on the dynamical balances 
prevailing and could be temporally variable. Nevertheless, this artificial division 
is useful for discussing the BBL aspects on the continental shelf. 

Shallow waters on the inner shelf (where one is likely to observe a single 
well-mixed water column most often) are driven vigorously by winds and they 
respond in kind on timescales similar to those of wind forcing [see Allen (1980) 
and Winant (1980) for reviews of wind-driven currents on the shelf]. The strong 
currents resulting from wind driving "feel" the bottom and one finds more often 
than not a well-mixed water column over the inner shelf. This is often also a 
region affected by vigorous tidal currents, wind-generated surface waves, and 
fresh river water runoff from continents. It is likely to be affected by the entire 
spectrum of wind-generated waves, because waves in the <6-second band typi-
cal of wind waves can "feel" the bottom and therefore affect the dynamics of the 
BBL. 

On the midshelf, one is likely to find distinct upper and bottom boundary 
layers and here the influence of wind waves is confined to the long period swell 
components of the surface wave field generated in the deep water and 
propagating onshore (a 12-second wave can feel the bottom in 100-m waters). 
This region is subject to both wind driving and the influence of off-shelf 
pressure gradients set up by the large scale flow in the basin. The BBL is due to 
the bottom currents resulting from the various forcing mechanisms. There is 
usually a column of stratified fluid in the interior between the upper OML and 
the lower BBL. There is often a density front that delineates the well-mixed 
inner-shelf waters from the midshelf water masses. This front is often found in 
the very outward regions of the continental shelf during winter, when strong 
cooling and vigorous storms tend to mix the entire water column to depths of up 
to 100 m. 

On the outer shelf, the surface wave influence is negligible and the principal 
driving forces are the pressure gradients set up by the off-shelf flow. The wind 
action is confined to the upper OML (as it is in the deep ocean) and the bottom 
currents are less vigorous than on the inner and middle shelves. The flow on the 
outer shelf is more vigorous and more variable, and these spatial and temporal 
scales affect the BBL as well. 

The BBL is important on the entire shelf. This is where strong bottom 
dissipation of flow energy takes place and the bottom stress is an important part 
of the dynamical balance. It is here that vigorous exchanges between the seabed 
and the water column take place. Sediment suspension and resettling is a very 
important aspect of BBLs on the continental shelf. 

For our purposes, the most salient aspect of the BBL on the continental shelf 
is the coexistence of a thin surface, wave-induced, oscillatory boundary layer at 
the bottom with a thicker planetary Ekman boundary layer due to the mean flow. 
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This makes for a fascinating interplay that has interesting consequences. For 
example, the bottom frictional effects are enhanced, and because of the 
variability of the surface wave field across the shelf, there is corresponding 
variability in the shelf circulation also. Sediment suspension is facilitated by the 
presence of vigorous oscillatory motion above the seabed. Most of the work in 
this area has been done by Grant and his colleagues, and an excellent review of 
the BBL (Grant and Madsen, 1986) is the source of the following summary. 
Bowden (1978), Wimbush and Munk (1970), Soulsby (1983), Nowell (1983), 
and Smith (1977) provide reviews of various aspects of benthic boundary layers. 
Figure 2.9.1, from Grant and Madsen (1986), summarizes the processes related 
to the BBL. 

The planetary boundary layer that exists on the bottom due to currents is very 
similar to other Ekman layers such as those in the atmosphere. The thickness of 
this PBL, under neutral stratification, is 

6p=Ku*b/f (2.9.1) 

The typical value is 20-40 m. There exists a region ( ZQ « z « 5p) where the 
velocity profile is logarithmic. This result can be obtained and the drag law 
derived by asymptotically matching the inner law close to the wall and the outer 
law of the wake near the edge of the PBL (Tennekes, 1973; Grant and Madsen, 
1986). 

The surface, wave-induced, oscillatory boundary layer (WBL) is 5-30 cm 
thick. The WBL thickness is a function of the wave frequency n and a repre-
sentative average friction velocity u*b related to the orbital velocity of the fluid 
particles near the seabed. Once again for ZQ « z « 8^ , logarithmic law holds. 
Also, because of the much higher frequencies of waves, the wave-induced shear 
stress is much larger than that due to geostrophic flow. 

u* 

5^ =Ku*^/n 

2 ' Ub I 2 
(2.9.2) 

+ l^g— n[7y = log 
\ 

b 
1/2 ^ / A/2 

fg,w) 4(fg,„) ^ fzo 'nzo^ 
-1.65 

where Ug is the geostrophic flow velocity and Ub is the orbital velocity of the 
wave near the bottom. The velocity profile in the WBL is (Grant and Madsen, 
1986) 

U(z) = \ = V^Ubexp( in t ) (2.9.3) 
ker27z7l+ikei27z7l 
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where ker and kei are Kelvin functions of zeroth order and 1 is the turbulence 
length scale: 1 = Kn*Jn. This reduces to the log law for z < 0.1 8^ . These 

results are in good agreement with observations (Figure 2.9.2). 
When both waves and currents are present, the WBL is embedded in the PBL 

and the nonlinear interaction between the two affects both. However, there is a 
wide disparity in the two vertical scales; the WBL thickness is two orders of 
magnitude smaller than the PBL thickness. Grant and Madsen (1986) show that 
for z < 6cw the scaling velocity is u*cw, and for z > 8^^ it is simply u*c. 

Therefore the WBL solution (z < 8^^) holds if u*^ is replaced by u*cw5 

u*cw =u*wm|l + 2 ( u * J u * ^ ) ^ J c o s a + | (u*Ju*^jn)^J =CR^u*^jn (2.9.4) 

1/2 —C 
*wm - ^ R ^u. (2.9.5) 

where a is the angle between the waves and the current. CR is slightly above 1 
for u*c < u*wm. the usual condition on the shelf. The drag law becomes 

0.25 (f ^ ) " ' ' ' + log [o.25 (f ^ ) " ' ' ' ] = log 

The current profiles are given by 

nzn 
-1.65 +0.48 f 1/2 
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(2.9.6) 
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(2.9.7) 

zoc is the apparent roughness scale felt by the PBL because of the wave motions 
and is the appropriate quantity to be used to scale PBL drag law and velocity 
profiles outside the WBL. By matching the current from the WBL and PBL at 
; = 8̂  

U , = - ^ | - ! ^ l n ^ + l n — (2.9.8) 
K U* 

for the current velocity outside the WBL. In the limit u * ^ « u*^̂ ;̂ this reduces 
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Figure 2.9.2. Comparison of velocity profiles in the wave boundary layer between model (lines) 
and observations (scatter points) (from Grant and Madsen 1986 with permission from the Annual 
Review of Fluid Mechanics, Volume 18, Copyright 1986, by Annual Reviews). 

to a log law with an apparent roughness scale of 5^^ and herein is the large 
effect of the WBL on the PBL properties, including the drag. The current speeds 
decrease with increase in wave motion and hence 5^^ • For a geostrophic current 
of a given magnitude, the average bottom stress felt by the PBL in the presence 
of the WBL is therefore much higher. Grant and Madsen (1986) suggest that 
within the various uncertainties in the problem, it is reasonable to use 
Sow ~ (1-2)1 . 

In practice, the above scenario is considerably complicated by aspects related 
to bottom sediments. The oscillatory shear stress due to waves is quite efficient 
in suspending sediments in the water column. The sediment load acts to stabilize 
the BBL. The sediment-induced stability effects can be treated using the 
classical Monin-Obukhov approach adapted to sediment suspension. This 
approach shows that it is not the total sediment concentration that determines the 
stable stratification effect but the integral of the product of the concentration and 
settling velocity. In addition, there are complications brought on by sediment 
motion and the resulting variabihty in the bed forms that affect the roughness 
felt by the flow. Also, there are the usual additional effects due to stratification 
in the water column, internal wave motions, etc. It is easy to see why the BBL 
on a continental shelf is richer and far more complex in structure compared to 
the oceanic BBL. For more details, the reader is referred to Grant and Madsen 
(1986). 

Accurate numerical modeUng of the BBL is especially important on the 
continental shelf and in the shallow water of the coastal oceans. Most bulk ML 
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models apply to the open ocean and are not designed to handle the shallow water 
MLs where not only the BBL might exist, but its structure might be complex 
due to its interaction with the upper ML. Diffusion-based models, on the other 
hand, such as the Mellor-Yamada (1982) and Kantha-Clayson (1994) models 
(see Section 2.10), model the BBL also, provided sufficient resolution is 
allocated to adequately resolve the BBL. However, so far, none of these models 
have incorporated the surface wave effects discussed above. 

Analytical models of the benthic boundary layer take the stream tube 
approach, where the flow is confined to a tube with properties such as 
temperature, salinity, and velocity constant across the tube (Smith, 1975). The 
flow is retarded by bottom friction and entrainment occurs at the top surface of 
the tube, and by proper choice of parameters, such models can be made to 
perform well (See Kill worth, 1977; Price and Baringer, 1994). However they 
suffer from the disadvantage that they allow only for a growing BBL, since 
detrainment is not allowed. Mellor-Yamada- and Kantha-Clayson-type 
diffusion models avoid this, and can calculate the BBL explicitly provided 
enough resolution is allocated, which may not always be possible in an ocean 
circulation model. For this reason, a slab model akin to a slab upper mixed layer 
model (see Section 2.10.1 below) is desirable. Killworth and Edwards (1997) 
present such a slab model. The approach is very much similar to a slab ABL 
model discussed in Section 3.11, although there are differences in details, 
especially with regard to parameterizing the BBL thickness, which is taken as 
~(u*b/f) [l+(u*b/f)̂ (Nb/Ub)̂ ]"^^^ This BBL model allows for both entrainment 
and detrainment and is suitable for inclusion in oceanic GCMs (e.g., Webb, 
1996). 

2.10 MODELING THE OCEANIC MIXED LAYER 

The air-sea interface acts as a significant barrier to the exchange of heat and 
gases between the ocean and the atmosphere, because the transfer of these scalar 
quantities is mediated by a molecular sublayer at the air-sea interface and the 
associated molecular diffusion. However, the sea surface is invariably covered 
with surface waves, and under certain conditions, these waves break. When they 
do, additional transfer mechanisms come into play that are more efficient in 
effecting the transfer across the interface. For example, breaking waves entrain 
air in the form of small bubbles that are propelled into the water to depths on the 
order of the depth of breaking and therefore more efficiently transfer properties 
to the water. Similarly, spray and droplets ejected into the air during breaking 
are an efficient mechanism for transferring water vapor, heat, and dissolved 
gases from the ocean to the atmosphere. Breaking waves also create additional 
turbulence and mixing. This has a considerable effect on the near-surface 
distributions of mixed layer properties, such as the velocity, temperature, 
salinity, and concentrations of suspended matter, phytoplankton, and dissolved 
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gases. This aspect is of particular importance to air-sea exchange of greenhouse-
active photochemicals in the water column such as carbonyl sulfide. These 
chemicals are produced principally in the upper few meters by the ultraviolet 
component of the solar insolation penetrating into the water column, and are 
then mixed downward by turbulent eddies in the mixed layer. For all these 
reasons, it may be important to include the effect of wave breaking in modeling 
the upper layers of the OML (Craig and Banner, 1994; Stacey and Pond, 1997; 
Clayson and Kantha, 1999). 

As we saw earlier, surface waves are also responsible for generating large 
scale coherent motions in the upper layers. These take the form of counter 
rotating horizontal cells with horizontal dimensions scaling roughly with the 
depth of the mixed layer and with their axes roughly aligned with the wind. 
These Langmuir cells have the capability to transport suspended matter such as 
phytoplankton and zooplankton vertically downward deep into the mixed layer. 
The near-surface vertical velocities in the convergence and divergence zones of 
these cells can reach values on the order of 10 cm s~\ and therefore Langmuir 
circulation, when present, can have a dramatic effect on near-surface properties 
in the mixed layer. These cells can also transfer some of their kinetic energy 
directly to turbulence and this must be taken into account in mixed layer models. 
Gemmrich and Farmer (1999) discuss wave-breaking-enhanced turbulence near 
the surface and the effects of subsurface advection of tracers by Langmuir 
circulation. 

In addition, surface waves can extract energy from mean motions (Phillips, 
1977). They can also transfer energy directly to turbulence, without any 
breaking (Kitaigorodskii et ah, 1983). These wave-mean flow-turbulence 
interactions are not very well understood at present, but could nevertheless be 
important to the overall dynamics of the upper layers of the ocean. 

Traditionally, most OML models have been patterned after the atmospheric 
boundary layer (e.g., Mellor and Yamada, 1974, 1982; Kantha and Clayson, 
1994) and have therefore ignored the fact that the air-sea interface is a nonrigid, 
mobile surface capable of sustaining gravity wave motions with all their 
attendant complex dynamics. The net result is that traditional concepts such as 
the Karman-Prandtl law of the wall in shear flows adjacent to a rigid boundary 
have been assumed to be valid near the more complex air-sea interface as well. 
In the presence of a vigorous sea state the principal balance in the turbulence 
kinetic energy equation in the immediate vicinity of the air-sea interface is not 
between local shear production and dissipation, but is instead between 
downward diffusion of turbulence produced by breaking waves and dissipation. 
The influence of coherent motions such as Langmuir cells is also excluded in 
this approach. The principal justification has been that these wave effects are 
confined to the upper few meters of the water column and in deep mixed layers, 
at least, ignoring these effects is not very detrimental to the overall mixed layer 
dynamics. Both wave breaking and Langmuir circulations are "surface-trapped" 
phenomena and their influence decays rapidly with distance from the air-sea 
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interface. As we shall see, whatever limited comparisons with observational data 
that have been possible (see, e.g., Mellor and Yamada, 1982; Kantha and 
Clayson, 1994; Clayson et al, 1997) have generally supported this approach. 
Nevertheless, one particular situation where this approach is particularly 
uncomfortable is that of shallow mixed layers such as the diurnal mixed layer 
generated by weak winds and strong solar insolation, and a rain-mixed layer 
generated by heavy precipitation. These mixed layers are typically less than 10 
m deep, and therefore in the presence of a vigorous sea state, gravity wave 
influence cannot be justifiably ignored. 

There have been a few attempts to incorporate the effect of wave breaking in 
mixed layer models. Some bulk ML models (see, e.g., Niiler and Kraus, 1977) 
have recognized the fact that a mixed layer is mixed from both the top and the 
bottom, and in addition to incorporating the shear-produced TKE at the ML 
base, have parameterized the TKE input at the surface by a term proportional to 
u*̂ , where u* is the water-side friction velocity. On the other hand, except for a 
few exceptions, second-moment closure-based models (Mellor and Yamada, 
1982; Kantha and Clayson, 1994) have traditionally ignored this input. Those 
that have (Kundu, 1980; Kantha, 1985; Craig and Banner, 1994; Stacey and 
Pond, 1997, Clayson and Kantha 1999) have confirmed the notion that the 
influence of this input is confined to the near-surface layers on the order of a 
few meters. All but one (Kantha, 1985) of these assume that the wave field is 
fully developed and corresponds to that generated by the local wind, and 
parameterize the TKE input at the surface as proportional to u*̂ . While the 
capillary-gravity range of the wind-wave spectrum adjusts rather quickly to 
changes in magnitude and direction of local winds, this is not generally true for 
the low wavenumber range, especially near the spectral peak. Fetch effects may 
therefore be important and could account for the large scatter in the near-surface 
dissipation rate (see Figures 7 and 8 of Craig and Banner, 1994). Clayson and 
Kantha (1999) explore the effect of fetch on the TKE input and ML dynamics. 

Except for a large eddy simulation of the ML (Skyllingstad and Denbo, 
1995), there has been no attempt to include the effect of Langmuir circulations 
in ML models. Clayson and Kantha (1999) parameterize Langmuir cells in 
conventional ML models of the bulk and second-moment closure type, 
concentrating on the direct input of energy from Langmuir circulations into ML 
turbulence. 

Be that as it may, as a minimum, a mixed layer model applied to the upper 
ocean mixed layer must simulate or parameterize the turbulent mixing processes 
that occur at the base of the mixed layer, leading to its deepening, and the 
extinction of turbulence there by stable stratification that leads to the shallowing 
of the mixed layer. Almost all mixed layer models do so. 

Mixed layer models can be grouped into roughly two categories: bulk (or 
slab) models and diffusion models. We summarize here the characteristics of 
each kind. For a detailed discussion of the ML models in the upper ocean, 
including the governing equations and model constraints and constants, the 
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reader is referred to Martin (1985, 1986), Kantha and Clayson (1994), and Large 
etal (1994). 

2.10.1 SLAB MODELS 

Bulk or slab models attempt to model the ML in an integral sense (Niiler, 
1975; Niiler and Kraus, 1977; Garwood, 1977). The governing equations are 
integrated over the mixed layer so that the momentum and heat balance of the 
entire mixed layer, under the action of momentum and buoyancy fluxes at the 
ocean surface, can be considered. The major problem in bulk mixed layer 
modeling arises from the necessity to parameterize the advance and retreat of the 
ML under the action of surface momentum and buoyancy fluxes. The 
entrainment rate at the base of the ML, determined by turbulence processes, 
governs the deepening of the ML. This has been a subject of both laboratory 
(e.g., Kantha et ai, 1977) and field experiments (Price et al, 1978; Price, 1979). 
It is also necessary to know the depth to which turbulence generated at the 
surface can penetrate under the action of a stabilizing buoyancy flux at the 
surface, as, for example, during a rainstorm or strong solar heating (Kantha, 
1980a). Bulk models parameterize the entrainment (ML deepening) and 
"detrainment" (ML retreat) in terms of surface fluxes of momentum and 
buoyancy, using well-known properties of turbulence in geophysical mixed 
layers and/or observational evidence (Niiler, 1975; Garwood, 1977) (see also 
Niiler and Kraus, 1977). However, these parameterizations are far from 
universal, and it is often necessary to tune the entrainment coefficients for 
different situations. This means that there is often the danger of being able to 
compensate for model deficiencies and inaccurate surface fluxes by proper 
tuning of these constants. 

The governing equations for a slab ML model can be derived by assuming a 
universal form for profiles of velocity, temperature, and salinity, and vertically 
integrating the momentum and conservation equations, Eqs. (1.7.22) and 
(1.7.23). For the purposes of illustrating the principles of mixed layer modeling, 
it is adequate to consider horizontally homogeneous conditions. The governing 
equations for such a one-dimensional slab ML model, assuming vertically 
homogeneous distribution of properties, are 

DM - ^ + ej3kfUMk + AUMJ - D M = ^] - v ^ 

D M ^ + A T M ^ D M = Q T s + I s - I b - k T ^ | (2.10.1) 

D ^ + AS -^D - O - k — I - ' M ^ ~ + ^ ^ M ^ A ^ M - VSS ^ S " ^ 
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where TM, SM, and UMJ (j = 1, 2) are ML averaged temperature, salinity, and 

velocity, and DM is the ML depth. The quantity xj; denotes the kinematic wind 

stress (wind stress divided by density) at the surface, QHS and Qss are kinematic 
heat flux (heat flux divided by pCp) and salinity flux at the surface, and A 

denotes the "jump" in the properties at the base of the mixed layer between the 
values in the ML and those just below its base. It is the buoyancy jump at the 
base that tends to inhibit mixing in the vertical. The last terms denote the 
molecular diffusion at the base of the ML; kx and ks are molecular diffusion 
coefficients for heat and salt. Solar insolation I (kinematic value, meaning it has 
been divided by pCp ) constitutes a volume heating source, with subscripts s and 

b denoting values at the surface and just below the ML base. 
Equation (2.10.1) comprises three equations for four unknowns: TM, SM, and 

UMJ, and thus an auxiliary condition is needed. This is obtained by vertically 
integrating the TKE equation (1.7.34), 

1 ApgDM 3DM 

2 Pw 3t 
= Pss+Psb+PBs+PBv-Dv (2.10.2) 

where Pss indicates the vertically integrated value of TKE production at the 
surface by the applied wind stress, Psb the shear production at the base of the 
mixed layer, PBS the production (destruction) due to buoyancy flux at the 
surface, PBV the contribution (negative) from volumetric heating by penetrative 
solar insolation, and Dy the dissipation in the ML. Pss can include the production 
due to wave breaking. The LHS indicates the increase in the potential energy of 
the system, and hence this equation just allocates part of the net TKE production 
by various sources to increasing the potential energy of the system. Equation 
(2.10.2) constitutes an additional equation and provides the closure needed. 
Some of the terms on the RHS of Eq. (2.10.2) need to be parameterized. This 
introduces empirical constants into the picture. 

1 ApgDM ^DM 

2 Pw 9t 
= mo A + m^B + C + m2D 

where 

A = u*;B = -
2 

( A U M J A U M J ) - ^ + V A U M J ^ 

I d / - - D 
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3z 
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(2.10.4) 
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where a and P are volumetric coefficients and Bs is the buoyancy flux at the 
surface given by 

B ,=ag(H,+ l3 ) -pgSM(E-P) (2.10.5) 

where the last term denotes the difference between evaporation and precipitation 
rates. Note that the dissipation rates of TKE produced by different mechanisms 
have been assumed to be proportional to the respective production rates, and the 
constants mo, mi, and m2 are therefore fractions that account for net production 
near the surface, at the base of the mixed layer due to shear, and due to the 
buoyancy flux at the surface, when it is negative (convective mixing). See Niiler 
(1975) and Niiler and Kraus (1977) for a detailed derivation of the above 
equations. Martin (1985) indicates that the best empirical values for these 
constants are mo ~ 0.39, mi ~ 0.48, and m2 ~ 0.83. Note, however, that these 
values might need to be tuned to a particular application, since in general they 
could be functions of a stratification parameter such as the bulk Richardson 
number. Rig = ApgD^ /pw • 

The application of Eq. (2.10.2) requires that the ML be deepening. In those 
situations where the turbulence in the ML is extinguished by a positive 
buoyancy flux, and the ML shallows, the LHS is assumed to be zero, and the 
resulting algebraic equation is solved for the ML depth: 

3 f^ 
mou* + ag I dz' 

D = (2.10.6) 
- Bs+agib 
2 

Note the absence of the shear production term at the ML base. 
The equations above are solved from specified initial conditions on the 

temperature, salinity, and velocity in the water column, with wind stress, heat 
flux, solar insolation, and precipitation (and evaporation most often) prescribed 
as a function of time. An alternative method is to compute from the model the 
wind stress and the heat and evaporative fluxes, given atmospheric parameters 
such as air temperature, humidity, and wind velocity as functions of time. The 
water column below the ML can be considered to be quiescent or the following 
equations that involve only molecular diffusivities can be solved: 

3U. 9 
at Ĵ ^ ^ 3z 

r ;iTT \ au, 
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A slight variation of the above bulk model is Garwood's bulk ML model 
(Garwood, 1977). Instead of a single integrated TKE equation, he uses separate 
budgets for TKE and the vertical component of the TKE, and parameterizes the 
ML deepening in terms of the TKE and its vertical component. This approach is 
appealing, since it is principally the vertical fluctuations that effect entrainment 
at the base of the ML. 

0 = moA-m3|q^-3w^jq--(m4q^+m5fDMq^) 

0 4 ^ e ^ ^ + m3(q^-3 ;7 )q - l (m,q^ .m3fDMq^) + E 

(2.10.8) 

E=ag J ^ I dz' - - DM [B3 + agl^ ] 

Pw 3t 

2 

2 j 
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where HIQ = 4.5, ms = m4 = m^ =1, and ms = 4.6. Note that terms containing m^ 
denote redistribution of TKE between horizontal and vertical components, and 
m4 and ms, the dissipation terms. Since the mo term does not account for 
dissipation, the value of mo is higher than that in the Niiler and Kraus model 
above. For a retreating ML case, the tendency terms are put to zero in Eq. 
(2.10.8) and the resulting algebraic equations are solved for DM- One advantage 
of Garwood's approach is that it is possible to extend the model to include the 
effect of the horizontal component of rotation on redistribution of energy among 
the different components of TKE. Since the rotation terms vanish in the TKE 
equation, without separating the vertical component, this cannot be done. The 
horizontal component of rotation can play a role in mixing in the equatorial 
region (Garwood et al, 1985a,b; Kantha et al, 1989; Wang et al, 1996). Figure 
2.10.1 illustrates its most recent application to Station Papa in the Pacific 
(McClain ^r fl/., 1996). 

Another model of the bulk variety is the shear (dynamical) instability model, 
originally proposed by Pollard et al. (1973), and enhanced by Price et al (1986). 
It is assumed that the sheared buoyancy interface at the base of the ML is close 
to neutral stability, as dictated by a bulk Richardson number criterion. The 
hypothesis is that when strongly sheared, the interface becomes unstable, 
turbulence is generated, and the ML deepens just enough to restore neutral 
stability to the interface. The modeling problem here is to select the appropriate 
value of the bulk Richardson number, and this is usually set at anywhere from 
0.6 to 1.0. Price et al (1986) use 

Rî ^ = y ^ ^ M > Q^5 (2.10.9) 
p,(AUjAUj)' 
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Figure 2.10.1. Application of Garwood slab model to Station Papa. Time series of observed and 
predicted temperatures (upper panels) and ML depths (lower panels) are shown (from McClain et 
aL, 1996). 
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In addition, the ML and the sheared layers below the ML are forced to neutral 
stability as governed by a gradient Richardson number criterion. This also 
affects mixing in the strongly stratified but also strongly sheared fluid below the 
mixed layer: 

3z 3z 

This is the classic Miles-Howard (Miles, 1961, 1963; Howard, 1961) criterion 
for stability of a sheared stably stratified flow and is particularly important 
during storm-induced ML deepening, when inertial currents can produce large 
shears in the fluid below the active ML (see below). It also smooths out the 
sharp discontinuity at the base of the ML that the application of Eq. (2.10.9) 
alone would produce and makes the resulting vertical profiles more realistic. 
Such a criterion has also been used by other bulk ML modelers. 

Price et al. (1986) enhanced the utility of the dynamic instability bulk mixed 
layer models by also including the influence of stabilizing and destabilizing 
buoyancy fluxes at the surface. The instability model is unable to account for 
convective deepening which takes the form of penetrative convection (Stull, 
1973; Kantha, 1980b) (see Section 2.5). This problem is usually overcome by 
convective adjustment (Price et al, 1986), an iterative procedure that restores 
neutral stability to the fluid in the ML under the action of destabilizing surface 
buoyancy fluxes. 

^ > 0 (2.10.11) 
3z 

However, this procedure is equivalent to nonpenetrative convection, and it 
has been evident from both laboratory (Kantha, 1980b) and field observations in 
the ABL (Stull, 1988; Zilitinkevich, 1991) that penetrative heat flux at a 
convectively driven interface is at least 20% of the driving convective heat flux 
(Deardorff, 1980a) and hence cannot be ignored (see also Large et al, 1994). In 
addition, not all properties (such as momentum) that can be mixed are adjusted 
by this procedure. 

The opposite case of a strong stabilizing buoyancy flux due to penetrative 
solar heating is parameterized by an empirical model (Price et al, 1986; 
Schudhch and Price, 1992) that sets the ML depth to the convection depth Dc, 
which is the depth at which the heating rate by insolation equals the heat 
absorbed above that depth given by 

D M = D = 
L — L + H5 

M - c gj 

3z 

(2.10.12) 
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Since this relates the resulting ML depth to the gradient of the solar 
insolation, the model displays some sensitivity to the parameterization of 
penetrative solar radiation in the upper layers. Nevertheless, the inclusion of 
these additional processes provided excellent model results for diurnal MLs 
observed from R ^ Flip (Price et al, 1986). The usual procedure is to apply Eq. 
(2.10.11) after computing the density profile resulting from absorption of 
insolation and surface fluxes. Then Rib is computed and ML deepened if needed 
until Eq. (2.10.9) is satisfied. Then condition (2.10.10) is applied to the water 
column. For strong solar heating and weak wind mixing cases, Eq. (2.10.12) is 
appUed. 

This model (PWP henceforth) has since been applied to other data sets, 
including the Long-Term Upper Ocean Study (LOTUS), Ocean Storms, and 
Tropic Heat, with differing degrees of success (see Caspar et ai, 1990; Large et 
al, 1994; Crawford, 1993; Schudlich and Price, 1992; see also Large and 
Crawford, 1995). Still, given the simplifications in ML physics implied by Eqs. 
(2.10.9) to (2.10.12), the PWP model has done remarkably well. Its recent 
applications are to simulating the MLML observations (Plueddemann et al, 
1995) and TOGA/COARE observations (Fairall et al, 1996a; Anderson et aU 
1996; Weller and Anderson, 1996), where it has done remarkably well. Figure 
2.10.2 shows a comparison between observed and modeled ML evolution during 
spring restratification measured during the 1991 MLML experiment in the 
Atlantic. Nevertheless, since no turbulence properties are ever explicitly 
calculated in this model (unlike, for example, Garwood's model above and the 
Kantha-Clayson model described below), related quantities such as the 
dissipation rate have to be inferred indirectly. Also, there exists a conceptual 
difficulty, namely, the well mixedness of all properties in a slab ML implies 
essentially infinite diffusivities. Observationally, while scalars do appear to have 
very small gradients in the ML proper, velocities seldom do. 

With proper selection of the empirical constants, most bulk ML models can 
be made to agree reasonably well with observations. 

2.10.2 DIFFUSION MODELS 

The second kind of models are diffusion models that attempt to directly 
parameterize the turbulent mixing and diffusion in the ML. Either this 
parameterization is drawn from the abundant theoretical and observational 
knowledge of the surface layers and hence contains empirical or semiempirical 
formulations for turbulent difftision in the ABL (Troen and Mahrt, 1986) or the 
OML (Large et al, 1994), or it can be based on actual modeling of turbulence 
quantities by appealing to turbulence closure at the second (Mellor and Yamada, 
1982; Caspar et al, 1990) or third moment (Andre and Lacarrere, 1985) level. 
The former builds upon our knowledge of Monin-Obukhov similarity relations 
in the constant flux layer that is adjacent to a boundary and part of the planetary 
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Figure 2.10.2. Comparison of observed (upper panel) and modeled (lower panel) temperatures 
using the PWP model during the MLML experiment (from Plueddemann et al, 1995). 
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boundary layer (PBL). The well-known flux profile relationships (Businger et 
ai, 1971; Hogstrom, 1996) (see Section 3.3) in the ABL are judiciously 
extended into the entire PBL and are used to parameterize diffusion in the entire 
ABL/OML. However, this K profile approach also needs an equation for the ML 
depth that accounts for the deepening and shallowing of the ML due to 
convective and stabilizing surface buoyancy fluxes. In this sense, they are a 
hybrid of bulk and diffusion models. The reader is referred to Large et al. (1994) 
who describe this kind of model (LMD henceforth) and its application to several 
oceanic data sets, including OWS Papa, LOTUS, and Ocean Storms. The Large 
et al model also includes several other attractive features such as a gradient 
Richardson-number-dependent first-order-closure-based mixing below the 
active ML, inclusion of nonlocal effects on mixing during free convection 
(Deardorff, 1972a), and the turbulence contribution to the vertical shear used to 
calculate the bulk Richardson number that determines the ML depth. 

As in bulk ML models, the ML depth in the LMD model is determined by a 
critical bulk Richardson number criterion for deepening situations, 

(Pb-Pr). -gD M 

j^j l̂w = Ri --0 3 
' ((U^-Ubj)(U^-Ubj))+u?b ' • (2.10.13) 

2 _ 0.21NW,DM 
Ufk — • 

KRic 
where subscript r refers to reference values (instead of surface values) that are 
averages over the surface layer, that is, the upper 10% of the ML; subscript b 
refers to the values below the ML. Large et al. (1994) argue that use of these 
reference values makes the model results less sensitive to strong variations in the 
surface layer. The second term denotes the contribution of large turbulent 
eddies, and is especially important for convective situations with little or no 
shear. Its form has been chosen to yield the empirical ratio (-0.2) of entrainment 
buoyancy flux to the surface buoyancy flux in pure convection (see Section 2.5). 
N is the local buoyancy frequency; Wt is the turbulence velocity scale. 

For stable buoyancy flux, the ML depth is required to be less than both the 
Monin-Obukhoff length scale L and the neutral Ekman scale, taken by Large et 
al. (1994) to be 0.7 u*/f, the constant being somewhat higher than the traditional 
value of 0.4. 

The normalized diffusivities in the ML are assumed to be a cubic function 
of the normalized depth, 

KM,H=DMWM,H(Z)G(Z) 
. .2 3 (2.10.14) 

G(z) = ao+aiZ-l-a2Z +a3Z ; Z = Z / D M 

where the constants are determined by matching the values and the gradients of 
diffusivities at the top and bottom of the ML: ao = 0, ai = 1, and a2 and as are 
determined by matching the interior diffusivity and its gradient to the ML values 
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at the base of the ML. The parameter WM,H denotes the turbulence velocity scale 
for momentum and scalar quantities, which depend on the cube root of a linear 
combination of u*̂  and w*̂ , the velocity scales for shear mixing and convective 
mixing (see Section 2.5). In the limit of free convection, these become 
proportional to w*, the Deardorff convective velocity scale. 

By far the most salient aspect of the LMD model is the countergradient 
mixing (Deardorff, 1966), which is quite important under convective conditions. 
This is accomplished by adding a nonlocal transport term to turbulent fluxes 
under convective conditions: 

w0(z'), ws(z') = -Kjj — (T,S)-6.33 
dz 

(weo-(Is-Ib)),(wso) 

WH(Z')D M 

(2.10.15) 

No such countergradient transport is implemented for momentum. 
Mixing below the ML is taken to be the sum of shear instability mixing, 

internal wave mixing, and double-diffusive mixing. Mixing due to shear 
instabilities is parameterized by a gradient Richardson number-dependent 
parameterization similar to that of Pacanowski and Philander (1981), 

K M , H / K O = 1 Rig<0 

KM,H/Ko=[l-(Rig/Rigc) '] 

K M , H / K O = 0 Rig>Ri 

0<Ri„ < Ri 
gc 

(2.10.16) 
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where Rigc = 0.7 and Ko = 50 x 10"̂  m^ s"\ Internal waves modulate the 
background shear and this often leads to episodic lowering of the Richardson 
number below the critical value leading to turbulence and mixing. This is 
parameterized by constant values: 

KM,H =1.0,0.1x10"^ mV^ (2.10.17) 

Double-diffusive mixing occurs in statically stable fluids due to differential 
diffusivity of heat and salt under appropriate conditions represented by Rp that is 
indicative of the relative stratifications due to heat and salt (see Chapter 7). It is 
assumed to be, for the salt finger t̂ p̂e of double diffusion, 

K s / K o = 0 

K H = 0 . 7 K S 

Rp>1.9 

1 -
R p - 1 

1.9-1 

\ 2 

1.0<Rp<1.9 (2.10.18) 
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where Rp =(aaT/az)/([3aS/az) and KQ = 10 x 10"̂  m^ sr\ For double-

diffusive convection, 

KH = 0.909V exp|4.6exp [-0.54 (Rp^ - l ) l | 

Ks =KH(1.85-0.85Rp^)Rp 0.5 <Rp <1.0 (2.10.19) 

= K H ( 0 . 1 5 R P ) Rp<0.5 

This completes a basic description of the LMD model. It is, however, 
impossible to go into all the details, and the reader is referred to the original 
paper for more details, and a thorough review of the state of the ML modeling. 
The model appears to be remarkably successful in modeling the OML on a 
variety of timescales. In appHcations to the LOTUS diurnal mixed layer, the 
model accurately depicted the diurnal modulation of the SST. Wind and inertial 
current-induced ML deepening and warming of the thermocline below by 
rapidly moving storm systems in high latitudes, as depicted by the Ocean Storms 
data set, are also reproduced well (Crawford, 1993). The model also 
demonstrates a capability for remarkably accurate simulation of interannual 
variability at Station Papa, when proper attention is paid to the heat and salt 
balances in the mixed layer as well as cold water advection during winter. The 
principal deficiency is the assumption that the Monin-Obukhoff similarity 
scaling from the lower ABL over land is applicable to the upper OML, where 
the presence of a surface wave field on the air-sea interface and associated 
processes question its validity. 

2.10.3 SECOND-MOMENT CLOSURE MIXED LAYER MODELS 

ML models based on higher moments of governing equations close the 
governing equations for turbulence quantities at some level by judicious 
modeling of the unknown higher moments and other terms (Section 1.11) 
(Mellor and Yamada, 1982; Markatos, 1986; Rodi, 1987). Once turbulence is 
thus quantified, it is a straightforward matter to deduce the mixing intensity. In 
second-moment closure models, the turbulence equations are closed at the 
second-moment level; conservation equations for turbulence Reynolds stresses, 
heat fluxes, and scalar variances are solved by modeling the unknown third-
moment turbulence quantities and pressure-strain rate and pressure-scalar 
gradient covariance terms by appealing to physical intuition and/or 
observational evidence (and lately to LES and DNS numerical models of 
turbulence). While the model constants are empirical and most often chosen by 
an optimization procedure by application to different turbulent flows in the 
laboratory, they are also regarded as nontunable from one turbulent flow to the 
other. Herein lies the attractiveness of this approach. 



206 2 Oceanic Mixed Layer 

However, the complexity of this approach is at least an order of magnitude 
more than that of the simpler models cited above, since there is now a need to 
solve 11 partial differential equations governing second moments in addition to 
the usual 5 for mass, momentum (for U and V), and scalar (for T and S) 
conservation. Attempts have therefore been made to simplify the set (Mellor, 
1973; Mellor and Yamada, 1974, 1982; Galperin et al, 1988) by once again 
utilizing certain aspects of turbulence such as its departure from the state of 
local isotropy (somewhat equivalently from local equilibrium) (see Galperin et 
al, 1988). The result is a hierarchy of models, of which the most useful for 
geophysical applications is the model that consists of one conservation equation 
for the turbulence kinetic energy (TKE, half the square of the turbulence 
velocity macroscale q) and a set of algebraic equations for turbulence second-
moment quantities. The resulting simplicity and the potential "universality" of 
application are of particular interest in modeling geophysical MLs. Since the 
most basic description of turbulence is incomplete without quantifying its macro 
length scale 1, this set is supplemented either by auxiliary information on the 
turbulence length scale such as the Blackadar formula (Blackadar, 1962), or by 
utilizing an equation for a quantity that includes the turbulence length scale such 
as dissipation (qVl) or, as in the Mellor-Yamada model, the product of the 
turbulence length scale and twice the TKE (q^l). The reader is referred to Mellor 
and Yamada (1982) for a detailed description of the Mellor-Yamada model 
(MY henceforth) and its application to a wide variety of atmospheric and 
oceanic flows. 

The MY model is actually a hierarchy of models ranging from those 
governed by the full set of second-moment equations to the superequilibrium 
model governed by an algebraic set. The so-called 2 1/2-level model consisting 
of a conservation equation for TKE has been used widely in geophysical appli-
cations. The hierarchy itself was originally derived by Mellor and Yamada 
(1974) using a systematic expansion procedure, which was amended recently by 
Galperin et al. (1988), who demonstrated that a more robust quasi-equilibrium 
model results from a slightly different expansion. We will deal with the latter 
quasi-equilibrium model and its modifications, as well as comparison with 
observations, in the rest of this chapter. 

The constants in the MY-type second-moment closure model have been 
chosen from various laboratory turbulent flows, mostly in neutrally stratified 
and nonrotating fluids. There is therefore some uncertainty as to its validity in 
geophysics, where stratification, acceleration, and rotation effects on turbulence 
become quite important. These effects give rise to additional strain rates, leading 
to what is often called complex turbulence. The universality of constants in 
going from laboratory flows to geophysical flows has been the basic tenet of this 
kind of model, and the model loses some appeal if fine tuning of constants ever 
becomes necessary. In its application to geophysical MLs (Martin, 1985, 1986; 
Gaspar et al, 1988; Large et al, 1994; Crawford, 1993), it has become clear that 
while the model has been found quite skillful, it has a major deficiency, namely. 
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an underestimation of mixing leading to a systematic warm sea surface 
temperature (SST) bias that has so far been difficult to correct without altering 
the constants. This underestimation has been cited as one major reason 
(simplicity being the other) for the development of the new similarity-theory-
based K-profile LMD ML model described above. With additional improve-
ments to model parameterizations and the addition of parameterization of 
mixing below the ML, Kantha and Clay son (1994) showed that the second-
moment closure models perform reasonably well for OMLs and, by implication, 
for ABLs as well. This model will be discussed below as an example of this type 
of model. 

Closure is also possible at the third-moment level, which is the basis for 
models such as that of Andre and Lacarrere (1985). These models are much 
more complex, since they involve a large number of conservation equations for 
third moments, that require rather tenuous closure models for fourth moments. 
The reader is referred to the literature for a full treatment. 

The Kantha-Clayson model (Kantha and Clay son, 1994) (KC model hence-
forth) is an improved second-moment closure model that performs well in 
comparison with numerous ML data. We will describe this model in great detail 
here. The modifications made to the Galperin et al (1988) version of the MY 
mixed layer model to obtain the KC model are twofold. First, recent findings of 
the LES turbulence research group at NCAR (Wyngaard and Moeng, 1993; 
Moeng and Sullivan, 1994) are incorporated in modeling the unknown terms in 
the second-moment equations. Second, a mixing model of the often highly 
active stably stratified but strongly sheared thermocline/halocline region 
immediately below the ML is added to remedy the major shortcoming of the 
MY model, namely, inadequate mixing. The inclusion of an empirical 
Richardson-number-based model for the episodic mixing below the ML is the 
most significant improvement to the model. 

The turbulent diffusion in the PBL has been known for some time to be more 
complex than that approximated by a down-the-gradient parameterization in 
second-moment closure models. In fact, gradient transport models in turbulence 
in general have been under criticism by turbulence researchers (Corrsin, 1974; 
Lumley, 1978, 1983) for a long time. These models use only local properties and 
hence do not require information on the nonlocal integral properties of the 
mixed layer as a whole. However, in some situations such as convective mixing, 
large turbulent eddies bring about mixing against the prevailing mean gradient. 
However, at least in the case of simple turbulence in local equilibrium where 
dissipation and production very nearly balance, turbulent transport terms are of 
secondary importance, and errors in modeling these terms may be inconse-
quential. 

Countergradient transport terms are especially important in a convective 
PBL, as indeed has been pointed out by Deardorff (1966), and is known from his 
own laboratory experiments on turbulent convection and observations in the 
ABL (e.g., Caughey and Wyngaard, 1979). However, while the turbulent 
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transport and the pressure transport of TKE are undoubtedly large, they are of 
equal and opposite sign, and hence nearly cancel each other out. For neutral and 
stable situations, the turbulent transport terms do not appear to be as important, 
and the basic balance is between turbulence production by shear and its 
destruction by dissipation and buoyancy forces. 

There is also more evidence in recent times from numerical LES models of 
turbulence in the ABL (Moeng and Wyngaard, 1986, 1989; Wyngaard and 
Moeng, 1993), where the large scale eddies are calculated directly, while small 
scale eddies are parameterized [see Galperin and Orzag (1993) for a recent 
review of LES's]. Though computationally intensive, LES calculations in the 
neutral (Andren and Moeng, 1993) and convective (Moeng and Wyngaard, 
1986, 1989) ABL have enabled quantities such as turbulent transport and 
pressure-scalar (and pressure-strain rate) covariances to be explicitly calculated 
from LES's (it is difficult to measure the latter). This provides valuable 
guidance in modeling these terms in turbulence closure models. 

Equations (1.7.21) to (1.7.23) and (1.8.1) to (1.8.3) are the basic equations for 
mean and turbulence quantities in a rotating, incompressible, stratified turbulent 
flow under the Boussinesq approximation under tensorial notation (Mellor, 
1973; Mellor and Yamada, 1982; Kantha and Rosati, 1990). The pioneering 
works of Kolmogoroff (1942) and Rotta (1951) have made it possible to model 
some of the unknown terms on the right-hand side of the equations for second 
moments and hence made second-moment closure feasible. They enable us to 
postulate relations for the third moments and other unknown quantities on the 
right-hand side, based on principles of tensorial invariance and on physical 
reasoning derived from measurements of classic turbulent flows. Unfortunately, 
the models for the various terms, even with these constraints, are by no means 
necessarily unique. The hope is that, whatever the model used, it is "universal" 
and applicable to all turbulent flows without any changes whatsoever. Unlike 
closure at the first-moment level (for example, Prandtl's mixing length 
approach), higher-moment closures provide a means of estimating the 
turbulence field also. This is especially attractive in view of the microstructure 
measurements that are now being routinely made in the global oceans and from 
which the dissipation rate in the water column can be deduced. 

The pressure-strain rate covariance terms in Eq. (1.8.1) are modeled as 
proportional to departure from isotropy, following Rotta (1951). This return to 
isotropy approximation has been essentially confirmed by LES, and there is 
consensus among modelers as to the form of this term. However, it is also 
necessary to add a second term accounting for the response of turbulence to 
rapid distortion. The particular form used is that due to Crow (1968). The 
pressure-strain rate covariance is therefore modeled as 

Idu^M = . _J_\— . i i J +c.«2 [i^+ia]. (2.10.20) 
\dxj dxj 3A,/L 3 J \3xj dxil 
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The values used for Ai and Ci are 0.92 and 0.08. Strict adherence to the results 
of the response of isotropic turbulence to rapid distortion (Crow, 1968) suggests 
a higher value (0.2) for Ci. However, Ci is not an independent constant and is 
related to Ai and Bi, and strict adherence to these findings deemphasizes the 
importance of retum-to-isotropy terms and degrades model performance. This is 
confirmed also by the experience of the Launder group of second-moment 
modelers, who use an alternative form, and who originally chose their constants 
to conform to the rapid distortion findings but lately have reduced them to give 
more prominence to return to isotropy (Gibson and Younis, 1986). This appears 
to have brought their value of constant Ai closer to the MY value. 

Rotational terms (see Section 2.10.5) do not appear in Eq. (2.10.20). This is 
consistent with the LES calculations of a neutral PBL by Andren and Moeng 
(1993). They recommend a value of 0.12 for Ci instead of the value of 0.08 used 
by Mellor and Yamada (1982). They also found B2/B1 to be 0.42, whereas the 
MY value is 0.6. Observations on grid-generated turbulence yield a value of 0.8, 
while those on shear-generated turbulence yield 0.5, bounding the MY value of 
0.6. In consequence, the Andren and Moeng value appears to be too low. 
Similarly, Andren and Moeng indicate a value of 3.0 for q/u*, whereas the MY 
value is 2.55, which implies a value of 27.0 for Bi, instead of the MY value of 
16.6. In view of the large departures of Andren and Moeng's values from 
generally accepted ones and in light of the experience accumulated by MY 
models, earlier MY values are to be preferred. However, it may be appropriate 
to reevaluate them in the near future. 

LES findings (Andren and Moeng, 1993; Moeng and Wyngaard, 1986) have 
pointed out the inadequacies in the original MY modeling of the pressure-scalar 
gradient covariance term in Eq. (1.8.2). Mellor (1973) modeled it as 

p^=-^^uje pe = 0. (2.10.21) 
dxj 3A2/ 

It appears that it is essential to include a shear term in the formulation 
(Andren and Moeng, 1993) and another term proportional to the scalar variance 
(Moeng and Wyngaard, 1986). KC therefore model this term as 

dx. dx. dx. 
1 1 1 

= - f - « 0 + C3&.0' + q 0 « , ^ . (2.10.22) 
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Moeng and Wyngaard recommend a value of 0.75 for C2, while Launder 
(1975) uses 0.5; we choose 0.7. We put C3 equal to 0.2, instead of the value of 
0.5 recommended by Launder. The reason for this becomes clear once we look 
at the Monin-Obukhov similarity relations derived from the resulting model. 

The diffusion terms in Eqs. (1.8.1)-(1.8.3) are the most controversial. Despite 
their conceptual inelegance, they have traditionally been modeled in MY models 
using the down-the-gradient form, 

_ . 3 UiUjUk =- ^qlSq 
d — a — 3 — I 

UiUj H UiUk H UjUk 

dxk dxj dxi 
(2.10.23) 

ukUjO = - qlSuel ukO + ujO 
dxj dxk 

(2.10.24) 

and for the diffusion of temperature variance, 

UkO^ = -qlSe 0^. 
dxk 

(2.10.25) 

It might, however, be useful to add the countergradient terms for convective 
PBL situations (see discussion in connection with the LMD model above). 
When the Mellor and Yamada (1974) expansion procedure is used, the diffusion 
terms drop out of all the equations except the TKE equation, where a term of the 
form suggested by the third-moment closure models of the ABL and OML by 
Andre et al. (1978) and Andre and Lacarrere (1985) can be used. Finally, from 
tensorial considerations, it is possible to model the pressure diffusion terms 
(Mellor and Yamada, 1982) as 

puj = qlSq . 
dxj 

(2.10.26) 

It is possible to absorb pressure diffusion terms into velocity diffusion terms 
and put S'q = 0. Laboratory and field observations (Caughey and Wyngaard, 
1979) show that the pressure diffusion counteracts velocity diffusion and nearly 
cancels it in the convective ABL. 

The model is now self-complete and closure has been effected. There remains 
the task of selecting the various constants. It is worth pointing out that the above 
closure assumes that turbulence can be completely characterized by a single 
velocity scale q and a single length scale 1. The latter is certainly an 
approximation, because in the presence of external influences such as 
stratification, rotation, streamline curvature, and a wall, the correlation scale is 
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not isotropic. In fact, there is a preferred direction in all these cases, and the 
length scale should be a vector quantity. However, we do not have the empirical 
base to make the length scale a vector, and in application to geophysical BLs, 
which are nearly horizontally homogeneous on the scales of the PBL thickness, 
the length scale 1 can be considered indicative of the direction perpendicular to 
the surface. Some modelers have used more than one length scale to characterize 
turbulence (Caspar et al, 1990). 

It is also a conmion practice to put Sq = Sud = Se and regard the constants Ai, 
Bi, Ci, A2, B2, C2, C3, and Sq as universal constants. However, it is not contrary 
to the principles of closure to have these be universal functions of relevant 
nondimensional numbers such as Reynolds, Rossby, and Richardson numbers. 
Fortunately, it appears that these are indeed constants (or imperceptibly weak 
functions) and therefore can be determined from laboratory measurements of 
simple, classical, neutral, nonrotating turbulent flows, and then used to model 
complex turbulent flows such as those affected by rotation, stratification, and 
streamline curvature (Kantha and Rosati, 1990; Kantha et al, 1989), without 
readjustment. 

With the above modeling assumptions, with the use of the expansion 
procedure of Galperin et al. (1988), the turbulence field is described by a 
differential equation for q̂  and algebraic relations for the second moments: 

3 Q 

UiUk + UjUk + —Oij 1-2— 

\dxj dxil 
+fk[£jkiJm+eiki'im] 

(2.10.27) 

ujO = 3A2I 
UjUk -\-(\-C2)0uk 

dxk dxk 

\_+{i-C3)pgje +fk£jkime 

q 

^{q')-—\ 
Dt dxk 

dxk 

dxk 
= 2 — m n — q' 

-UiUj pgji^jO - -2— 

dxj Bil 

(2.10.28) 

(2.10.29) 

.(2.10.30) 

For level 2 1/2, the third term in Eq. (2.10.27) is replaced by 

2-dij\-UiUj—- -figjUjO 
dxj 



212 2 Oceanic Mixed Layer 

For application to boundary layers (BLs), all gradients except those in the 
direction perpendicular to the boundary can be neglected. Also, rotational effects 
appear to be small in most geophysical BLs (Kantha et al, 1989). We will 
therefore neglect all rotational terms, although it is straightforward to retain 
them. Then the mixing coefficients are scalars, and it is possible to align the 
coordinates in the direction of the local mean flow and put V = 0 without any 
loss of generality. The set of equations for turbulence quantities then become in 
their component form 

3 \ BJ 

3 \ Bit 

3 \ B, / 

uv =0 vw = 0 v©=0 

3A2I uO = 

w0 

(w2 - Ci^2)i^ - PgHO 
dz 

uw + (1 - C2)w6— 
dz dz 

.M2L -r:de 
w^ 

dz 
(1 - c,)pge' 

(2.10.31) 

^ dz 

The values of the constants chosen are 

(Al, A2, Bi, B2, C,, C2, C3, Sq) = (0.92, 0.74, 16.6, 10.1, 0.08, 0.7, 0.2, 0.2). 

(2.10.32) 

As noted earlier, Ci is not independent and is related to Ai and Bj: 

Ai(l - 6 ^ - 3 C i ) = Bi"l (2.10.33) 
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It is possible to derive from this set of equations expressions for the shear stress 
and vertical heat flux: 

{f(-^)^^^--Hr 
dz dz\ 

(2.10.34) 

— 3AJ 
wd = ^ . 

<1 

6A, 6AJ — d0\ 
1 ^ + — -̂PgwO P -

Bj q Uz 
, , BA—30 

- ( i - C j f e - ^ w e — 
9 az 

(2.10.35) 

If we now define 

- uw = qlSu— 
dz 

(2.10.36) 

— ,. do 36) 
- we = qlSn = qlSn 1 • 

dz dz \ deidz 
(2.10.37) 

we obtain the following expressions for SM and SH, stability factors in the 
mixing coefficients KM and KH: 

SH = 
4-^) 

1 - 3A2GH[6AI + fi2(l - Cs)] 

| | l . M l . 3Ci) + 9[2Ai + A2(l - C2)\SHG„\ 

Ax 
\ (1 - 9A,A2GH) 

/ • 

(2.10.38) 

(2.10.39) 

The countergradient term, originally suggested by Deardorff (1966, 1972a), 
is included in the alternative definition of the stability parameter in Eq. 
(2.10.37). The quantity g is a constant. The expressions for SM and SH involve 
only the buoyancy gradient, with consequent simplifications in the prescription 
of realizability constraints (Galperin et al, 1988). Also, 

;2 ^ de 
(2.10.40) 
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Figure 2.10.3. Stability factors S^ and Ŝ j from the KC second-moment closure model (from Kantha 
and Clay son, 1994). 

Figure 2.10.3 shows the variation of SM and SH with GH, for both nonzero and 
zero values of constants C2 and C3. If we further make the superequilibrium 
(level 2) approximation 

(2.10.41) SMGM + SHGH = — , 
Bi 

where 

we get 

0. . 4 - 1 . 
r\dz 

(2.10.42) 

s„ = 3^Jr . - (y. ^ r2)Rif\ (2.10.43) 
L 1 - Rif J 
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o^-A,(gi(yi+Ci)-[gi(ri+Ci) + 6Ai +3A2(l -C2)']Rif\^ (2.10.44) 

where 

y^ =L-Mi ^, = ^ ( 1 _ C3) + M l (2.10.45) 
3 Bi 5i B^ 

where Rif is the flux Richardson number, the ratio of the destruction rate of TKE 
by buoyancy forces to the production rate by shear: 

Rif = -pgwO / - ; ^ — . (2.10.46) 

Negative values of Rif correspond to the unstably stratified situation, where 
buoyancy forces enhance TKE production, while positive values pertain to 
stable stratification, which suppresses turbulence. Rif is related to the gradient 
Richardson number Ri by 

Rif = liLRi^ (2.10.47) 
SM 

where 

Pg— 
Ri = — i ^ = - ^ . (2.10.48) 

duf ^M 

dzj 

Figure 2.10.3 also shows the variation of SM and SH with Rif for the super-
equilibrium approximation, and compares it to the case of zero values for C2 and 
C3. The critical value of Rif for extinction of turbulence by stable stratification is 
0.213 as opposed to 0.191 for the old MY value. This is in the right direction of 
promoting increased mixing, even though the increase is rather modest. Martin 
(1985) points out that a much higher value of critical flux Richardson number 
for extinction of turbulence improves the performance of MY level 2 models for 
Stations Papa and November. 

The constant flux region of the ABL, where the shear stress and the buoyancy 
flux are approximately constant (Monin and Yaglom, 1971) and the wind 
turning angle small, lends itself to a simple analysis, because there the 
turbulence is in local equilibrium. Therefore the classical Monin-Obukhov 
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similarity relations in the surface layer can be derived by appealing to the 
superequilibrium Umit of second-moment closure (Mellor, 1973): 

3^i«. \ ql ql ql 
^n-^C- ' \ ";-cA-^<^„ (2.10.49) 

^..,L.t^C-'-^c] (2.10.50) 

*̂ = îK - 0, (2.10.51) 

where 

K= (2.10.52) 
"* dz 

a dz 
(2.10.53) 

are the Monin-Obukhoff similarity functions for velocity and temperature, 
which are functions of the Monin-Obukhov similarity variable ^ (Monin and 
Yaglom, 1971). They provide information on the velocity and temperature 
profiles in the constant flux layer of a PBL and have proved to be immensely 
useful to ABL modelers. These flux profiles are in fact the foundation for the 
ABL model of Troen and Mahrt (1986) and the LMD (Large et ah, 1994) model 
oftheOML. 

Figure 2.10.4 shows the Monin-Obukhov similarity functions (|)M and (|)H as 
functions of ^, for zero and nonzero values of C2 and C3. The observational data 
of Businger et al. (1971) are also shown. Optimum values of C2 and C3 were 
chosen from the best agreement possible with Businger et al (1971) data. The 
figure also shows results for C2 = 0.5 and C3 = 0.5. In general, higher values of 
C2 tend to raise the curves in the negative region, while the slope on the stable 
side diminishes. We found the best compromise to be C2 = 0.7 and C3 = 0.2. 
Values of C2 = 0.5 and C3 = 0.5 lead to unrealistic lowering of the slope of (|)H on 
the stable side, while raising the values of (|)H above the observed values on the 
unstable side, but does not improve significantly the values of ^^ on the 
unstable side. 

In applications of the MY (and other) closure models, one needs to impose 
realizability conditions on quantities to prevent nonphysical results. For 
example, GH should be bounded so that GM does not become negative on the 
unstable side. This condition can be derived from Eq. (2.10.45): 

GH<{Ai,Bx + 12Ai + 3^2(1 - C3)])-^ (2.10.54) 
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Figure 2.10.4 Comparison of Monin-Obukhoff similarity functions from observations and the KC 
model (from Kantha and Clay son, 1994). 

This also ensures positive definiteness of the vertical velocity variance w^. 
Mellor and Yamada (1982) imposed an upper bound of 0.0326 in their level 2 
1/2 model to achieve this, while a somewhat lower bound of 0.0288 ensures 
positive definiteness for all velocity variances. It is also necessary to ensure that 
none of the components of TKE fall below a certain fraction of the total. Mellor 
and Yamada (1982) ensure that w^lq^ > 0.12 by requiring G M < ( 0 . 4 8 - 15.0 GR). 

Hassid and Galperin (1983) impose a slightiy different set of realizability 
conditions. Their upper bound on GM is different from that above, but 
nevertheless ensures that an increase in the velocity gradient does not cause a 
decrease in the Reynolds stress. In the quasi-equilibrium model presented here, 
SM and SH depend only on GH, and therefore it is necessary to impose 
reaUzability conditions only on GH- In this sense, the KC model, akin to that of 
Galperin et al (1988), is more robust than the original MY model. We impose 
an upper bound on GH of 0.029, sHghtly lower than that given by Eq. (2.10.54), 
to ensure positive definiteness of all velocity variances. 
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There is also a need for a lower bound on GH, which has not been widely 
recognized (see Galperin et al, 1988). Under strong stable stratification 
conditions, there is a limit to the size beyond which eddies are incapable of 
overturning and hence lose their ability to contribute to the cascade of TKE 
down the spectrum to dissipative scales. Velocity fluctuations beyond this Hmit 
are more indicative of internal wave activity. This bound is dictated by the 
Ozmidov length scale, Lo = (e/N )̂̂ ^̂ , where 8 is the dissipation rate. This is an 
important parameter in stably stratified flows. Imposing a bound on the 
turbulence length scale that is proportional to the Ozmidov scale leads to the 
following result: 

M.<C4. (2.10.55) 

C4 is 0.53 (Galperin et al, 1988), which leads to a lower bound on GH of 
-0.28. The above relationship can also be written as 

-2L<C4. (2.10.56) 
[q/l) 

The denominator is the turbulence frequency, the inverse of the characteristic 
macro timescale of turbulent motions, which is the eddy turnover timescale. 
Only below the local buoyancy frequency N are internal wave motions 
permitted by the stable stratification. The upper bound on turbulence length 
scale therefore ensures that the turbulent motions do not "intrude" into the 
internal wave portion of the frequency spectrum. The closure model deals only 
with turbulent motions that participate in the cascade and in the mixing 
processes, and not with internal wave motions, which do not. 

The practical utility of this limit arises in regions like the equatorial mixed 
layer, where immediately below the upper mixed layer lies the strong equatorial 
undercurrent. Without the bound, the undercurrent tends to get excessively 
smeared. Smith and Hess (1993) have reported on the use of this bound and 
demonstrated its usefulness in models of the equatorial oceans. 

Finally, the model requires a prescription for the turbulence length scale. It 
has been traditional to use either a Blackadar (1962) type formulation (Martin, 
1985) or a conservation equation for a quantity that includes the length scale 
(Mellor and Yamada, 1982). The former postulates a length scale proportional 
to the distance from the surface near the bounding surface, but asymptoting to a 
constant value as the edge of the boundary layer is approached. It is valid only 
for MLs adjacent to a surface such as the ABL and OML, but fails for multiple 
turbulent regions separated from each other (for example, the upper layers of the 
equatorial region). Solving a prognostic relationship for the length scale 
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overcomes this problem as long as adequate care is given to the proper bounds 
on the length scale as discussed above. 

Different formulations are possible for the length scale equation and various 
methods have been tried (Mellor and Yamada, 1982; Rodi, 1987). Kantha and 
Clayson (1994) and Mellor and Yamada (1982) use an equation for the term 
qH which includes a wall proximity term to force the model toward a log-law 
behavior near a surface, 

D, dz 
lqS,—{q^) 

dz 
= -2i^i£ + 2pgwe - ^ 

dz B,l 
(2.10.57) 

^Ul) - ±\ 
Dt dz 

lqS±.{qH)\ 
dz J 

EJ T^H-^hHt)] (2.10.58) 

where S\ = Sq. The last term in Eq. (2.10.58) is the wall proximity correction 
term. The length scale 1̂  denotes the distance from a surface; this term ensures 
log-law behavior near a surface. The values for constants in these equations are 

(El, E2, E3, E4) = (1.8, 1.33, 1.0, 1.0). (2.10.59) 

It is also possible to add a term to the length scale equation to account for the 
influence of rotation (Kantha et al, 1989) and countergradient terms to the 
equations above, patterned after Andre and Lacarrere (1985). However, the 
values of additional empirical constants that would result are not known with 
certainty. As the inclusion of the countergradient term made little difference to 
their results overall, the countergradient terms in both the q̂  and q^l equations 
can be ignored. 

An alternative formulation popular in aerodynamic flow calculations is to use 
an equation for the dissipation rate to provide information on the length scale. 
Whatever the formulation, many ad-hoc assumptions are involved and the 
proper prescription of the length scale remains one of the major unresolved 
issues in turbulence modeling in general. Resolution of this issue would have 
some bearing on the simulation of the bulk skin sea surface temperature 
difference in the upper ocean (Schluessel et al, 1987; Wick et al, 1992). 

Although the SM, SH, and other expressions above were derived by orienting 
the coordinates in the local flow direction (V = 0), the expressions are of general 
applicability. For example, by replacing the shear dU/dz by [(dU/dz)^ + 
(dV/dz)̂ ]̂ ^ ,̂ the coordinates can be chosen more generally. 
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The KC model also includes mixing in the strongly sheared, strongly stable 
thermocline/halocline region immediately below the ML. As discussed above, 
second-moment closure applies only to the asymptotic limit of high Reynolds 
number turbulence, in other words, to a fully turbulent region like the ML. In the 
stably stratified region below, the turbulence is intermittent and episodic. There 
exists at present no reliable closure model for intermittent turbulence, although 
attempts have been made to treat this problem by analogy to two-phase fluids, 
the two phases being a laminar and a turbulent fluid (Markatos, 1986). The best 
that can be done at present are empirical relationships from laboratory and field 
observations. It is traditional to present these observations in terms of gradient 
Richardson-number-dependent mixing coefficients, and these can be used for 
parameterizations of mixing below the OML. 

As originally formulated, MY models did not account for mixing below the 
OML. Attempts have since been made to remedy this shortcoming (Mellor, 
1989). However, there has been a failure to recognize the unusually high levels 
of mixing that exist in the region, and the parameterizations used have been such 
that the added mixing below made little difference to the outcome. KC follow 
the work of Large et al. (1994), who demonstrate the need for strong mixing in 
the region to remedy this deficiency in a ML model. 

Mixing in the strongly stable but highly sheared region below the OML is 
caused by episodic Kelvin-Helmholtz shear instabilities. In addition, this region 
happens to be a region of considerable variability on short timescales due to 
significant internal wave activity, especially in the equatorial regions. Internal 
waves generated by turbulence in the ML (Kantha, 1977, 1979a; McPhee and 
Kantha, 1989) as well as those propagating into the region from elsewhere 
modulate the shear significantly and enhance the instabilities episodically. The 
usual scenario is for the shear to be intensified by some process, causing a 
lowering of the gradient Richardson number, which leads to shear instability and 
intense mixing that increases the Richardson number locally and stabilizes the 
fluid column. Such episodic mixing has been difficult to comprehend and 
model. While mixing in a fully turbulent region such as the ML is better 
understood and, arguably, reasonably well parameterized, a good understanding 
and modeling of intermittent turbulence have proved elusive. The best we can 
do at present are ad hoc parameterizations of mixing obtained from knowledge 
culled from observations in the laboratory and in the field (Peters et al, 1988). 

There are a variety of Richardson-number-dependent parameterizations 
possible (Pacanowski and Philander, 1981; Peters et al, 1988; Gregg, 1987), but 
KC chose to follow Large et al. (1994) in parameterizing the shear-induced 
diffusivities as a strongly decreasing function of the gradient Richardson number 
Ri and constant values for internal-wave-induced diffusion. 

KMR = 1 0 ^ KHR = 5 X 10-^ Ri > 0.7 
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\2'P 
KMB = KMR + 5X\0^ 

KHB = KHR + 5X16^ 

KMB = KMR +5x10'^ 

KHB = KHR+'5XIO'^ 

-ft- i }0<Ri<0.7 (2.10.60) 

} Ri<0. 

The unit for all diffusivities in Eq. (2.10.60) is m^ s~\ KMR and KHR denote 
diffusivities due to internal wave (IW) activity in the pycnocline, and KMB and 
KHB denote the total diffusivities for momentum and scalars. There is a high 
level of residual diffusion inherent in this formulation that is quite appropriate 
for the highly sheared and active region immediately below the ML. The value 
KC chose for KHR is, however, different from the value used by Large et al 
(1994) (5 X 10"̂  as compared to their value of 10"̂  m^ s~̂ ). Experience indicates 
the necessity for the high levels of mixing, especially on short and event 
timescales represented by the diurnal response and storm-induced mixing 
episodes. In the former, the mixed layer is quite shallow, and the proximity to 
the ocean surface might be responsible for enhanced variability in the strongly 
sheared and stable region below. For the latter, vigorous eddy activity as well as 
induced, strong, inertial currents may be responsible for enhanced mixing events 
below the ML proper. In the new model, the diffusivities are put to the above 
values immediately below the fully turbulent ML. The base of the active ML is 
diagnosed by q̂  values dropping to a low value (10"^ m^ s~̂  or less), indicating 
extinction of turbulence. There is little sensitivity to the choice of this value, 
since extinction near the ML base is rather abrupt. 

It appears that ML models cannot be made to work properly without a strong 
Ri-dependent mixing in the thermocline. The strong heating in the thermocline 
below the active ML observed during storm events (Crawford, 1993) cannot be 
simulated without this term. Lack of this capability in earlier second-moment 
closure models is partly responsible for the poor performance of those models in 
the past. 

The KC model has in addition a weak but constant background diffusion with 
values appropriate to the deep ocean (KMD = KHD = 10"̂  m^ s~̂ ). Provision has 
also been made for buoyancy-frequency-dependent deep mixing (Gargett and 
HoUoway, 1984, 1992). 

The surface boundary condition used in the q̂  equation is that on q^ a 
Dirichlet condition. It is possible to use instead Neumann conditions that 
prescribe its vertical derivative. This is equivalent to prescribing the flux of TKE 
(instead of the TKE itself), and is well suited to impose the influence of surface 
wave breaking. Kantha (1985), Craig and Banner (1994), Stacey and Pond 
(1997) and Clay son and Kantha (2000) have shown that this alternative 
prescription is important only in the upper few meters, where the properties in 
the mixed layer such as the mean velocity change significantly because of the 
increased mixing brought on by injection of turbulence by wave breaking. It is 
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therefore important in modeling shallow mixed layers. However, since a mixed 
layer is stirred by turbulence from both the top and the bottom, and the shear-
induced turbulence at the bottom is more effective in deepening, the alternative 
prescription does not change the deepening rate of the mixed layer significantly, 
unless it is rather shallow. 

2.10.4 COMPARISON WITH OCEANIC DATA SETS 

The mixed layer models described above have been applied to various data 
sets available from field observations in the global oceans. A few of these 
comparisons are given below, in order to demonstrate the utility of the various 
ML models and other issues associated with ML model simulations. Further 
comparisons, in addition to those discussed in this chapter, have been performed 
by Stramma et al (1986), Caspar (1988), Gaspar et al (1990), Therry and 
Lacarrere (1983), and Schudlich and Price (1992). 

One important issue in dealing with ML model simulations is related to 
surface fluxes imposed. Since all relevant surface fluxes are seldom measured 
directly in the field, it is necessary to parameterize at least some. It becomes 
difficult, therefore, to separate the test of model skill from that of the accuracy 
of forcing parameterization. Verification data for assessing model skill in detail 
are also scarce. Most often only the SST is available for comparison, and 
properties such as the TKE and its dissipation rate are not available for testing 
the turbulence field predicted by the model. There is only one data set [Tropical 
Ocean and Global Atmosphere/Coupled Ocean-Atmosphere Response 
Experiment (TOG A/CO ARE) data], where all the surface fluxes were measured, 
and measured accurately and concurrently with the properties in the OML 
(Andersen et al, 1996; Weller and Andersen, 1996). This data set therefore 
serves well the task of assessing the skill of a ML model. 

Additional complications in using and validating ML models are advection 
and upwelling/downwelling processes. In general, validation of ML models is 
performed by running the models in a one-dimensional version, precluding the 
inclusion of changes in the water column due to three-dimensional effects. Some 
of the ways that researchers have dealt with this difficulty are demonstrated 
below. 

The dynamics of a mixed layer are sensitive to the parameterization of solar 
extinction in the water column. ML modelers have therefore tried to incorporate 
better parameterizations of absorption of solar radiation in the water column 
(Ivanoff, 1977; Simpson and Dickey, 1981a,b; Siegel and Dickey, 1987). Most 
ML models now have at least a two-band model, representing the longwave IR 
and shortwave visible parts of the spectrum that have different extinction length 
scales, following recommendations of Paulson and Simpson (1977) for various 
Jerlov (1976) water types. However, it has become increasingly clear (see Morel 
and Antoine, 1994) that an even more accurate extinction parameterization is 
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essential for a better simulation of many ML properties, including those 
pertaining to the dynamics (Martin and AUard, 1993). Since photosynthesis is 
sensitive to the spectral properties of shortwave solar radiation in the water 
column, it is even more important for applications to biological productivity 
(Sathyendranath and Piatt, 1988). Solar extinction characteristics were described 
in Section 2.3. 

Modelers must also consider how best to validate their models. Traditionally 
modelers have used only surface temperatures and temperature profiles for 
vaHdation. There are several reasons for this; one of these is that for many cases 
temperature data are the only data available. Salinity data are still rather scarce, 
outside of a few isolated cases. In addition, turbulence data are even scarcer than 
salinity data. As opposed to the ABL, where the various terms of the TKE 
equation have been measured during field experiments for many years, the only 
turbulence data available for the OML are dissipation rates deduced from 
microstructure profiles (see Section 2.7 for examples of calculated and modeled 
dissipation rates). Thus, models cannot be compared with rates of TKE 
production, turbulent transport, etc., but only with the end product of the mixing 
processes, temperature and salinity profiles, both of which can be affected by 
other processes like advection. Not all ML models simulate the turbulent 
quantities either (bulk models, for example). Finally, in terms of air-sea 
coupling and climate modeling, it is the sea surface temperature to which the 
ABL responds (due to its effect on surface fluxes). It is therefore natural that a 
premium is placed on a model's ability to reproduce this parameter. 

A mixed layer model suitable for geophysical applications must be able to 
simulate processes on a variety of timescales from diurnal and event scales to 
multiyear timescales. It must perform reliably under strong daytime heating and 
nighttime cooling. However, this ability is necessary but not sufficient. A mixed 
layer model must also perform well under strong event scale forcing such as that 
due to rapidly moving storms and transient wind events lasting from a few hours 
to days throughout the global oceans. Wintertime ML deepening at midlatitudes 
occurs principally during strong winter storm events. Often the divergence of 
ML model predictions (such as SST) from reality can be traced directly back to 
inadequate performance during an earlier mixing event [see, for example, the 
MY model simulations presented by Martin (1985) for MILE]. In this section, 
we present results from several studies emphasizing a range of timescales and 
events. 

One of the few places in the global oceans where long-term observations are 
available is the ocean weather Station (OWS) Papa located in the North Pacific 
at 145° W, 50° N, where every 3 hr meteorological and upper ocean temperature 
profiles were collected from the 1940s to the early 1980s. Due to minimal 
advection effects [except during the winter months—see Large et al (1994)] 
many comparisons of one-dimensional mixed layer models have utilized this 
data set, beginning with Denman (1973). Martin (1985, 1986) performed 
extensive comparisons of the Mellor and Yamada (1982), Niiler (1975), and 
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Therry and Lacarrere (1983) mixed layer models at Station Papa. More recently, 
Large et ah (1994) have a made a thorough investigation of the heat balances 
and fluxes there, in addition to making a very long (20-year) simulation of Papa 
data with their model, with excellent results on interannual variability. Both 
Martin (1985, 1986) and Large et al. (1994) present results for year 1961, and it 
is this year that we will also concentrate on. 

For these simulations of seasonal variability, all the ML models were forced 
by heat fluxes which are computed using the same radiation and bulk formulas 
as Martin. However, evaporation was included, and precipitation was pre-
scribed, using the mean annual cycle derived by Tabata (1965) as in the 
simulation by Large et al. (1994). The saHnity flux was not included in Martin's 
simulations. As Large et al. have shown, for long-term simulations it is essential 
to consider the salinity fluxes at the surface, as well as the net heat balances over 
the year and Ekman-divergence-driven upwelling from below the thermocline, 
to produce proper interannual variability. At Station Papa there appears to exist 
advection of cold water in the seasonal thermocline during winter that 
essentially balances the 29 W m"̂  excess heat input to the upper mixed layer. 
For the year 1961, this imbalance appears to be 34 W m"̂  (Large et al., 1994). 
However, advection effects were not included in either the KC, the PWP, or the 
Garwood model simulations, contributing to the overestimation of SST by a 
degree or so at the end of the year. As in Martin's simulations, the model 
calculations are started at the beginning of the year (Large et al. begin their 
simulations in the middle of March). The model is initialized by the observed 
temperature profile. The strong halocline that exists below 125 m is reproduced 
by initializing the model with climatological salinity data. Solar extinction 
corresponding to the Type II waters of Jerlov (1976) was used for this study. 
Martin (1985, 1986) also used Type II water for his model simulations. Large et 
al. cite evidence that the water quality varies with seasons, from Type lA during 
winter to Type II during summer. 

Figure 2.10.5 shows the observed SST, and the modeled SST from the KC, 
PWP, and Garwood models, with the same initialization and forcing data. The 
observed and modeled mixed layer depths are shown in Figure 2.10.6. There is a 
small cold bias that may be attributable more to surface flux parameterization 
than to model performance, as the simulations have a deficit of 25 W m"̂  for the 
year. In addition, because of the 34 W m~̂  net heat input during the year and 
lack of cold water advection to balance this, the model SST ends up about 1°C 
higher than the observed value at the end of the model year. As Large et al. 
(1994) showed, this bias can be eliminated by allowing for wintertime advection 
effects in multiyear simulations. Figure 2.10.7 shows modeled SST for Papa 
from the LMD model. It appears from these simulations that with careful 
attention to the heat budget considerations, one can simulate the seasonal cycle 
of SST to within about 1 K. 

While simulations at PAPA focused on long-term temperature changes, other 
experiments have focused on diurnal variability. Price et al. (1986) reported on 
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observations and model simulations, using the data collected at R/P Flip in 1980 
at a location 4° west of San Diego at 30° N latitude. CTD observations were 
made every hour during the deployment, in addition to the usual suite of 
meteorological measurements. The data between May 7 and May 11 have been 
found well suited for testing ID ML models because of the absence of advection 
and the presence of very strong insolation that taxes the ability of ML models to 
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Figure 2.10.5. Comparison of SST observations with simulations from KC, Garwood, and PWP 
models for Station Papa. Note the seasonal modulation of SST (from Kantha and Clayson, 1994). 
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Figure 2.10.6. Comparison of observations of ML depth with simulations from KC, Garwood, and 
PWP models for Station Papa (from Kantha and Clay son, 1994). 

simulate the diurnal ML. The magnitudes of the diurnal SST peaks over several 
days are a critical test of a model's ability to simulate conditions pertaining to 
strong positive buoyancy flux at the surface, as well as the ability to simulate 
convective cooling the following night. Martin (1986) also tested several ML 
models against Flip data from May 9 to May 10, and reported that the PWP and 
Therry and Lacarrere (1983) models performed best, while the MY model 
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Figure 2.10.7. Comparison of observations of ML temperature with simulations from the LMD 
model for Station Papa (from Large et al, 1994). 

overpredicted SST buildup due to insufficient mixing. Here we present results 
for Flip of the KC, PWP, and Garwood models. 

The forcing data used in these simulations are the same as those Martin 
(1986) calculated from half-hourly meteorological observations and used in his 
simulations (solar insolation was measured). The models were initialized with 
BT data taken during the morning of May 7 (Day 128) and integrated forward to 
the end of May 12 (Day 133). Sahnity was taken to be uniform in the upper 
layer. Figure 2.10.8 compares the modeled temperatures at the surface and at 5-, 
10-, 15-, 20-, 25-, and 30-m levels to the observed values. The KC model 
appears to estimate the peak SSTs quite well. The warm bias in earUer MY 
second-moment closure models (Martin, 1986) is not present. The performance 
vis-a-vis the SST peaks is comparable to the PWP model, while the Garwood 
model tends to underpredict the diurnal variation. No results are available for the 
LMD model. However, Kantha and Clayson (1994) and Large et al (1994) 
simulated the diurnal mixed layer evolution during the LOTUS experiment, and 
from those results one can conclude that given sufficiently accurate surface 
fluxes, modem ML models appear to be able to simulate the ampHtude of the 
diurnal cycle of SST to within about 0.5 K. 
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Data taken during the Ocean Storms experiment (D'Asaro, 1985) provide an 
excellent observation of the mixed layer behavior during several storm events 
(see Crawford, 1993) [see Large and Crawford (1995) for a detailed discussion 
of the observations and processing procedures]. Crawford (1993) performed 
detailed ML simulations using the MY, PWP, and LMD models. He reports in 
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Figure 2.10.8. Comparison of observations of temperature at various depths with simulations from 
KC, Garwood, and PWP models for FLIP. Note the strong diurnal modulation of near-surface 
temperatures (from Kantha and Clay son, 1994). 
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detail his simulations for the storm event that he designated Event 3 on Day 277 
The SST dropped by about 1.1 °C between Days 277.1 and 278.0, even though 
the ML depth did not increase dramatically. Instead, the most remarkable feature 
was the considerable lowering of isotherms below the seasonal thermocline (by 
as much as 20 m) as a result of the storm, indicating substantial heating there 
(Large et al, 1986). Crawford (1993) finds that the resonant ocean response to 
inertially rotating winds is responsible for this (Large and Crawford, 1995; 
Large et a/., 1994). This suggests that considerable mixing occurs below the 
conventional mixed layer, which conditions the water column for subsequent 
mixing events. Thus it is important to accurately model the mixing not only in 
the ML but also in the strongly sheared region of the seasonal thermocline 
immediately below the ML. 

Simulations for Storm Event 3 of Crawford (1993) will be presented. 
Crawford discovered that while the LMD model tended to slightly overestimate 
mixing and predict cooler SSTs, the MY and PWP models tended to 
underpredict mixing during storm events and therefore to underpredict the 
degree of cooling. For example, for Storm Event 3 the observed SST drop was 
1.15°C, while the LMD model indicates a change of 1.3°C, and the MY and 
PWP models indicate changes of around 0.65 and 0.85°C, respectively. Also, the 
warming of the deep layers was more realistic in the LMD model. The results 
are shown in Figure 2.10.9, which compares the KC model temperature profile 
with the observed one. LMD, PWP, and MY results are also shown for com-
parison. The KC model indicates a drop in SST of about 1.0°C, and the depres-
sion of isotherms by the storm also appears realistic, although the extent of 
penetration is slightly lower than that observed. Note that the storm commences 
on Day 277.1 and is essentially over by Day 278.0, although the SST continues 
to decrease. 

Perhaps the most critical and stringent test of a ML model is the tropical ML 
in the equatorial waveguide. Since it appears that the pycnocline here is a region 
of highly elevated turbulent dissipation and intense internal wave activity at 
night (Brainard et al, 1994; Peters et al, 1994), it is likely that the shear-
instability-induced mixing below the active ML is even more important for 
equatorial mixing (Moum and Caldwell, 1989; Peters et al, 1988; Garwood et 
al, 1989). In addition, the presence of strong currents such as the Equatorial 
Undercurrent (EUC) and hence shears in the immediate vicinity of the ML play 
an important role in ML deepening. Some results of modeling in this region 
were discussed in Section 2.7. 

During the TOGA/COARE Intensive Operations Phase (lOP), the 3-m 
WHOI Improved Meteorological (IMET) buoy was equipped with a redundant 
set of meteorological sensors and deployed at 1° 45' S, 156° E, in the warm pool 
region of the western tropical Pacific. The data collected from this buoy were 
described by Weller and Anderson (1996). This data were used by Anderson et 
al (1996) to force and validate the PWP model. In order to alleviate the effects 
of advection on the resultant simulation, the model was run over the entire lOP 
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Figure 2.10.9. Comparison of the observed (solid line) and modeled temperature changes due to a 
storm (from Kantha and Clay son, 1994). 

with an initialization of the mean temperature, saUnity, and velocity profiles 
over this time period. Anderson et al. (1996) show a consistent positive bias in 
their PWP model simulations of about 0.8-1.0°C throughout the lOP period, 
while the amplitude of the diurnal SST modulation is well represented. The KC 
model was also run over this time period, using the same forcing and initiali-
zation profile, and the results of the observed versus model sea surface 
temperature are shown in Figure 2.10.10. Model SSTs agree well with measured 
SSTs, although there is a divergence between the model and the observed SST 
of about 0.5°C after Day 382 (January 17th). However, this excellent agreement 
is misleading since the prescribed initial conditions are averaged over the entire 
lOP, thus minimizing any influence of advection events that the ID model 
cannot account for. When the model is initialized by the profiles observed at the 
beginning of the lOP, its performance deteriorates quite a bit, as can be seen 
from the fact that the model begins to diverge around Day 318 (November 14th) 
and differs by nearly 0.6°C until Day 375 (January 10th), but toward the end of 
the lOP (Day 430, March 3rd) the difference is nearly 1.5°C (Figure 2.10.11). 
This is presumably due to nonlocal (advective) influences. Observed 
temperature and salinity profiles show strong advection-like events around Days 
318, 340, 370, 400, and 410. This highhghts the risky nature of using a ID 
model to simulate the upper ocean structure over a long period in a region like 
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Figure 2.10.10. Observed SST (gray line) compared with SST simulated by the KC model (black 
line) initialized using mean profiles of temperature, salinity, and velocity. 

the tropical waveguide, where nonlocal events are bound to affect the ML over 
time scales of weeks to months. However, simulations restricted to simulation 
periods, when advective effects are small, suggests that modem ML models are 
capable of accurately simulating the ML properties (for example, SST to 
accuracies better than 0.5°C), as long as accurate surface fluxes (as in 
TOGA/COARE observations above) are used to drive these models (see 
Clayson etal 1997). 

Temperature and salinity are not the only features of the mixed layer that ML 
models can be used to reproduce. The upper ocean is also an important source of 
certain photochemicals important to stratospheric and tropospheric atmospheric 
chemistry and hence to the global radiative and ozone budget. The reader is 
referred to Najjar et al (1994) for both an in-depth review and a thorough 
analysis of the problem. Carbonyl sulfide (CoS) and carbon monoxide (CO) are 
examples of such photochemicals that are produced in the upper ocean by solar 
insolation and then outgassed to the atmosphere. These photochemicals are also 
destroyed by bacterial activity or chemical reactions; hence their concentrations 
near the ocean surface depend on the balance between the production and 
destruction rates. However, mixing plays a very important role in determining 
the concentration of these photochemicals, since they are produced only near the 
surface and can be transported to depths by turbulence. 

CoS and CO are both produced by photolysis of dissolved organic matter in 
seawater by UV radiation and hence exhibit strong diurnal variability. While UV 
radiation is only 2% of the solar insolation (Martin and AUard, 1993), it is 
important to the photochemical question. CoS and CO may often be under-
saturated during the night and become supersaturated during the day. CoS is 
lost by hydrolysis; hence its concentration is a function of the balance between 
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Figure 2.10.11. Observed SST (gray line) compared with SST simulated by the KC model (black 
line) initialized using the observed initial profiles of temperature, salinity, and velocity 

photolytic and hydrolytic reactions, and of mixing processes. To model the 
concentration of such a photochemical compound well, it is essential to model 
the mixing in the upper ocean well. In fact, the ability to model photochemical 
compounds well may be another stringent test of a mixed layer model (and its 
solar extinction profile parameterization). 

From the few measurements on photochemicals that have been made (see the 
review by Najjar et al, 1994), a few qualitative aspects emerge: (1) The photo-
chemicals can become highly supersaturated during the day with supersaturation 
ratios reaching 10-15. (2) The concentration decreases rapidly once the sun sets, 
often to near-saturation or undersaturation values during the night. (3) There 
may be a significant lag (typically a few hours) between the peak of solar 
insolation and the peak concentration of the photochemical. These features can 
be tested at least in a qualitative sense in a mixing model. 

The KC ML model was appUed to the problem of modeling CoS concen-
trations (Kantha and Clay son 1994). An equation for the CoS concentration that 
is very similar to the scalar conservation equation (such as for salinity) is used 
but with appropriate source and sink terms on the right-hand side in addition to 
the diffusion terms; the photochemical production term So and the hydrolytic 
destruction term Si have been described by Najjar et al. (1994). Air-sea transfer 
of CoS is parameterized by a standard bulk formula with proper accounting for 
the solubility of CoS in seawater. The sink term Si is KhC, where Kh is modeled 
as an exponential function of temperature with appropriate constants for a pC02 
of 350 ma, a saHnity of 34.6 psu, and an alkaUnity of 2320 meq kg"\ from 
information compiled by R. G. Najjar (personal communication, 1993): 

Kh = 2.2 X 10"̂  exp (T/6.3) (2.10.65) 
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The solubility and diffusivity of CoS are also modeled as exponential 
functions of temperature. The extinction scale for UV radiation is taken as 5 m, 
and the CoS production rate is made proportional to the shortwave solar inso-
lation, since the UV component at the top of the atmosphere is a constant frac-
tion of the shortwave insolation. The proportionality constant is, however, quite 
arbitrary. The dependence of UV component intensity at the surface on the 
zenith angle can also be taken into account. 

Sensitivity studies of the diurnal modulation of CoS concentration with the 
model show that at high temperature values (--25 °C) typical of summer at 
midlatitudes and low latitudes, peak CoS concentration at the sea surface lags 
the peak of solar insolation by 1-2 hr. However, since the peak of the SST lags 
by 2-3 hr and since the CoS saturation value is a strong decreasing function of 
temperature, a double peak is often observed in the CoS saturation ratio, one 
near the peak of solar insolation and another near the SST peak, separated by 1/2 
to 1 hr. The surface concentrations are a strong function of the solar insolation, 
as can be expected. The peak CoS values at deeper levels do not lag the surface 
value significantly. 

Salient aspects such as those revealed by these sensitivity studies can be 
examined by application to different field data sets. These studies show that 
while this leads to an overestimation of photochemical concentrations by up to 
10%, the behavior around the peak solar insolation is not much different. The 
simulations for LOTUS and Papa locations in which accurate solar insolation 
measurements present a good contrast in behavior of CoS under different solar 
insolation values, SSTs, and mixing. At the LOTUS site, the models can be 
tested on synoptic and diurnal timescales at midlatitude conditions, while at 
Papa, seasonal simulations are possible. 

Figure 2.10.12 shows measured solar insolation, SST, and CoS concentration 
as a function of time for the LOTUS data set. The strong diurnal variability 
shown by the model is consistent with the few observations that exist. The peak 
CoS saturation ratios reach a value of 4-6 on most days, in good agreement with 
the values observed typically during the day, and dip below 1.0 during the night. 
A double peak in saturation ratio is not evident due to the more shallow depth of 
the diurnal mixed layer and hence the level to which CoS is mixed out. The peak 
CoS saturation ratio lags an hour behind the peak insolation, whereas the SST 
peak lags by nearly 4 hr. 

In Chapter 1, we discussed the two-equation K-8 models that are also based 
on the turbulence equations: the kinetic energy and dissipation equations. These 
models have been popular in the fluid mechanics community. Rodi (1987) has 
provided a detailed discussion of their capabilities. Burchard et al (1998) have 
compared such models with MY second-moment closure models described 
above in the context of both neutrally stratified and stably stratified flows. They 
find that in neutrally stratified turbulent Couette and open channel flows, K-8 
and MY models do equally well, provided the prescription of the length scale Iw 
in the q l̂ equation (2.10.58) in MY-type closure is modified slightly. The usual 
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Figure 2.10.12. Simulation of the diurnal cycle in CoS at LOTUS (from Kantha and Clayson, 
1994). 

prescription in the presence of two boundaries enclosing the flow is 1̂  = (ds~ + 
db~ )̂~\ where ds and db are distances from the two boundaries. Burchard et ah 
(1998) find that the prescription 1̂  = min (ds, db) gives better comparisons with 
experimental results. Figure 2.10.13 shows the comparisons. The constant Ci in 
the K-8 model in these comparisons is kept constant at approximately 0.56. For 
stably stratified flows, the K-8 model performs poorly, unless Ci (which is 
proportional to the stability function SM in second-moment closure) is made a 
function of the ambient stability. Based on Galperin et al (1988) derivations of 
the quasi-equilibrium forms for the stabiUty functions, Burchard et al (1998) 
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Figure 2.10.13. Comparison of turbulence closure model simulations with data in neutrally 
stratified (top) stress-driven Couette flow and (bottom) pressure-gradient-driven open channel flow 
from Burchard (1998). Couette flow TKE and eddy viscosity data are from Telbany and Reynolds 
(1982). Open channel TKE and dissipation rate data are from Nakagawa et al (1975), and eddy 
viscosity data from Jobson and Sayre (1970) and Ueda et al. (1977). The thick line denotes the K-» 
model, the dashed line the MY second-moment closure model with the usual length scale 
prescription, and the thin line the MY model with a modified turbulence length scale. 

prescribed a stability-dependent form for Ci and found that this improved the 
performance of K-8 models to a level roughly similar to that of second-moment 
closure, when applied to stratified flows. Figure 2.10.14 shows comparison of 
the two types of models with turbulence dissipation measurements in the Irish 
Sea by Simpson et al. (1996). Note that there is very Httle difference between 
the two alternative prescriptions for length scale U in MY models. This is not 
surprising since what is more important is the stable-stratification-imposed 
upper bound on the turbulence length scale, 1 < 0.53q/N, as discussed earlier. 
Following Galperin et al. (1988) and Kantha and Clayson (1994), Burchard et 
al. (1998) also impose such a limit in K-8 models, which translates to a lower 
bound on the dissipation rate: 8 > 0.15qN. See Clayson and Kantha (1998) for a 
comparison of the computed dissipation rates in the equatorial oceanic mixed 
layers with TKE dissipation rates measured with microstructure profilers. 
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Figure 2.10.14. Comparison of dissipation rates measured in the Irish Sea by Simpson et al (1996) 
with various turbulence closure model simulations (from Burchard, 1998). 

It is important to realize that the models discussed above do not account directly 
for surface wave breaking effects and Langmuir circulations. Efforts have been 
made to include the former, Craig and Banner (1994), and Stacey and Pond 
(1996) being examples. Clayson and Kantha (2000) have also included the 
additional input of energy into turbulence from the latter. Their results reinforce 
the notion that both these effects are important for shallow mixed layers, and 
their overall influence decreases with increase in ML depth. 

It should be noted that in aerodynamics literature, a turbulence model similar 
to the two-equation models discussed above is used in modeling turbulence in 
internal and external flows, but with an equation for the dissipation rate instead 
of the equation for q l̂. It is called the algebraic closure model there. 



2.10 Modeling the Oceanic Mixed Layer 137 

2.10.5 EFFECT OF ROTATION AND CURVATURE 

A primary characteristic of geophysical flows is, of course, the dominant 
influence of planetary rotation and gravitational stratification. For small scale 
processes, the latter is overwhelming and it has been traditional to ignore 
rotation effects. However, more accurate parameterization of mixing in 
geophysical flows has focused attention on rotational effects on turbulence often 
acting in concert with western tropical Pacific might be due to the influence of 
the horizontal component of rotation. Rotational terms do tend to redistribute 
energy among the different components of turbulence, although because of their 
fictitious nature, they do no work and hence drop out of the TKE equation. Since 
the vertical component of turbulence is the most important in changing the KE 
of turbulence to the PE of the system, rotation can therefore be expected to 
affect the mixing in the OML and ABL. The second effect of rotation is on the 
turbulence length scales. This is often more profound, although we do not know 
much about this because of the dearth of suitable observations (but see Bardina 
et ai, 1985; Launder et al, 1987). It turns out that the deep MLs in the western 
tropical Pacific are thermal in nature and the dynamical ML is not necessarily 
anomalously deep (Lukas and Lindstrom, 1991), because of the presence of a 
shallow halocline caused by excessive precipitation in the region. Kantha et al. 
(1989; see also Galperin and Kantha, 1989; Galperin et al, 1989), using second-
moment closure, showed that the effect of rotation on small scale (not 
geostrophic, planetary scale) turbulence is at the most a few percent, except for 
neutral stratification conditions. This result has also been confirmed recently by 
the LES model runs of Wang et al (1996) of the OML. Nevertheless, it is 
instructive to consider how rotation affects small scale processes. 

The effect of modeling rotational terms in the various covariance terms in the 
RHS of the equations for second moments, Eqs. (1.8.1) to (1.8.3), is simply to 
multiply the rotational terms in Eq. (2.10.27) for the Reynolds stresses by a 
constant A3 and those in Eq. (2.10.28) for Reynolds heat fluxes by a constant A4. 
The precise values of these two constants is not known. However, Kantha et al. 
(1989) put these constants equal to unity, since this then means that no rotational 
terms in the equations need be modeled and no additional constants are 
introduced. Confirmation of their conclusions by the LES model of Wang et al. 
(1996) suggests that their assumption is basically correct. Now, note that the 
TKE equation (2.10.57) is unchanged, but it is possible to add a rotation term to 
the RHS of the length scale equation (2.10.58) of the form E5 (f̂ fk f^ qh, but 
the value of the constant is unknown. In component form, the equations for 
second-moment quantities (Kantha et al, 1989), replacing Eq. (2.10.31), 
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The presence of f and fy in Eq. (2.10.66) imparts tensorial properties to the 
mixing coefficients for momentum and it is necessary now to distinguish 
between SMU and SMV (Kantha et al, 1989). The solutions are straightforward 
but algebraically tedious. We will therefore refer the reader to Kantha et al. 
(1989) and present only some salient results. 

The introduction of rotational terms introduces two additional parameters, the 
turbulence Rossby numbers Ro and ROy that govern the behavior of turbulence 
under rotation: 

Ro = —;Ro, 
fyl 

(2.10.67) 
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Two cases can be considered. For ROy = 0, the x-axis can be aligned in the 
direction of the local stress (therefore SMV = 0). In this case the governing 
nondimensional number is the Rotation Richardson number: 

RiR=f 
3U 

dz 
(2.10.68) 

Figure 2.10.15 shows the effect of RIR on the momentum mixing coefficient 
as derived by Kantha et al (1989), assuming C2 and C3 equal 0, for various 
stratifications as indicated by the flux Richardson number Rif. Note that the 
vertical component of rotation has no effect on the scalar stability parameter SH-
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Figure 2.10.15. Stability factors S,̂  and Ŝ  as functions of flux and rotation Richardson numbers 
for nonzero f (from Kantha et al, 1989) 
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The correction for rotation is on the order of RiR ,̂ and since RIR rarely exceeds 
0.1, the rotational effects can be safely ignored. 

The case of nonzero ROy is more interesting from the point of view of 
equatorial mixing processes. Here the direction of the mean flow is important. 
The relevant nondimensional number is now 

Ri Ry dz 
av 
dz 

n-l/2 

(2.10.69) 

Figure 2.10.16 shows the effect of RiRy on the stability factors SMU and SH for 
various Rif and for purely zonal flows. Increasing rotation tends to counteract 

J.Ul 

2.5 

2.0 

S H 1.5 

1.0 

0.5 

0 

r 

=—-^ 

^̂ "'"̂ --

1 1 

1 r 

1 

\ 

\ l . O 

1 

\ o . 5 

U 

I 1 

\ \ - 10 

A 

A 

A 

H 

-3.0 -2.0 -1.0 1.0 

Figure 2.10.16. Stability factors S^ and S^ as functions of flux and rotation Richardson numbers for 
nonzero f (from Kantha et al, 1989). 
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the effect of unstable stratification and suppress turbulence for an eastward flow, 
while the effect is exactly opposite for a westward zonal flow. However, 
turbulence can be kept alive by destabilizing rotation for much higher values of 

stable stratification. Figure 2.10.17 shows Rif, the critical value for extinction 
of turbulence by stable gravitational stratification for various values of RiRy. 
Outside the domain delineated by the curve, turbulence is extinguished. 
Negative values of RiRy permit turbulence to exist at a much higher value of Rif 
than the value of 0.191 for zero rotation (note that C2 and C3 are zero here unlike 
in the KC model; the value would be 0.213 for nonzero values in the KC 
model). For large values of RiRy, the effect can be quite dramatic. Yet the value 
of RiRy rarely exceeds 0.1 and hence the effects of horizontal rotation are still 
confined to be less than 10% or so. 

Wang et al. (1996) simulated the equatorial ML with and without the 
rotational terms, using a LES model, for a variety of conditions, including the 
diurnal cycle of heating and cooling. The largest difference they observed was 
for the case of zero surface heat flux. The ML was deeper when the rotational 
terms were included, but the difference was less than 10%, confirming the above 
conclusions. But if the thermocline is absent, the effect of horizontal rotation on 
an equatorial ML could be larger under neutral and unstable stratification 
conditions, consistent with the study of Hassid and Galperin (1994). This 
condition, however, is seldom attained in the equatorial oceans. 

As mentioned earlier, the effect of rotation on the length scale and eddy 
structure is quite substantial. In numerical simulations of mixing in rotating, 
unstratified fluids, it is essential to impose a limit on the length scale based on 

Rj R 
Figure 2.10.17. Critical flux Richardson number for extinction of turbulence as a function of the 
rotation Richardson number for nonzero f̂  (from Kantha et al, 1989). 
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rotation, analogous to the limit imposed by stratification, Eq. (2.10.55): 

q q 
- < C 5 ; ^ < C 6 (2.10.70) 

Since q ~ u*, and u*/f is the Ekman scale, the first inequality in Eq. (2.10.70) 
says that the turbulence length scale must be bounded by a fraction of the 
Ekman scale in a neutrally stratified, rotating PBL (C5 - 0.1) ; this is physically 
consistent with the fact that in a rotating fluid, the influence of shear mixing 
cannot penetrate below the Ekman layer. The physical interpretation of the 
second inequality is not that straightforward. 

The effect of curvature on small scale mixing was also studied by Kantha and 
Rosati (1990), using similar procedures. The governing equations were cast in 
orthogonal curvilinear coordinates and simplifications for small boundary layer 
thickness vis-a-vis the radius of curvature were invoked to simplify the problem. 
The algebra is quite tedious, but it is possible to illustrate the effects by looking 
at the component form for the stresses and heat fluxes as before. Aligning the x-
coordinate in the direction of the mean flow and ignoring the advection terms in 
the second-moment equations (Kantha and Rosati, 1990), 
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The relevant nondimensional number is the curvature Richardson number Ric 
given by 

-1 

R i . = C | | ^ | = 
R 

1 + 
R 

au 
dz 

(2.10.72) 

Figure 2.10.18 shows the dependence of SM and SH on Ric for various values 
of the stratification parameter Rif under local equilibrium approximation. It is 
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Figure 2.10.18. Stability factors S^ and Ŝ  as functions of flux and the curvature Richardson 
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Figure 2.10.19. Critical flux Richardson number for extinction of turbulence as a function of the 
curvature Richardson number (from Kantha and Rosati, 1990). 

clear that for positive Ric, stabilizing curvature (convex upward for positive z 
being upward), turbulence can be suppressed even when the stratification is 
unstable. Conversely, under strong stable stratification, destabilizing curvature 
(concave upward) can keep the turbulence alive much longer. Figure 2.10.19 
shows the extinction flux Richardson number as a function of Ric- The Ric 
values needed, for example, for 50% enhancement or curtailment of mixing is 
on the order of 0.1, a value readily attained in geophysical BL flows, such as in 
the ABL over mountains. It may therefore be important to account for curvature 
effects on mixing in flow over topography (see Chapter 3). 

2.11 CHEMICAL AND BIOLOGICAL MIXING MODELS 

In the late 1970s and the early 1980s, a remarkable event in the history of 
biological oceanography occured. NASA orbited on a NOAA satellite a sensor 
called the Coastal Zone Color Scanner (CZCS) to sense the "color" of the 
oceans (Esias et al, 1986). This sensor provided for the first time a global 
perspective of the chlorophyll concentration and primary productivity in the 
upper layers of the ocean on a variety of timescales. Figure 2.11.1 presents an 
example pertaining to the change in primary productivity with seasons in the 
North Atlantic. By the end of summer, biological activity depletes the nutrients 
in the euphotic zone (the zone in which solar insolation is strong enough to 
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Figure 2.11.1. CZCS false color image showing the spring bloom in the North Atlantic Ocean 
(courtesy of NASA). 

assist carbon fixation) and the onset of autumn/winter brings increasingly less 
sunlight into the upper ocean. This combination slows down the primary 
production considerably. During autumn/winter, storms manage to stir the upper 
layers vigorously, bring the nutrients from below, and mix them into the 
euphotic zone. However, the light levels and ambient temperature are not 
conducive to biological activity. With the onset of spring and increased sunlight, 
increasing ambient temperatures and the abundance of nutrients in the euphotic 
zone cause an explosion in biological productivity. This spring bloom is clearly 
seen in Figure 2.11.1. CZCS also highUghted the few areas in the global oceans, 
which are upwelling-favorable and hence regions of continuous input of 
nutrients into the euphotic zone, where most of the primary productivity is 
concentrated. 
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Overall, this color sensor has revolutionized the way we see our oceans in 
terms of its productivity. For the first time, biological oceanographers were able 
to get a rough estimate of the primary production in the global oceans, the first 
link in the oceanic food chain. Until then, they were restricted to very sparse, 
isolated samples collected here and there, and lacked the global perspective of 
this problem, important to the protein needs of a burgeoning global population 
and long-term climate change. Primary production also constitutes a primary 
pathway, biological, for sequestering of the excess anthropogenic carbon di-
oxide in the atmosphere, since the phytoplankters are consumed by zoo-
plankters, whose shells rain down onto the deep seafloor, where they reside for 
centuries before being recycled back into the upper ocean and again coming into 
contact with the atmosphere. It is estimated that 18-40% of the total anthro-
pogenic CO2 emissions (Najjar, 1992; Sarmiento, 1992) have been absorbed by 
the oceans (about rmain in the atmosphere), and this has led to a slow-down in 
greenhouse warming. 

The color scanner accomplishes the task of diagnosing the primary 
productivity by detecting the small change in the spectral characteristics of the 
upwelling shortwave radiation from the upper ocean due to increased 
chlorophyll concentration brought on by the abundance of phytoplankton in the 
upper layers. This it does by sensing the spectrum with multiple bands, and 
removing by far the most predominant part of the signal, the one due to the 
intervening atmospheric column. It is then able to sense the change from blue to 
bluish green in the upwelling radiation of the upper layers and provide an 
estimate of the biological activity. The follow-on to CZCS, the NASA SeaWIFS 
sensor, which has been in operation since the middle of 1997, uses more bands 
and is designed to more effectively remove signal corruption by dissolved 
organic matter and sediments in coastal waters. These remotely sensed data, in 
combination with reliable global ocean biological models of primary 
productivity, have the potential to revolutionize our understanding of the upper 
ocean as a biological factory. The only other color sensor, the Ocean Color and 
Temperature Sensor (OCTS) orbited on the Japanese satellite ADEOS, met an 
untimely demise when a massive power failure terminated the ADEOS mission. 

However, there are plans to orbit even more sensitive color sensors. The 
spectral characteristics of remotely sensed reflectance (ocean color) are 
significantly different in coastal waters compared to the open ocean. Higher 
concentrations of phytoplankton along with suspended sediments and dissolved 
organic matter in the usually more turbid coastal waters contribute to a much 
richer coastal spectra, which in turn requires muvh higher spatial and spectral 
(especially in the 600-750 nm red region) resolutions than those required to 
characterize the open ocean waters. Consequently, While multispectral sensors 
such as SeaWiFS launched in 1997 (1.1 km spatial resolution and 8 channels in 
402-885 nm band) are adequate for mapping the variability in the open ocean, 
hyperspectral sensors such as the Coastal Ocean Imaging Spectrometer (COIS, 
30 m spatial resolutiontribution of various constituents to the spectral signature 
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of the coastal waters. MODIS on, 210 channels in 400-2500 nm band)) to be 
orbited in 2000 under the Navy Earth Map Observer (NEMO) mission would 
provide the ability to evaluate the cto be orbited on the NASA EOS-AM mission 
also has a higher spectral resolution (36 channels in 405-14385 nm band) than 
SeaWiFS. For more details on these developments, see Amone and Gould 
(1998). 

Primary productivity is critically dependent on the availability of nutrients 
and sunlight, and it is in the former that mixing in the upper ocean plays a 
dominant role. Nutrients have to be brought up into the normally depleted 
euphotic zone from deeper nutrient-rich waters by mixing across the stable 
pycnocline, which also coincides most often with the nutricline. This requires 
energy input from the surface either by winds or by convective cooling. Because 
of this heavy dependence on mixing processes, biological models have to be 
coupled to physical models to infer primary productivity in the upper ocean. 
Figure 2.11.2 shows the carbon cycle in the ocean, the organic part of which 
depends on the primary productivity in the upper layers. 

Air-sea exchange of dissolved gases in the upper ocean, such as CO2, me-
thane, dimethyl sulfide, carbonyl sulfide, and nitrous oxide, plays an important 
role in the global climate. Carbon dioxide, methane, and nitrous oxide are 
among the primary greenhouse gases. The oceans constitute by far the largest 
reservoir of CO2 (65 times that of the atmosphere), which is resident not only as 
a dissolved gas but also in the form of dissolved calcium carbonate and 
bicarbonate. The uptake of CO2 in the cold subpolar oceans and its outgassing in 
the warmer tropics and subtropics depend very much on the mixing processes in 
the upper layers of the ocean. The long-term (timescale •- 1000 yr) thermohaline 
circulation in the global oceans is also dependent on wintertime deep convection 
and mixing in subpolar oceans. Overall, it is estimated that the CO2 equivalent 
of the entire atmosphere is cycled through the oceans once every 6 to 7 years 
(Sarmiento, 1992). The oceans act as a net sink of CO2, but are a source of 
methane (2% of total from all sources, 15% contribution to greenhouse effect) 
and N2O (-30% of total from all sources, -6% contribution to greenhouse 
effect). They are also a source of dimethyl sulfide, an important source of 
marine aerosols that tend to cool the Earth (Najjar, 1992). 

The upper ocean also constitutes an important source of certain photo-
chemical trace gases important to stratospheric and tropospheric chemistry, and 
hence to the global radiative and ozone budget (Najjar et a/., 1994; Doney et al, 
1995). Carbonyl sulfide (CoS), carbon monoxide (CO), and hydrogen peroxide 
(H2O2) are examples of such gases photochemically produced in the upper few 
meters of the ocean from dissolved organic matter by the UV part (280-350 nm) 
of the solar insolation and outgassed to the atmosphere (sinks are species-
specific—microbial uptake for CO and inorganic hydrolysis for CoS). However, 
the rate of exchange depends on their concentration, which in turn depends on 
the mixing processes in the OML (Kantha and Clayson, 1994). Nitrous oxide 
(N2O) is another example of a trace gas also produced in the oceans which 
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Figure 2.11.2. Carbon cycle in the ocean (from Najjar, 1992; reprinted with the permission of 
Cambridge University Press and the University Corporation for Atmospheric Research). 

destroys ozone and has long residence times in the stratosphere, and whose 
concentrations and seasonal evolution in the upper ocean depend on mixing in 
the OML (Nevison et al, 1995). It is also a greenhouse gas. 

Ever since their formation, approximately 3.5 billion years ago, the ocean has 
played an important role in the geochemical evolution of the Earth. Almost all of 
the oxygen found in the Earth's atmosphere was created by oxygenic 
photosynthesis in the ocean by unicellular phytoplankton, with oxygen levels 
reaching the present day levels roughly 2.2 billion years ago. A massive amount 
of organic carbon (15 Pt) was simultaneously produced and sequestered in 
sedimentary rocks. Satellites have made it possible to estimate the global annual 
net primary production (NPP) of carbon, the amount of photosynthetically fixed 
carbon available to other trophic levels. From ocean color data gathered by the 
CZCS sensor. Field et al. (1998) estimate that in the present day oceans, NPP is 
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-49 Gt, roughly one third of which is exported to the deep ocean and hence 
sequestered from the atmosphere for centuries to millenia (Falkowski et 
al 1998). The corresponding terrestrial value (deduced from the land vegetation 
index from AVHRR) is -56 Gt, comparable to the oceanic value, even though 
phytoplnkton biomass (-1 Gt) accounts for only 0.2% of the global photo-
synthetically active primary producer biomass (-500 Gt). This means that the 
average turnover time scale of biomass is roughly a week in the ocean, com-
pared to 19 years on land (Field et al 1998). This rapid turnover implies that 
increased NPP will not result in substantial changes in carbon stored in the 
phytoplankton biomass, but rather in carbon sequestered through transport of 
carbon into the oceanic interior. Phytoplankton absorb only 7% of the PAR 
incident at the ocean surface, while terrestrial plants absorb 31% of the PAR 
incident on land without permanent ice cover, and the production per unit sur-
face area over land is three times that over the ocean. Maximum NPP is 
however, similar (1-1.5 kg C m'̂  yr" )̂, with upwelling regions being high NPP 
regions in the ocean and humid tropics on land. 

Primary biological production in the ocean is conditional upon the 
simultaneous availability of solar insolation (the dominant energy source avail-
able and essential for photosynthesis), and inorganic nutrients dissolved in the 
water (to form plant tissue). The latter include inorganic elements carbon, nitro-
gen, phosphorus and sulfur available in the form of carbon dioxide, nitrates (or 
molecular nitrogen), phosphates and sulfates dissolved in the water. Primary 
poductivity is therefore limited to the euphotic zone, where the solar insolation 
is adequate for photosynthesis. Solar insolation is the primary limiting factor in 
high latitudes and responsible for seasonal modulations in productivity. In near-
surface waters at low latitudes, the sunlight is usually not a limiting factor, and 
the growth rate of phytoplankton and hence primary productivity is dictated 
instead by the scarcest of the inorganic nutrients. Which nutrient is limiting 
depends on the region under consideration, but in most of the oceans it is nitro-
gen and secondarily phosphorus. However, certain trace minerals such as dis-
solved iron are also essential for photosynthesis and the availabihty of these 
trace mineralconstituents in often limits productivity even when the bulk 
nutrients are plentiful. Vast areas of the global ocean, including Southern Ocean, 
and the eastern equatorial Pacific are high-nutrient, low-chlorophyll (HNLC) 
regions, where despite the relative abundance of bulk nutrients, biological 
productivity is small because of the scarcity of iron (Falkowski et al. 1998, 
Behrenfeld and Kilber 1999). This opens up the possibility that the productivity 
in these waters can be increased to the level limited only by the availability of 
bulk nutrients such as nitrogen, by an artificial augmentation of trace nutrients. 
This was confirmed by experiments in the equatorial Pacific, where artificial 
iron enrichment gave rise to spectacular, but temporary phytoplankton blooms 
(Mullineaux 1999). 

Finally, primary productivity can have a direct impact on dynamical 
processes in the OML, since chlorophyll-induced turbidity affects the solar 
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extinction in the upper layers, and hence the stratification and mixing aspects of 
the OML. This biological feedback has been mostly ignored thus far in ML 
models, since it requires coupling to biological models of primary productivity. 
However, its importance to the dynamics of the OML itself is being increasingly 
realized. TOGA/COARE researchers discovered a several-fold increase in 
turbidity of the normally clear waters in the western tropical Pacific due to a 
westerly wind burst, which enhanced the mixing and brought nutrients into the 
euphotic zone and increased the turbidity significantly. 

2.11.1 MODELING CHEMISTRY—THE INORGANIC 
CARBON CYCLE 

Modeling the fate of dissolved chemicals and gases and biological 
constituents in the ocean is straightforward in principle, but quite complicated in 
practice. The governing equation is the conservation equation for the 
concentration C of the constituent, 

^ + ̂ ( U k C ) = k c V ' C - ^ ( U k C ) + Soc-Sic (2.11.1) 
at axy^ dxy. 

where kc is the molecular diffusivity of the constituent and -u^c is the 
turbulent flux of the quantity. Equation (2.11.1) needs to be solved in 
conjunction with the equations for physical variables such as temperature, 
velocity, and turbulence (see Section 2.10), because of the coupling to physical 
processes brought on by the presence of dynamical quantities in the equation. 
The principal effect of physical processes is due to advection and mixing by the 
fluid, although the influence of physical variables such as temperature and 
salinity on the source and sink terms has to be accounted for also. By far, the 
principal problem is the nonconservative nature of the constituent implied by the 
presence of the source and sink terms Soc and Sic- In many cases, these are very 
poorly known and not easy to parameterize. Nevertheless, it is possible to solve 
equations like this starting from known initial conditions (equivalent in a one-
dimensional model to prescribing the initial vertical profile of C), 

C = C(Xk) at t = 0 (2.11.2) 

and integrate forward in time (in conjunction with the equations for physical 
variables) under prescribed surface and bottom boundary conditions: 

Q .̂ = -(wC), at z = 0 
^ ' (2.11.2) 

Q .̂ = -(wC)b at z = -H 
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or 
C = C at z = 0 

(2.11.3) 
C = Cb at z = -H 

For chemical constituents, it is essential to know the rates of their production 
and destruction (or conversion to other constituents) due to chemical reactions 
[see recent reviews by Najjar (1992) and Sarmiento (1992), and the references 
cited therein]. For dissolved gases, the air-sea exchange rate, which is a function 
of not only the surface concentrations but also the turbulent processes on both 
sides of the air-sea interface, must be known or parameterized. This is another 
principal difficulty, since air-sea exchange of these quantities is often poorly 
known (see a recent review by Wanninkhof, 1992). 

We will now describe a simple, one-dimensional model of the fate of inor-
ganic CO2 to illustrate the principles of modeling chemical constituents in the 
ocean. The following comes from Najjar (1992). More details on marine 
biogeochemistry and its modeling can be found in excellent tutorials by Najjar 
(1992) and Sarmiento (1992). 

CO2 dissolved in water forms carbonic acid H2CO3, which dissociates to form 
H"̂  and a bicarbonate ion HCOa", which in turn dissociates into H"̂  and a 
carbonate ion COs^": 

CO2 + H2O <^ H"" -K HCO3 (2.11.4) 

HCO3 o H ^ + C O ^ (2.11.5) 

The superscripts denote the electrical charge carried; the carbonate ion carries 
two negative charges. Since these and other chemical reactions associated with 
CO2 occur rapidly (in a few minutes time), chemical equilibrium is normally 
present and the reactions must obey the chemical equilibrium relations 

_[H^][HCO;] 

(2.11.6) 

^^= [CO,] 

k2 
_["1N-] 

[HCO3] 

where ki and k2 are the first and second dissociation constants of carbonic acid, 
and the brackets denote concentrations expressed usually as micromoles per 
kilogram of water (jLimol kg~^), where 1 mol is the molecular weight in grams 
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(for example, 1 mol of CO2 is 44 g). Water also ionizes to form 

H2O <» [H"" ] + [ O H - ] (2.11.7) 

k „ = [ H ^ ] [ 0 H - ] (2.11.8) 

where k^ is the ionization constant of water. All these equilibrium constants are 
functions of temperature, salinity, and pressure. Dissolution of CO2 in water also 
involves conservation of electrical neutrality so that in pure water 

[H"" ] = [oH" ] + [HCO3 ] + 2 [CO3" ] (2.11.9) 

This just states that to maintain electrical neutrality, the concentration of positive 
H"̂  ions must equal the sum of concentrations of negative hydroxyl, bicarbonate, 
and carbonate ions. Since the carbonate ion carries two charges, its 
concentration must be multiplied by two in Eq. (2.11.9), which along with Eqs. 
(2.11.6) and (2.11.8), with the equilibrium constants known, provides four 
equations for the five unknowns CO2, H"̂ , OH", HCO3", and COs^". It is more 
useful to deal with the total (or dissolved) inorganic carbon ZCO2 (DIC) 
instead of CO2: 

[DIC] = [ C 0 2 ] + [ H C O ; ] + [ C O ^ ] (2.11.10) 

If there is no addition to or removal of CO2 from the system, DIC is conserved, 
although there might be interchanges among the different carbon species. DIC is 

usually expressed in |imol kg~^. 
In seawater, there are a lot more ions due to dissolved salts (and associated 

acids and bases) and the charge balance is much more complex than Eq. 
(2.11.9). There is a sHght excess of positive charge as a result and this is called 
alkaUnity (ALK), 

[ A L K ] = [ 0 H - ] + [ H C 0 3 ] + 2 [ C 0 ^ ] - [ H ^ ] + [ B ( 0 H ) 4 ] (2.11.11) 

where the borate ion enters the relationship. Alkalinity is usually expressed in 

microequivalents per kilogram of seawater (jieq kg~^). The borate ion concen-
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tration can be calculated from the reaction 

[H3BO3 ] + [H2O] <=> [H"" ] + [ B ( O H ) 4 ] (2.11.12) 

Borate species is conserved for a given salinity so that 

[H3B03] + [B(OH)4] = nS (2.11.13) 

where n is a constant and S is salinity. The reaction rate is governed by 

_[H^][B(0H)4] 

[H3BO3] 
kb^*- r i ' ^ ^ n "* (2.11.14) 

where kb is the dissociation constant of boric acid. Equations (2.11.6), (2.11.7), 
(2.11.11), (2.11.13), and (2.11.14) provide six equations for the eight unknowns 
Die, ALK, HCO3", C03^-, H^ OH', B(0H)4", and H3BO3. Specifying any two 
of these, usually DIG and ALK, along with ambient conditions, temperature, 
salinity, and pressure, determines all of them. It is therefore enough to carry two 
conservation equations, one for DIG and the other for ALK, to infer inorganic 
carbon dioxide chemistry in the ocean. However, since change in salinity due to 
precipitation and evaporation affects their values, it is traditional to deal with 
equations for values normalized to 35 psu instead, 

aGx 
+ ̂ ( U k G T ) = kcV^GT---(UkCT) + Soc-Sic (2.11.15) 

dt dX]^ dX]^ 

— + ^ ( U k A ) = k , V ^ A - ^ ( ^ ) 4 - S o , - S i , (2.11.16) 
dt dX]^ dX]^ 

where GT = (DIG) (S/35) and A = (ALK) (S/35). Normally, the source and sink 
terms in Eq. (2.11.16) for alkalinity are zero. Those in Eq. (2.11.15), the equa-
tion for total carbon, correspond to exchanges at the air-sea interface (which can 
be a source or a sink) and biological uptake (sink) and recycling (source). These 
equations are solved from known initial conditions on GT and A with prescribed 
fluxes of these quantities at the surface and the bottom. For air-sea exchange 
purposes, it is important to know the partial pressure of dissolved carbon dioxide 
(GO2), PGO2, which is given by 

pG02=[G02] /a (2.11.17) 
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where a is the solubiHty of CO2. The flux of alkahnity is zero at the sea surface 
and the flux of CT depends on the difference in the partial pressures of CO2 in 
the atmosphere Pa and the ocean Pc. The resistance on the atmospheric side to 
CO2 transfer can be neglected (see Jahne and Haupecker, 1998, for a recent 
review of processes affecting air-sea gas exchange; high solubility means 
atmospheric side dominates the resistance, while low solubility implies that the 
water side resistance is more dominant) so that the flux can be written as 

Q ^ = - ( ^ ) ^ = U p ( [ C 0 2 ] ^ - a p J = U p a ( p ^ - p J (2.11.18) 

where Up has units of velocity and is called the piston velocity. Its value is a 
function of parameters affecting air-sea exchange, principally the wind velocity 
and the surface wave field. It is also a function of the Schmidt number Sc = v/kc, 
where kc is the diffusion coefficient of CO2 in water. Enormous efforts have 
been expended in determining the piston velocity and its functional dependences 
(Wanninkhof, 1992), because of the climatic implications of CO2 uptake by the 
oceans. Qc is positive for outgassing of CO2 as in equatorial oceans, and 
negative for uptake of CO2 as in subpolar seas. 

Figure 2.11.3 shows a typical distribution of CT and A in the global oceans. 
There is a marked deficit in the upper 500 to 1000 m. Figure 2.11.4, from Najjar 
(1992), shows the dependence of PCO2 on T and S, for typical near-surface 

values of DIG (2000 jLimol kg"^) and ALK (2300 jLieq kg"^), and on DIG and 

ALK for T = 20°G and S = 35 psu (pressure is 1 atm). PGO2 can also be written 
as 

k^[HGO^' 
PGO2 

ocki l^cOa" 
(2.11.19) 

PGO2 in the atmosphere was about 300 jiatm in preindustrial times and is 360 

jiatm at present, presently increasing at a rate of 1.3 |iatmyr"\ 
The bottom boundary conditions are once again zero fluxes of Gj and A. 

However, there may be sediments of GaGOs on the seafloor and it may be 
necessary to account for its dissolution. Now, the principal effect of adding GO2 
to the oceans is to consume a GOB^" ion, 

[ G 0 2 ] + [ G O ^ ] + H 2 0 O 2 [ H G 0 3 ] (2.11.20) 

whereas the effect of dissolving GaGOs is to increase it: 

GaGOg ^ [ G a ^ ^ ] + [ G O ^ ] (2.11.21) 
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Figure 2.11.3. Typical distribution of total carbon and alkalinity in the global oceans (data from 
Takahashiera/., 1979). 

Thus every micromole of CaCOs dissolved increases CT by 1 |X mol and A by 

2 |Li eq. If (COs^") falls below its saturation value, dissolution of CaCOs occurs. 

If above, CaCOs can precipitate. The water has to be supersaturated for those 
living organisms that form shells to function. The saturation value is 
proportional roughly to the ratio of the solubility product ksp of CaCOs, which is 
a function of temperature, salinity, and pressure, to the salinity. CaCOs is found 
in two forms in the ocean, aragonite and calcite. Figure 2.11.5 shows the typical 
variation of the saturation values for these two, as well as the typical 
concentration of carbonate ion with depth. Aragonite is more soluble than calcite 
in the oceans. The depth at which the COs^" concentration equals the saturation 
value determines the depth below which CaCOs dissolution takes place. This 
depth is around 500-1500 m for aragonite, but 3000-4000 m for calcite. The 
saturation value for aragonite is given by (Broecker and Takahashi, 1978) 

[ C O ^ ] =120exp[0.15(0.001H-4)] |imol kg"^ (2.11.22) 
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Figure 2.11.4. Partial pressure of CO2 as a function of T and S for typical values of DIC and ALK, 
and as a function of DIC and ALK for typical T and S values (from Najjar, 1992; reprinted with the 
permission of Cambridge University Press and the University Corporation for Atmospheric 
Research). 

The dissolution rate is proportional to the power of the degree of under-
saturation. The bottom boundary condition must then account for the flux of CT 
and A due to the flux of the carbonate ion. However, complications involving 
bioturbation and other effects make the problem complex. One simple way to 
account for the dissolution is to assume that as long as there are sediments, the 
value of carbonate ion is at the saturation value. This depletes the sediments and 
once the sediments are gone, the fluxes of both drop to zero. 
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Figure 2.11.5. Typical carbonate ion concentration profiles in the ocean, showing the different 
depths of aragonite and calcite saturations (from Najjar, 1992; reprinted with the permission of 
Cambridge University Press and the University Corporation for Atmospheric Research). 

The capacity of the oceans to absorb anthropogenic CO2 in the atmosphere is 
large (Brewer, 1983; Broecker and Peng, 1982; Najjar, 1992). There are two 
factors involved. First, DIC in the water can increase. However, this is tied to 
the thermohaline cycle, since absorption occurs in colder latitudes and dense 
water forms there. The turnover timescale for the deep oceans is about 1000 
years. The second factor involves CaCOs. Increase in DIC decreases (COs^") 
since 

[CO^]-[ALK]-[DIC] (2.11.23) 

which causes shallowing of the saturation horizon and dissolution of CaCOs in 
the sediments, an increase in alkalinity as a result, and therefore lower CO2. 

When the various constants in the above chemical reactions are properly 
prescribed, Eqs. (2.11.15) and (2.11.16) enable the fate of inorganic carbon in 
the oceans to be modeled. However, modeling the biological pathway of carbon 
(DOC, dissolved organic carbon) requires an ecosystem model that accounts for 
primary biological productivity of the upper ocean is needed. A recent example 
of the state-of-the-art in carbon cycle modeling in the upper ocean is Walsh et 
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al. (1999), who model the fate of both inorganic and organic carbon in the water 
column to examine the carbon-nitrogen cycling in the Cariaco Basin off 
Venezuela during spring uwelling events. They incorporate biological-chemical 
model into a two-layer ocean model and apply it to the Cariaco Basin. In 
addition to the biological variables involved in primary productivity, they solve 
additional conservation equations for dissolved inorganic carbon and two forms 
of dissolved organic carbon. The inorganic nitrogen and carbon are tied together 
using the Redfield ratio for C/N uptake. They ignore however issues related to 
alkalinity and solve only for the DIC. 

2.11.2 MODELING BIOLOGY—THE NITROGEN CYCLE 

Equation (2.11.1) can also be applied to biological quantities such as 
phytoplankton and zooplankton concentrations, provided the source and sink 
terms due to biological production, and destruction by mortality and grazing by 
herbivores and carnivores, are accounted for. Production in turn depends on the 
availability of nutrients and the reproduction rate, which is dependent on 
physiology and ambient parameters such as temperature. Considerable effort has 
been expended in determining these sources and sinks, but there are still large 
uncertainties (Denman and Gargett, 1995). Biological processes are extremely 
complex and affected by a myriad of factors of which we know very little, 
especially on scales of importance to primary productivity in the upper ocean. 
The reader is referred to Denman and Gargett (1995) for a recent review of the 
problems. Nevertheless, considerable progress is being made as can be seen 
from the application of a coupled mixed layer-biological model to simulate 
phytoplankton dynamics in the North Atlantic observed in 1991 (Stramska et al, 
1995), biological processes at Station Papa in the North Pacific (McClain et al, 
1996), spring bloom in the North Atlantic (McGillicuddy et al, 1995a,b), the 
annual cycle of primary productivity in the central Black Sea (Oguz et al, 
1996), and the influence of trace element iron on primary productivity in the 
central equatorial Pacific (Leonard et al 1999). 

Considerable insight into biological processes is also being gained by 
organized observations such as the BioWatt program in the early 1980s and the 
Marine Light-Mixed Layers (MLML) experiment in the North Atlantic in the 
early 1990s (Marra, 1995; Plueddemann et al, 1995; Marra et al, 1995). Of 
these, MLML is noteworthy, since for the very first time sophisticated 
instruments capable of measuring biological parameters were deployed in 
conjunction with physical oceanographic instruments in order to measure 
simultaneously all the physical oceanographic, meteorological, and biological 
parameters needed to obtain a complete picture of biological productivity. The 
reader is referred to this collection of papers in a special section of the Journal 
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of Geophysical Research, 100, which is a good description of our current 
capability to observe and model coupled physical-biological processes in the 
upper ocean. It also has a good compilation of a modem references on the topic. 

Stramska and Dickey (1994), Plueddemann et al (1995), and Stramska et al 
(1995) describe the observations collected at a heavily instrumented mooring in 
the North Atlantic (59°36' N, 20°58' W), near OWS India, from April 30 to July 
19, 1991. The stratification was weak and phytoplankton concentration small at 
the start, but spring stratification and increase of the SST, accompanied by a 
phytoplankton bloom, occurred immediately after. During one particular period 
(year days 128-140), there was a marked diurnal variability in the MLD, with 
large phytoplankton concentrations that were mixed downward deep into the 
nocturnal ML, leading to concentrations much larger than expected from 
productivity alone. This observation once again illustrates the importance of 
mixing processes in primary productivity. Just like photochemicals (which are 
produced in the upper few meters of the oceans and mixed down deep, affecting 
their concentrations in the ML and hence their rate of outgassing at the air-sea 
interface), phytoplankton produced by the abundance of light in, and 
confinement to, the shallow upper layers during the day is mixed down deep 
during the night into regions with much smaller irradiance and productivity. 
This diurnal modulation (Stramska et al, 1995) is shown in Figure 2.11.6, 
which shows the winds, the surface heat flux, the MLD, chlorophyll a, and 
temperature at 10- and 50-m depths. Note the large diurnal modulations, and the 
high chlorophyll a concentrations at 50 m. In contrast, a period with little diurnal 
variability in MLD is also shown in Figure 2.11.7, which has much lower 
chlorophyll a levels at 50 m. 

In addition to capturing the early spring bloom and the diurnal variability, 
MLML also managed to capture the response of the system to a storm passage 
from year days 140 to 143. Phytoplankton concentrations decreased drastically 
during the storm, but water restratification and recovery of phytoplankton to 
stronger concentrations occurred shortly thereafter (Figure 2.11.8). 

Denman and Gargett (1995) emphasize the important role of the vertical 
velocities associated with gyre scale flows and mesoscale features such as jets, 
fronts, and eddies on biological processes. They also discuss the role of large 
vertical excursions of phytoplankton and zooplankton produced by the diurnal 
modulation of the MLD, and as a result of the large eddies and any Langmuir 
circulations present. These excursions take the primary producers and their 
predators in and out of the euphotic zone and thus modulate primary 
productivity. The phenomenon is complex and not well understood; 
nevertheless, the application of coupled physical-biological LES models might 
provide a better understanding. For the present, we will describe and discuss 
only simple, one-dimensional models for primary productivity, simply to 
illustrate the principles of coupled physical-biological modehng. 
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Figure 2.11.6. Observations of meteorological parameters and chlorophyll concentration and PAR 
at 10- and 50-m depths from MLML experiments showing large diurnal modulations (from Stramska 
etal,1995). 
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Figure 2.11.7. Observations of meteorological parameters and chlorophyll concentration and PAR 
at 10- and 50-m depths from MLML experiments showing very little diurnal modulation (from 
Stramskaera/., 1995). 
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Figure 2.11.8. Observations of column-integrated chlorophyll concentration showing the effects of 
mixing and restratification (from Stramska et ai, 1995). 

Biological, or more appropriately, ecosystem models are made up of several 
"boxes" (or components), each box corresponding to a particular constituent. 
For example, a four-box NPZD model consists of nutrient, phytoplankton, 
zooplankton, and detritus components interacting with one another. The nutrient 
considered is nitrate and the phytoplankton, zooplankton, and detritus biomasses 
are all expressed in nitrogen concentrations (for example, jLimol N m"^). It is 
assumed that no other nutrient is a limiting factor in the biological production 
(in some areas of the ocean such as the North Pacific, iron deficiency limits the 
primary productivity). The most general form of the conservation equations for 
any of these constituents takes the form 

^ + J _ ( u o ) + |-(WO) + |-(WsO) = 
at dXj oz dz 

a^o a — 
V o ^ - ^ -—(Uk(|)) + So^-Si^ (j = l,2; k=l,3) 

(2.11.24) 
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where O is the mean concentration of the constituent (|imol N m"̂ ) and (|) is the 
fluctuating value. The LHS contains the tendency term, the horizontal advection 
term, the vertical advection term, and the sinking term, respectively, where W is 
the vertical advection velocity (positive upward), Ws is the sinking velocity 
(negative, since it is always downward) of the constituent, and Uj is the 
horizontal component of velocity (z is the vertical coordinate, positive upward). 
The first term on the RHS is the molecular diffusion term, v̂ j, being the 

kinematic molecular diffusion coefficient (units of m^ s" )̂. The second term 
accounts for turbulent diffusion, with Uk denoting the fluctuating value of the 
velocity component. The last two terms are the source and sink terms, 
equivalently the production and destruction terms for the constituent in question. 
It is the parameterization of these source and sink terms that determines the skill 
of the biological model. These terms also couple the equations for various 
constituents to one another. Provided the turbulent diffusion terms can be 
modeled appropriately, it is quite straightforward to solve the coupled set of 
equations to obtain the evolution of the concentrations of the various 
constituents from known initial conditions. 

In a one-dimensional model, all the horizontal advection and horizontal 
diffusion terms vanish by definition (due to the condition of horizontal 
homogeneity), so that only tendency terms and vertical advection and diffusion 
terms are left. The vertical advection term is of importance in upwelling and 
downwelling scenarios, but the profile of the upwelling/downwelling vertical 
velocity has to be prescribed in a 1-D model. Similarly it is possible to include 
sinking of components such as phytoplankton in its equation (McClain et ai, 
1996). The surface and boundary conditions are also quite simple. Normally, 
zero flux conditions for these quantities both at the surface and at the bottom 
suffice. 

Denman and Gargett (1995) considered a simple one-dimensional NPZD 
model where the vertical advection and sinking terms were also neglected so 
that the equations for the nutrient concentration (N), phytoplankton 
concentration (P), zooplankton concentration (Z), and detritus concentration (D) 
become 

^ = ^ ^ N ^ — - - — ( w n ) + S0N-SiN 
at dX31 dX3 I dX3 

9P a r ^?^ d 
j Vp 

3t 3x3 (̂  3x3 

3Z 3 r 3Z "l 3t 3x31 3x3 

(wp)-i-Sop -Sip 
3x3 

^ 
- — - ( w z ) + S o z - S i z 

(2.11.25) 

dt dx3 I dX3 J dX3 
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So and Si are source-sink terms in these equations that couple each of the 
equations to others. The turbulent diffusion term can be written as 

-(^) = K^^ (2.11.26) 
0X3 

where O and (|) stand for any of the four quantities above. K ,̂ the turbulent 
diffusivity, comes from the physical model and is usually taken to be the same 
for all four quantities. 

Now, the source and sink terms can be written as 

(2.11.27) 

SON = Recycle; Si^ = Uptake 

Sop = Uptake; Sip = Grazing + Mortahtyp 

S02 = fc • Grazing; Si^ = Mortality^ 

Soj) = Mortalityp+2 + (1 - fc )Grazing; Si^ = Recycle 

Note that there is global conservation of nitrogen: 

— (NH-P + Z + D ) = 0 (2.11.28) 
at 

However, there is no consensus on how each of these terms is to be 
parameterized. Therefore, unlike the case for modeling physical processes, even 
the equations to be used for modeling biological processes are uncertain to some 
extent. One possibility is (Denman and Gargett, 1995) 

Uptake = 
N 

(N^+N) 

I 

( I '+I) 
P.P 

Grazing = rĵ Z [l - exp( - yP)] 

Mortahtyp = p^P (2.11.29) 

Mortalityz = Zĵ Z^ 

Recycle = d^(p^P + z^Z) 

Here, the uptake indicates the growth rate of phytoplankton. It depends only on 
the nutrient concentration and solar insolation, and is a function of both. Another 
factor may be the ambient temperature that determines the metabolic rate; yet 
another may be the trace catalytic nutrients such as iron. Both are ignored here. 
The maximum growth rate of phytoplankton is parameterized as proportional to 
its concentration (PgP), and the terms in the square brackets denote the 
dependence of productivity on nutrient and light availability. Superscript h 
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denotes half-saturation values; I is the solar insolation. Following Ivlev (1955), 
grazing is usually parameterized as proportional to the zooplankton 
concentration (rmZ), but with an asymptotic value for large phytoplankton 
concentrations; y is the Ivlev constant. Constant Pg is the maximum 
phytoplankton growth rate and r^ is the maximum zooplankton growth rate, both 
in units of day"\ Constants p^ and z^ determine the mortality rates (unit, day"^). 
Note that the mortality rate for zooplankton has a quadratic dependence on its 
concentration and this is appropriate for predation by carnivores. The factor fc is 
the grazing efficiency of zooplankters, and d^ determines the transfer rate 
between the detritus and nutrient pools. Observational data to determine the 
various constants and even to verify the assumed form of various source and 
sink terms are rather scant. 

Increased sophistication is usually achieved by more comprehensive 
parameterizations of the sources and sinks and finer differentiation of the 
various nutrient pools via addition of more zooplankton, nutrients, and other 
components. However, this adds more parameters that are even more uncertain. 
Therefore, while it is clear that more accurate biological simulations must 
include more trophic levels, this comes at a cost. Simple models are useful at 
least for obtaining a better understanding of the fundamental nature of 
biological-physical interactions and that is our focus here. 

An even more simplified version is the NPZ model (D = 0) in which the 
phytoplankton and zooplankton losses are immediately converted to nutrients so 
that 

SON = Mortalityp+z + (1 - f) Grazing (2.11.30) 

Denman and Gargett (1995) have used this model coupled to a highly simplified 
mixing model to simulate an annual cycle of phytoplankton concentration 
(Figure 2.11.9). They show that a decreased uptake efficiency (increased value 
of Î ) leads to a smaller overwintering phytoplankton population, that in turn 
supports a smaller overwintering zooplankton population, which cannot 
consume phytoplankton fast enough to prevent a spring bloom when increased 
insolation and nutrients promote rapid phytoplankton growth. On the other hand, 
a larger overwintering phytoplankton population supporting a correspondingly 
larger overwintering zooplankton population tends not to produce a spring 
bloom. Eventually, increased grazing from increasing zooplankton eliminates 
any spring bloom. 

A slightly different version of the biological model is one in which the 
nutrient pool is divided into ammonia (Ni) and nitrate (N2) pools and treated 
separately. This permits new production to be monitored and has been quite 
popular (McGillicuddy et al, 1995a,b; McClain et al, 1996; Oguz et al, 1996). 
Such a one-dimensional N^PZ model coupled to a one-dimensional bulk mixed 
layer model (Garwood, 1977) was appHed by McGilHcuddy et al. (1995a,b) to 
the spring bloom in the North Atiantic and McClain et al (1996) to model the 
biological processes at Station PAPA in the North Pacific (50°° N, 145° W). A 
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Figure 2.11.9. Model simulations showing the absence (top) and presence (middle) of spring bloom 
in phytoplankton. Bottom panel shows the MLD and SST. (from Denman and Gargett 1995 with 
permission from the Annual Review of Fluid Mechanics, Volume 27, Copyright 1995, by Annual 
Reviews). 

N^PZD model coupled to a second-moment closure-based physical model was 
applied by Oguz et al (1996) to the simulation of the annual cycle in the central 
Black Sea. To our knowledge, these are comprehensive, realistic, physical-
biological model-observation comparisons and therefore we will describe them 



2.11 Chemical and Biological Mixing Models 267 

briefly. The reader is urged to consult the original references for more details 
and justifications for the parameterizations, and for the latest references on the 
subject of physical-biological models and observations. Consider first the 
McClain et al. model. The source and sink terms used by McClain et al (1996) 
were 

SON =fM Mortalityp+z+RespiratioHp+z; Si^^ = Uptake^ 

SON^ = 0 ; SIN^ =Uptake2 

(2.11.31) 

Sop = Uptakei+2 \ Sip = Grazing + Mortalityp + Respirationp 

Soz = fQ • Grazing; Si^ = Mortalityz + Respirationz 

where Ni refers to ammonia (NH4) and N2 to nitrate (NO3) (P, Z, Ni, and N2 are 
all in jLimol N m"̂  units). The mortality rate for the zooplankton is taken to be 
proportional to its concentration ~ z^Z, with z^ - 0.05-0.1 day~\ and the 
mortality rate for phytoplankton is p^P, with p^ ~ 0-0.1 day"\ Respiration is 
also parameterized by linear terms ẑ Z and prP, respectively, with the 
coefficients a strong function of ambient temperature: 

p , =Proexp(k^T); p ^ =0.020 d ' ^ k ^ =0.0633 C'^ 

(2.11.32) 

Zr =Zjoexp(krzT); ẑ ^ =0.019 d ' ^ k̂ ^ =0.1500 C"^ 

Grazing is slightly different from Denman and Gargett (1995) so as to define an 
asymptotic upper limit to grazing due to food acclimatization, 

Grazing = r ^Z[ l - exp ( -^ ) ]T^ (2.11.33) 

where y is the Ivlev constant - 0.8 (|imol N m )̂ ^ and r^ ~ 1.6 day ^ The 

difference from the usual form of grazing due to Ivlev (1955) is that instead of 
asymptoting to a constant value at large phytoplankton concentrations, grazing 
becomes proportional to the phytoplankton concentration. This food 
acclimatization is regarded as important by McClain et al. (1996). 

The efficiency of assimilation by zooplankton is fc ~ 0.7. The fraction of 
phytoplankton and zooplankton converted to ammonia, Ni, is fM ~ 0.33-0.5. By 
far the most complex is the uptake, and its partition between ammonia and 
nitrate, parameterized quite differently from that in Denman and Gargett (1995): 
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Uptake = PgP 

Uptakcj = TiiPgP; Uptake2 = 7C2pgP 

^ U = T T ^ ' ^ 1 + ^ 2 = 1 (2.11.34) 
Nj + N2 

Nj =-^—; N̂2 =-^—exp(-aNi) 

f ratio = N 1 / ( N | + N 2 ) = 7E2 

Defining separate uptakes this way permits total primary production (pgP) to be 
partitioned into new (7C2PgP) and regenerated (TijPgP) values. Note that the f 

ratio is the nitrate portion of the nitrogen-based growth and hence denotes new 
production. Subscript 1 denotes the limiting concentrations and superscript h 
denotes concentrations where growth reaches half-maximal (half-saturation) 
values; Ni^ ~ 0.1-0.5, and N2*' ~ 0.2-1.0 |imol N m"l Inhibition of N2 intake due 
to the presence of Ni is represented by the exponential term with a ~ 1.5 - 3 . 0 
(jLimol N m"^)"\ The growth rate Pg is taken to be a strong function of 
temperature, 

Pg =PPgm =PPgoexp(kgT); Pgo ~ 0.851 day'^ kg ~ 0.0633 C"' (2.11.35) 

where pgm is the maximum growth rate, which is temperature dependent. The 
growth-limiting factor p is determined by the least of the two limits, the nutrient 
and insolation limits, the former taken as the least limiting of the two nutrient 
limits. 

p = min[max(N;,N^2XI^] 

I^=l -exp (2.11.36) - 4 ( l + 10exp(-5l^) 

5 = exp[l.089-2.121ogl^] 

where Î  is the maximum photoacclimation irradiance (25 microeinsteins per 
square meter per second, essentially W m~̂ , in upper layers < 60 m in depth and 
250 m elsewhere), and Î  is the 1-day moving average irradiance. This definition 
accounts for the complex dependence of growth of phytoplankton on irradiance. 

Note that an equation for detritus can also be written so that there is a 
conservation of nitrogen overall, but no recycling back to nutrients occurs; in 
other words, only the source terms are nonzero, but sink terms are zero (and 
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there is no corresponding source term in the equations for nutrients due to 
recycling): 

SON = (1 - fM) MortaHtyp+z + (1 - fo) Grazing (2.11.37) 

Also, with the chlorophyll a to nitrogen ratio taken as constant (~1), quantities of 
interest to optical clarity and carbon concentration can be derived from the 
quantities above. 

McClain et al (1996) also considered the phytoplankton sinking rate Ws (m 
day"^) and parameterized it as being dependent on nutrient concentration so as to 
account for the accelerated sinking when the nutrients are depleted: 

W, =Wj"[l-tanh(2.16N2N^2)]; Wj" - 1 m day"^ (2.11.38) 

Another aspect of biology is the effect of chlorophyll concentration on the 
extinction coefficient of PAR, essentially SW solar insolation in the visible band 
(the near-infrared component absorbed very near the surface is essentially 
unaffected). It is desirable to account for this effect, since it affects both biology 
as well as mixing. McClain accounts for this by assuming the extinction 
coefficient of PAR to be modified by self-shading of phytoplankton according to 

k = k^ +k,(chl)"'^^^ k^ ~0.027m~^k, -0.0518 (2.11.39) 

where k^ is the extinction coefficient of clear water. 
Using extensive observations of physical parameters such as the SST, the 

MLD, temperature profiles, insolation, and wind forcing, and biological 
parameters such as chlorophyll a, McClain et al (1996) performed a 30-year 
simulation at OWS PAPA. Upwelling velocity W was computed using the 
known wind stress curl values at PAPA. Figure 2.11.10 shows the time series of 
the average chlorophyll a and zooplankton concentrations in the upper 50 m, 
which shows an autumn peak of 0.34 mg-atom N m"̂  to a late spring minimum 
of 0.20 mg-atom N m~̂  for chlorophyll a and corresponding values of 0.6 and 
0.2 mg-atom N m~̂  for zooplankton, but a lag of about 1-2 months. A secondary 
early spring peak also appears in chlorophyll a. Figure 2.11.11 shows compari-
sons of predicted and observed annual cycles of chlorophyll a, primary produc-
tion, and nitrate concentration in the upper 50 m. The agreement is remarkably 
good, given the various uncertainties in coupled, physical-biological models. 

McGiUicuddy et al (1995a) also appHed a similar coupled NPZ physical-
biological model (with ammonia and nitrate pools) to observations made in the 
North Atlantic during the 1989 JGOFS North Atlantic Bloom Experiment 
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Figure 2.11.10. Model simulations of phytoplankton and zooplankton biomass in the ML at Station 
Papa (from McClain et ai, 1996). 

(NABE), but with the parameterizations 

SONI =( l - fG)* Grazing+ fMiMortaUtyzi+fM2MortaHtyz2; Si^i =Uptakei 

SON2 = 0 ; SiN2 = Uptake2 
Sop = Uptake; Sip = Grazing 

Soz = fo * Grazing; Si^ = Mortahtyzi -MortaHtyz2 

Uptake=PgP (N}+N2) ; Uptakej2= TIJ2 -Uptake 

Pg = Pgm[l-exp(-ail)]exp(-a2l) 

Pg^ =0.66 d'\ ai,2 =0.0019,0.0 (Wm'^)"^ 

fMi ~ 0.25, fM2~ 0.50; fo -0 .75 

Grazing = rjnZ[l-exp(-YP)]; r̂ ^ ~ 0.69 d'\ y-l.O (|Limol N m"^) 

MortaUtyzi = Zĵ ^Z; MortaHtyzj = Zr^{l^\ i^i ~ 0.11 d"\ Zin2 ~ 0.52 d" 
(2.11.40) 
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Figure 2.11.11. Comparison of predicted and observed annual cycles of chlorophyll a, primary 
production, and nitrate concentration in the ML at Station Papa (from McClain et al, 1996). 
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where ai is the initial slope of photosynthetic response, a2 is the photoinhibition 
parameter, and pgm is the maximum growth rate. The phytoplankton growth is 
limited by both light and nutrients. The ratio of uptakes TCi and K2 are the same 
as in McClain et ai (1996) but with values Nf ~ 0.05 |Limol N m"^ 

N2 ~ 0.2|Limol N m"^, a ~ 27.2 (|xmol N m"^) . The noninteracting detritus 

pool has 

SOD = (1 - fMi) Mortalityzi + (1 - fM2) Mortalityz2 (2.11.41) 

Note that the zooplankton mortality rate has both linear and quadratic terms, 
unlike the model of McClain et ai (1996). The quadratic term is an effective 
way to incorporate predation, and apparently is essential to maintain stability of 
the phytoplankton and zooplankton biomasses when the phytoplankton growth 
rate nears grazing. For PAR attenuation, McGillicuddy et al (1995a) use 

k = k^ + kpP; k^ ~ 0.05m-^; kp ~ 0.04 (2.11.42) 

McGillicuddy et al. (1995a) determined the values of the various parameters in 
the model by experimentation and applied their model to spring bloom in the 
North Atlantic using both a one-dimensional (McGillicuddy et al, 1995a) and a 
three-dimensional model (McGillicuddy et al, 1995b) incorporating Garwood's 
bulk mixed layer model. They accounted for the effect of phytoplankton on light 
extinction in the mixed layer also. Their ID model results show good qualitative 
agreement with observations of nitrate distribution and evolution. The spring 
bloom is also qualitatively well simulated by the model. 

Oguz et al (1996) appHed a N^PZD model to the Black Sea, 

SONI =Remineralization + Respirationz; Si^i = Uptakcj + Oxidation 

SON2 = Oxidation; 81^2 = Uptake2 

Sop =Uptakei+2; Sip = Grazing + Mortalityp 

Soz = fc Grazing; Siz = Mortalityz +Respirationz 

Soj) =(l-fQ)Grazing+Mortalityp+z; Sip = Remineralization 
(2.11.43) 

where 

Grazing = r^zf - ^ — |; r̂ ^ - 0.8 d"̂ , P^ ~ 0.5 jimol N m ^ 
Î P + P*" ) 

Mortalityp =PniP; Mortalityz =^m^\ Pm Ẑm ~ 0.04 d"̂  

Respiration, = z,Z; z, ~ 0.07 d~ ;̂ f^ - 0.75 (2.11.44) 

Reminerahzation = d^D; dj^ --0.1 d~ 

Oxidation = d^Nj; d^ ~ 0.05 d"̂  
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Uptake = PgjnP • min Tl̂ , (NJ + N2) 1; Uptakci 2 = %,2 • Uptake 

Pg^ -1.5 d-\Nf,N5 -^0.2,0.5 iLimolNm-^ (2.11.45) 

I^=tanh — 1; Ik ~ 100 Wm'^ 

Note that the fractional uptake of nutrients Ni and N2 is modeled similarly by all 
three models above, but with different half-saturation values. The uptake itself is 
modeled slightly differently, although all three formulations consider both the 
Ught and the nutrient Hmitations. Also both McGilHcuddy et al. (1995a) and 
Oguz et al. (1996) ignore temperature dependence of phytoplankton growth rate. 
Oguz et al. also consider self-shading of the same form as McGillicuddy et al, 
but with kw ~ 0.08 m"̂  and kp ~ 0.07. 

Oguz et al. (1996) show that the spring bloom depends critically on the 
vertical stability of the water column, occurring just before the seasonal 
stratification is set up. Once spring-summer stratification is established, the 
productivity in the upper layers decreases, while the layers below the thermo-
cline receive enough light and nutrients to produce a subsurface phytoplankton 
maximum. Figure 2.11.12 shows the measured and modeled evolution of 
average chlorophyll a and primary productivity in the euphotic layer during the 
annual cycle. 

Stramska and Dickey (1994) and Stramska et al. (1995) applied the Mellor-
Yamada (1982) ML model coupled to a simple light pigment productivity model 
(Kiefer and Mitchell, 1983) to simulate their observations during MLML. Only 
a single equation for chlorophyll a concentration is solved: 

^ = k , - ^ C , - - ^ ( ^ ) + So , -S i , (2.11.46) 

So, = 
\ 

1*^+1^ 
|CgC„ Si, =c^C, ; Cg,c^~ 0.112,0.12 d - \ l ^ ~ 116 | iEm-V^ 

No equation for nutrients or zooplankton is solved. Yet, even this highly 
simplified model appears to show fairly good agreement with observations. 

Moisan and Hofmann (1996) describe a 1-D nine-box coupled physical-
biological model applied to simulate the primary productivity in the California 
coastal transition zone (CTZ). It has three nutrient pools, nitrate, ammonia, and 
silicate; two phytoplankters (small and large); three zooplankters (copepods, 
doliolids, and euphausiids); and a detritus pool. The large phytoplankton is 
supposed to represent silicate and nitrate-dependent diatom that grows best 
under high nutrient and light conditions, and the smaller one only nitrate-
dependent flagellate that grows best under low nutrient and light conditions. 
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Figure 2.11.12. Comparison of eutrophic layer (top) average chlorophyll concentration and 
(bottom) integrated primary production from the model compared to observations (from Oguz et al, 
1996). 

Complex source and sink functions were used for phytoplankters, including 
combined silicate and nitrate limitation, and light limitation on growth rate. The 
three zooplankters include herbivores and omnivores. Nitrate and silicate 
concentrations are governed by the phytoplankton uptake. The vertical diffusion 
coefficient is set at 10^ m^ s~̂  and vertical velocity is prescribed to be linear 
over the top 100 m. The irradiance model of Sathyendranath and Piatt (1988) 
was used and the effect of chlorophyll concentration on light extinction was 
taken into account. Vertical sinking rates were set for detritus and the two 
phytoplankters. Extensive sensitivity runs were made to determine the optimum 
values for various parameters in the complex coupled model. When applied to 
the CTZ, the model was able to simulate the development and maintenance of 
the subsurface chlorophyll maximum. The latter was primarily due to in situ 
primary production. The PAR extinction scale was affected by zooplankton 
grazing activity. Figure 2.11.13 shows the temporal evolution of the components 
of the ecosystem during the model simulation. 

Another example of an ecosystem model is that by Leonard et al. (1999) of 
the central equatorial Pacific, which is a HNLC region. They apply a 1-D nine-
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Figure 2.11.13. Temporal evolution of the various components of the nine-box coupled physical-
biological model applied to the California coastal transition zone (from Moisan and Hofmann, 
1996). Note the subsurface phytoplankton maximum maintained primarily by in situ primary 
productivity. 

box ecosystem model, comprising two phytoplankton, two zooplankton and two 
detrital categories in addition to a nitrate, ammonium and dissolved iron boxes, 
to show that the chlorophyll concentrations are both iron-limited and grazing-
controUed. The conservation equation for dissolved iron makes use of specified 
C:Fe ratios to parameterize the source and sink terms on the RHS. 

Clearly, the above models show the level of sophistication attainable in 
biological ecosystem models. However, it is difficult to determine with certainty 
the large number of parameters that describe such multibox models. Thus, 
although in some cases the level of complexity introduced by multicomponent 
models of phytoplankters and zooplankters is unavoidable, it is not clear if these 
complex models are preferable in general to simple ecosystem models with 
fewer components but with better-determined parameters. This is precisely the 
reason cited by Stoens et al (1999) in using a single nitrate box model to 
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simulate the nitrate variability in the equatorial Pacific during the 1992-95 El 
Niiio. There is still much to learn in coupled physical-biological models of 
primary productivity in the upper ocean. 

2.11.3 SCALING ARGUMENTS 

Since chemical and biological processes in the OML are intimately coupled 
to physical processes, a natural question to ask concerns what governs the 
relative importance of physics vis-a-vis chemistry and biology. To answer this, 
we need to look at the timescales and length scales involved. Let us consider a 
simple one-dimensional conservation equation for a photochemical constituent 
whose production rate depends on the intensity of insolation, 

where Tg is the timescale associated with production, and T^ is the timescale 
associated with decay rate or destruction of the constituent (td ~ 5 hr for CoS). It 
is also called the turnover time (Doney et al, 1995). Dg is the extinction scale 
for the photochemically (UV part) active radiation, and y is a constant associated 
with production. In addition to this, for dissolved gases, we need to consider the 
flux at the ocean surface, 

Fsc=VpDC;DC = C , - C , (2.11.41) 

where Vp is the piston velocity, and we will assume that the air-side 
concentration is constant so that AC depends just on Cg. We have lumped all the 
air-sea exchange physics into one unknown Vp. 

Now, ignore tendency and mixing terms, assume Is is constant, and look at 
the equilibrium solution, where the balance between production and destruction 
prevails at every depth. The equilibrium profile is given by 

C(z) = ̂ Y l , e x p ( z / D e ) = Qexp(z/De) (2.11.42) 

where Cs is the surface concentration, which is a function of the chemical 
parameters and surface insolation. However, this assumes that concentration of 
dissolved biological matter (for production of photochemicals such as CoS) is 
uniform and not limiting. Let Dm be the limit of mixing, usually the ML depth. 
Now the depth at which the concentration reaches the depth-averaged 
concentration defines a length scale Dt given by 

D t=D, ln : ^ ( l - e x p ( D , / D e ) ) (2.11.43) 
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The significance of this depth is that for a given mixed layer depth and 
insolation and chemical characteristics, this depth will determine approximately 
the depth above which mixing tends to reduce the concentration (acts as a sink) 
and below which it will increase the concentration (acts as a source). In essence, 
Cs and Dt determine the character of the equilibrium solution. For a given 
chemical model and ML depth, Dm, Cg, Dt, and Dg characterize the system 
completely. 

The physics of mixing is tied up with the mixing coefficient Kc, which is 
proportional to the characteristic mixing velocity scale q* (equal to u* for shear-
driven turbulence, w* for convection-driven turbulence, and a combination for 
both) and a characteristic length scale, which is proportional to Dm in the bulk of 
the ML. A characteristic length scale can be defined out of Kc and i^: Dc = 
(Kctd)̂ ^̂ . This is the e-folding length scale if the mixing coefficient were 
constant and the balance were between the mixing and decay. This depth is 
called the eddy consumption depth (Doney et al, 1995). A characteristic 
timescale for air-sea transfer of the constituent is simply ty = Dm/Vp, the 
ventilation timescale for the mixed layer. Efficiency of mixing is indicated by 
the eddy turnover timescale tg = Dm/q*. There are therefore three timescales, td, 
te, and tv, and four length scales, Dc, Dm, Dc, and De, in the problem. By 
dimensional analysis. 

C(z )^^ / t, te D, D, D, "l z 
Dc td td D^ D^ D„ 

(2.11.44) 

The first timescale ratio in Eq. (2.11.44) determines the relative importance 
of air-sea transfer. The smaller this ratio, the more important the air-sea transfer 
(see, e.g., Gnanadesikan, 1996). The second ratio determines the efficiency of 
mixing: the smaller this number, the more efficient the mixing is. These five 
ratios define a complex phase space in different portions of which prevail 
different mechanisms and balances. 

A rapidly deepening ML introduces another parameter, the entrainment rate 

at the base of the ML, dX^^jdi (or the nondimensional parameter q*^3Djn /3 t ) . 

For a biological parameter such as phytoplankton concentration, the situation is 
even more complicated because of coupling to other parameters such as nutrient 
concentration and predator population, and dependence on factors such as 
metabolic rate and grazing pressure. Nevertheless, an equilibrium solution of the 
coupled system can be obtained without mixing and tendency terms. Both Dt 
and Cg thus obtained will be complex functions of biological parameters such as 
Nm/Nn and IS/IH (see above). Note that Dg refers now to photosynthetically active 
radiation. Also for phytoplankton, tv = 0, but it is replaced by the timescale 
associated with its sinking rate. With these caveats, the above equations should 
be applicable to biological variables, also. 
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Figure 2.11.14. Normalized concentration of the photochemical species with (top) and without 
(bottom) the diumal cycle. The dotted line shows the mixed layer depth (from Doney et al, 1995). 

Diurnal variability introduces further complications in photochemical and 
biological production. The relevant parameter is the ratio td/th, where th is the 
length of the day (-1/2 day). For small values of this parameter, the delay 
between the peak of solar insolation and the peak concentration is small. For 
values of this ratio approaching unity, large lags can be expected (Doney et al, 
1995). Secondly, because of the suppression of mixing and shallow ML depths 
during the day, large concentrations are built up near the surface during the day, 
which are erased during the night by deep nocturnal mixing. Both these effects 
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can be seen in the numerical model results of Doney et al. (1995), which show 
the temporal evolution of a typical photochemical with and without diurnal 
variability (Figure 2.11.14). 

Overall, the inclusion of realistic mixing physics and complex 
biology/chemistry makes the problem complex enough that the numerical 
solutions discussed above become more and more attractive (see Kantha and 
Clayson, 1994; Doney et al, 1995; Gnanadesikan, 1996). 

LIST OF SYMBOLS 

oCn The fraction of solar radiation in wavelength band n 
a The Sun angle 
P, Ps Coefficients of expansion (thermal and due to salinity) 
6p, 8w Planetary boundary layer and wave boundary layer thicknesses 
8 Dissipation rate of T K E 
(PM Monin-Obukhoff similarity function 
K Von Karman constant 
A^ Inverse extinction length scale 
V, Vt Kinematic viscosity (molecular and turbulent) 
9 Fluctuating temperature (also angle of the waves to wind 

direction) 
p Fluctuating fluid density (also correlation coefficient) 
pw» pA» Pi Density of water, air, and ice 
Gij Ice stress tensor (also turbulent stress tensor) 
C, Sea surface height 
TAI,. 'CIO, TAG Shear stress at a i r - ice , ice-ocean, and a i r -ocean interfaces 
Tij Shear stress tensor 

AT, AS, AU Changes in temperature, salinity, and velocity 
0 Mean temperature 

a Ampli tude of the wave 
b Buoyancy 
c Fluctuating scalar concentration 
Cd Drag coefficient 
f Coriolis parameter 
g Acceleration due to gravity 
k Wavenumber 
ki , k2, . . . Chemical reaction constants 
kx, ks, kc Diffusivity of heat, salt, and a passive scalar (kinematic) 
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1 Integral microscale of turbulence 
n Wave frequency 
q, q* Turbulence velocity scales 
qb Buoyancy flux 
qo, qe Applied convective heat flux and entrainment buoyancy flux 
t Time 
te, t ,̂ tb Eddy turnover timescale, Kolmogoroff timescale, and buoyancy 

timescale 
u, V, w Turbulence velocity components 
u , u* Friction velocity 
Ue Entrainment velocity 
w* Deardorff convect ive veloci ty scale 
X Horizontal coordinate 
Xi Coordinates 
z Vert ical coordinate 
Zi Inversion height 
Zo Roughness scale 

A Alkalinity 
Ai Ice concentrat ion 
C Chlorophyl l or another scalar mean concentrat ion (also the wave 

phase speed) 
C T Total dissolved carbon 
Cg Group velocity 
DM, De, Di Mixed layer depth, Ekman layer depth, and ice thickness 
E Entrainment ratio 
Fw Energy flux due to internal waves 
He Conductive heat flux 
I(z), lo, IiR, ly Solar insolation at depth z and the surface, and the infrared and 

visible fractions 
Ln Extinction length scale 
Lp Latent heat of fusion 
N Buoyancy frequency (also nitrogen concentration) 
P Mean pressure 
Ps, Pb, PL Shear, buoyancy, and Langmuir circulation production of TKE 
Prt Turbulent Prandtl number 
R Flux ratio in a convective ML 
Rig, Rif Gradient Richardson number and flux Richardson number 
Ri, RIN Bulk Richardson number and stratification Richardson number 
S, SI Salinity of water and ice 
SM, SH Stability functions in turbulent mixing coefficients 
So, Si Sources and sinks in the conservation equations 
SM Mixed layer salinity 
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TM Mixed layer temperature 
UA, UI Wind velocity and ice velocity. 
Ug, Ub Geostrophic and bottom velocities 
Uj^ Mixed layer velocity 

Vs Stokes drift velocity due to surface waves 
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Chapter 3 

Atmospheric Boundary 
Layer 

In this chapter, we discuss the sahent characteristics of the atmospheric 
boundary layer (ABL) and how we go about parameterizing and modeUng the 
associated processes. We will discuss important mixing processes in the ABL 
and the causative agents. The literature on the ABL is vast and all we can do 
here is summarize a few salient features of importance in the context of small 
scale processes in geophysics. There are several excellent monographs on the 
topic, including some that are dated but still useful (Sutton, 1953; Lumley and 
Panofsky, 1964; Plate, 1971; Oke, 1978; Panofsky and Dutton, 1984). More 
recent ones by Arya (1988), Stull (1988), Sorbjan (1989), Garratt (1992), and 
Kaimal and Finnigan (1994) are excellent reference sources for the ABL. Kaimal 
and Finnigan (1994) also provide a survey of observational techniques for the 
ABL and data processing methods. There is also a collection of articles such as 
Haugen (1973), Wyngaard (1980), Nieuwstadt and van Dop (1982), and 
Lenschow (1986). Recent advances in the field can be found in journals such as 
the Journal of Geophysical Research of the American Geophysical Union, the 
Journal of Atmospheric Sciences, the Journal of Applied Climatology, the 
Journal of Atmospheric and Oceanic^ Technology of the American 
Meteorological Society, and Boundary iMyer Meteorology, among others. Kraus 
and Businger (1994) and Kagan (1995) deal with air-sea interactions, a topic 
that necessarily involves the ABL. Some of the introductory material in this 
chapter follows Stull (1988), Sorbjan (1989), Garratt (1992), and Kaimal and 
Finnigan (1994). 
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3.1 SALIENT CHARACTERISTICS 

The atmospheric boundary layer is quite important to many aspects of human 
Hfe. It is in a very thin layer of the lower ABL that most people Hve and as such, 
many aspects of the ABL affect daily life. Dispersion of pollutants is one such 
example. The characteristics of turbulent mixing in the ABL determine the 
concentration levels of pollutants. Most importantly, the momentum, heat, and 
moisture exchanges between the atmosphere. Earth, and oceans takes place 
through the ABL, and it is for this reason that ABL has received intense 
attention. 

The ABL over land can be grouped into two types—the daytime convective 
ABL (CABL) and the nighttime or nocturnal ABL (NABL). The mixing in the 
CABL and NABL is basically different. In the former, it is primarily due to solar 
heating at the lower boundary, and in the latter, it is primarily due to winds. The 
CABL is extensively studied, while the NABL has not received that much 
attention. The presence or absence of condensation of water vapor and clouds is 
another important distinction. 

The CABL can be divided into three parts—the lower part close to the 
surface (composing perhaps 10% of its depth), the middle layer (constituting the 
bulk of the ABL), and the upper part near the capping inversion layer, which 
makes up another 10-20% of the ABL. Turbulence in the entire CABL is driven 
by the heat flux from the ground. However, the salient processes, characteristics 
of mixing that goes on, and scaling properties are all different in these regions. 
In the layers close to the surface, fluxes of various properties such as momentum, 
heat, water vapor, and trace gas concentrations are nearly constant. In this 
constant-flux surface layer, the important nondimensional variable is the distance 
z from the surface normalized by the Monin-Obukhoff length that characterizes 
the stability conditions. The surface layer is the part that is the most well-
measured and well-understood part of the ABL. 

In the bulk of the ABL, the scaling is determined by the depth of the inversion 
Zi. Nevertheless, it is also driven by the convective, destabilizing heat flux to the 
atmosphere near the ground. Mixing processes are so efficient that the gradients 
of properties in the bulk of the CABL are small, and the transport is mainly due 
to large eddies and thermals. Near the top, close to the capping inversion, the 
dynamics are different. The ambient stratification is such that stable, lighter air 
masses from above the ABL are entrained into the ABL by the large eddies. The 
intensity of this entrainment determines the properties in the upper parts of the 
CABL. It is, in fact, possible to divide the turbulent diffusion of a passive scalar 
such as a pollutant in the CABL into two parts, top-down and bottom-up. The 
top-down diffusion can be scaled using the entrainment characteristics at the top 
of the CABL. The bottom-up diffusion depends on the characteristics of the 
turbulence driven by heat flux near the ground. The timescale for mixing a scalar 
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released at the ground throughout the CABL is typically on the order of an hour. 
Therefore, the vertical profile of the scalar through the CABL depends on the 
ratio of its lifetime (determined by chemical reaction rates) to this mixing time. 
If this ratio is not large, the profile will be different than that of a conserved 
scalar. Often fair weather cumulus clouds form at the top of CABL from 
condensation of moisture transferred upward from near the ground surface by 
convective eddies. If these are extensive, they affect the further evolution of the 
CABL by modifying the fluxes through it. 

The NABL is of a fundamentally different character than the CABL. Here the 
source of mixing is the shear from winds aloft, and not the destabilizing heat flux 
to the atmosphere from the bottom. In fact, the heat flux is normally from the 
atmosphere to the ground, and turbulence has to work against gravity, and 
therefore the NABL is also often called a stable boundary layer (SBL). Since 
winds are the sole source of mixing, their variability affects the NABL. 
Consequently, mixing in the NABL can be weak and very intermittent, and 
accompanied by internal wave motions. Continuous turbulence is often confined 
to the lower parts of the NABL, with intermittent turbulence characterizing the 
upper part. Strong stable stratification and gradient Richardson numbers close to 
critical are salient features. Because of the relative inefficiency of shear-induced 
mixing vis-a-vis convective mixing, properties often show strong gradients in the 
NABL, whereas the CABL tends to be more uniformly mixed, except perhaps 
close to the inversion. NABL depths are also smaller, several tens of meters to a 
few hundred meters at the most, whereas the CABL is typically one to a few 
kilometers deep. Very stable NABLs occur under light winds and strong surface 
cooling under clear skies. Unlike CABL, where simple similarity laws suffice 
and numerical models can be easily constructed, here the prevailing processes 
are complex, and difficult to characterize by any simple theory and to model: 
layered structures, intermittent turbulence, internal waves, and low level jets 
above the surface inversion. 

The normal sequence of events in the ABL in the midlatitudes is as follows. 
Over the previous night, a low level inversion has formed close to the ground, 
typically 100-200 m high, and the atmospheric column has also cooled by 
radiation into space during the night. The heat flux is to the ground and on the 
order of a few tens of W m~̂ . When solar heating commences in the morning, the 
layers close to the ground get heated, convective instability ensues, and the 
resulting turbulence begins to erode the inversion above. Gradually, over the 
course of the day, the CABL deepens and by mid-afternoon begins to approach 
an asymptotic value of 1-2 km. Maximum temperatures are reached about mid-
afternoon. All this time, vigorous entrainment takes place at the top of the ABL. 
Once the solar heating ceases, turbulence in the bulk of the CABL collapses in a 
matter of a few tens of minutes and it is then confined to the vicinity of the 
ground. The depth of this turbulent mixed layer depends on the strength of the 
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winds aloft, since it is the wind-induced shear that is the principal source of 
mixing. Throughout the night, the NABL is fairly constant in depth, although in 
many cases, there are some changes; the NABL may grow slowly through the 
night. Nocturnal inversion strength normally increases during the night and the 
stage is set for the diurnal cycle to start all over again in the morning. There are 
many other factors that influence the course of these events, such as the presence 
of clouds, which tend to decrease the cooling during the night, and the presence 
or absence of phase conversion. Wyngaard (1992) presents an excellent review 
of processes that occur in the CABL and NABL. 

A similar diurnal cycle occurs in the oceanic mixed layer (OML) as well, 
although its character is somewhat different. Strong solar heating during the day 
gives rise to a shallow, diurnal mixed layer a few meters deep, especially during 
summer and when the winds are low. The turbulence in the bulk of the seasonal 
OML is extinguished. A strong temperature gradient builds up at the bottom 
from the strong heating of this shallow, mixed layer. But cessation of solar 
heating and nocturnal cooling begins to erode the "inversion" built up during the 
day and if the winds are not light, mixing penetrates to the depth of the seasonal 
thermocline and mixes the heat gained during the day by the shallow upper 
layers into the rest of the OML. 

Seasonal modulation due to changing solar insolation is normally not as 
important as the predominant diurnal variations, as far as mixing in the ABL in 
midlatitudes is concerned. In polar regions, however, the seasonal changes are 
quite strong. In the Arctic, during the long polar night, the principal source of 
turbulence in the ABL is the wind. Arctic winds can be strong and sustained. The 
heat flux from leads and polynyas is usually not a major factor, except locally. 
Consequently, generally speaking, the ABL is quite shallow, 50-300 m deep 
(Andreas, 1996). In contrast, the ABL during an Arctic summer can be deeper 
due to the steady and incessant insolation. The much longer timescales of 
principal variability are the most distinguishing feature of the polar ABL, 
relative to the diumally modulated ABL at lower latitudes. 

A very important aspect of the ABL that distinguishes itself from its 
counterpart in the oceans is the presence of water in both vapor and condensed 
Hquid form, and the associated phase conversions. Condensation releases the 
latent heat of vaporization and this internal source of heating is quite important 
to the fate of the ABL. Conversely, evaporation acts as a heat sink. Low level 
convective clouds are typically found in the upper part of the ABL and their flat 
bottoms often characterize the lower boundary of the capping inversion. Cloud-
top cooling is an important source of energy for mixing in the ABL. Clouds also 
affect the heat balance at the air-sea and air-ground interfaces and are therefore 
important to the dynamics of both the ABL and the OML. Cloud-topped ABL 
(CTBL) is therefore quite complex and difficult to understand and model. Our 
lack of familiarity with the subject prevents us from dealing with the subject of 
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phase conversions of water in the ABL and cloud dynamics, and its impact on 
the ABL, except cursorily. An excellent reference for this important topic is 
Houze (1993). 

The ABL can also be grouped into that over land and that over sea. The ABL 
over the sea is fundamentally different. Because of the large heat capacity of the 
oceans, which constitute a strong source of heat and moisture, the temperature at 
the bottom, the sea surface temperature (SST), changes by a much smaller 
amount, and the diurnal cycle in the marine ABL (MABL) is therefore much 
different. The abundance of moisture in the MABL leads most often to cloud 
formation there and this has a large effect on the MABL structure and dynamics. 
Also under clear conditions the MABL is directly heated by the sun, leading to 
less stable conditions than in a NABL over land that suffers from strong IR 
cooling (Dabberdt et al, 1993). In mid to high latitudes, the strong seasonal 
cycle of the OML affects the MABL. Warm air advection over cooler waters 
leads to strongly stable MABL, whereas cold air masses transiting over warm 
waters give rise to strong convection and an unstable convectively mixed 
MABL. 

The ABL over sea ice is affected by the insulating properties of sea-ice cover. 
The heat flux is usually small or negligible so that most often the ABL over ice 
is close to neutral stratification with winds being the major source of turbulent 
mixing. Consequently, the ABL is shallow, a few hundred meters in most cases. 
Advection of air masses from relatively warmer water on to ice causes 
suppression of turbulence in the ABL and strong inversions can develop over ice 
under these conditions. 

Extensive measurements from aircraft, towers, and tethered balloons over the 
past two decades (Kaimal et al, 1976; Caughey, 1982; Lenschow, 1979; 
Lenschow et al, 1988; Caughey and Wyngaard, 1979) have increased our 
knowledge of the CABL considerably. For those quantities that are hard to 
observe and measure accurately, LES's (Moeng and Wyngaard, 1986, 1989; 
Moeng and Sullivan, 1994) have filled the gap (see Chapter 1). As a result, a 
very accurate picture of mixing in the CABL has emerged. As a result, it is also 
possible to postulate simple models of mixing in the ABL (Moeng and Sullivan, 
1994). In contrast, the picture for the NABL and CTBL is not that complete. 
Also, most of our knowledge comes from measurements in a relatively 
horizontally homogeneous ABL. Only recently has increasing attention been 
given to orographic effects and horizontal inhomogeneities such as those across 
the land-sea boundary. 

In the seventies and eighties, the team of James Deardorff and Glen Willis 
performed laboratory simulations of convection in a laboratory convection tank 
(Deardorff et al, 1969; WiUis and Deardorff, 1974; Deardorff, 1980; see also 
Kantha, 1980b) that shed some Hght on the structure of the CABL, and the 
nature of entrainment processes near the capping inversion. The entrainment rate 
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was measured and used to establish simple models (Deardorff, 1980). These 
experiments have been very useful, even though the Reynolds numbers that 
could be achieved were less than the atmospheric values (Rt is several orders of 
magnitude less, typically less than 10"̂ ). The main problem has been the finite 
aspect ratio effects, brought on by practical limits on the size of the tank 
(Deardorff and WilUs, 1985; Kantha, 1980b). Nevertheless, the knowledge 
gained from laboratory simulations has been invaluable. Turbulent entrainment 
across a buoyancy interface (Kantha et al, 1977; Kantha, 1980a,b) has long 
been a subject of laboratory studies (see Fernando, 1991, for a recent sunmiary; 
see also Nokes, 1988; Gregg, 1987), and has added to our understanding of 
mixing processes in the ABL. Needless to say, the various careful field 
observations made over the past two decades (see, for example, Sorbjan, 1989; 
Kaimal and Finnigan, 1994) has helped further our understanding of the ABL. 

3.1.1 GROUND-BASED REMOTE SENSING 

While in situ measurements from towers, balloons, kites, sondes, and aircraft 
have yielded a wealth of information on the ABL structure and dynamics over 
the past few decades, their obvious limitations w.r.t. spatial and temporal 
coverage have spurred the development of satellite-orbited and ground-based 
remote sensors. There has been rapid development in the latter over the past 25 
years, and ground-based radars, sodars (SOund Detection And Ranging), and 
lidars (Light Detection And Ranging) have matured enough to be routinely 
employed to probe the ABL structure (Lenschow, 1986; Atlas, 1990; Wilczak et 
a/., 1996) and add significantly to our knowledge of ABL processes, such as 
drainage flows, nocturnal jets, internal waves, land-sea breezes, flow 
convergences, and pollutant transport. We draw upon a compact review of the 
progress to date in Wilczak et al. (1996). 

The principal advantage of most ground-based sensors is that not only can 
they monitor continuously the vertical profiles of properties in the ABL but they 
can also scan a large volume of the ABL continuously in time to provide 
horizontal distributions as well. A classic example is the Doppler radar, an 
operational network (NEXRAD) of which is now routinely used in the United 
States for assisting regional weather forecasts around the country. 

Frequency-modulated (FM) continuous wave (CW) radars (frequencies of a 
few hundred MHz to a GHz) depend on backscattering of microwave energy 
from point scatterers in the ABL such as raindrops, snow particles, and insects, 
as well as from refractive index inhomogeneities. The Radio Acoustic Sounding 
System (RASS) that uses both acoustic and microwave energies enables 
monitoring of both wind and temperature profiles in the ABL. Sodars, on the 
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other hand, depend principally on backscattering of acoustic energy by refractive 
index changes in the ABL, although they are sensitive to point scatterers as well. 
Time-height images of backscattered acoustic intensity have provided a wealth 
of information on the ABL structure, such as convective plumes, temperature 
inversions, and thermal fronts. Doppler techniques have enabled mean wind 
profiles to be measured in the lower ABL. Lidars employ backscattering by 
aerosol particles and hydrometeors of energy in the visible range of the 
electromagnetic spectrum to probe the ABL structure. Once again Doppler 
techniques enable the velocity to be profiled. Lidar ceilometers have been used 
to measure the height of the cloud base, and lidars have been useful for 
monitoring the vertical aerosol structure in the ABL and tracking pollutant 
plumes. Use of Raman backscatter enables water vapor profile measurements to 
be made. 

All three techniques have advantages and limitations; for example, only 
radars can probe through clouds. Because of the presence of large turbulent 
fluctuations in temperature and humidity and particulates in the entrainment zone 
at the top, all three can be used to monitor the depth and evolution of the 
daytime CABL readily, but the absence of strong discontinuities makes it hard to 
use them for the NABL. Appropriate use of temporal averaging provides a better 
estimate of the ABL depth than a single sonde profile can, in spite of the 
resolution limitations (a few tens of meters typically). Mean wind profiles can be 
measured to within 1 m s~̂  from both Doppler radars and sodars. Adding an 
acoustic source with a wavelength half that of the radar enables the radar to 
sense Bragg backscattering from the acoustic wave and measure its velocity, 
which is a function of the ambient temperature. A 915-MHz profiler system 
(RASS) appears to be able to profile the temperature to within 1 K to a height of 
500 m to 1 km (Wilczak et al., 1996). Most importantly, radars and sodars 
appear to hold the promise of measuring turbulence-related properties in the 
ABL. The techniques are well-suited to neutral and convective ABL (not 
NABL). Figure 3.1.1 shows a vertical profile of momentum flux measured from 
a dual-Doppler radar. If the radar or sodar wavelength lies within the 
Kolmogoroff inertial subrange, it is possible to deduce the dissipation rate of 
TKE. Thus, it is in principle possible to use ground-based remote sensors, to 
profile both the mean properties such as velocity, temperature and humidity, and 
turbulence properties (Gal-Chen et al, 1992) such as the fluxes of momentum, 
heat, and water vapor, and the dissipation rate in the daytime ABL. The 
accuracies involved, the limitations in resolution and range, and the difficulties 
are discussed in detail by Wilczak et al. (1996). He also provides examples of 
appHcations to studies of processes in the ABL such as sea breezes, convergence 
boundaries, drainage flows, nonprecipitating cloud systems, and pollutant 
dispersion. 
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Figure 3.1.1. Vertical profiles of momentum flux from dual-Doppler radar (squares), aircraft 
(triangles), and towers (circles) (from Wilczak et al, 1996 with kind permission from Kluwer 
Academic Publishers). 

3.2 GEOSTROPHIC DRAG LAWS 

It is possible to derive functional relationships for geostrophic drag laws in 
the planetary boundary layer (or ABL) by applying principles of asymptotic 
matching, without the necessity to solve the complex turbulent flow in the ABL. 
These laws relate the geostrophic velocity immediately outside the boundary 
layer to the friction velocity or the shear stress. The procedure is the same as the 
one due to Millikan for neutrally stratified, nonrotating turbulent boundary layers 
(Yaglom, 1979) that occur in the laboratory (see Section 1.6). Consider first a 
neutrally stratified, horizontally homogeneous, turbulent boundary layer in a 
rotating fluid. The governing equations are 

- f ( U 2 - G 2 ) = | - ( - U i U 3 ) 

(3.2.1) 

f ( U i - G , ) = ^ ( - U 2 U 3 ) 
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Gi and G2 are components of the geostrophic flow aloft: 

3X2 

-f Go 

fG, 

(3.2.2) 

Let G be the magnitude of the geostrophic velocity: G = (Gi + G2)̂ ^̂ . The 
velocities are brought to zero at the surface by friction and the resulting profile 
depends very much on the resulting turbulent shear stresses. Unfortunately, these 
stresses are part of the solution to the above equations and unless turbulence 
closure is effected, it is not possible to solve for the flow in the ABL. Solutions 
are readily obtained when the flow is laminar. The resulting profile is the laminar 
Ekman profile. If one assumed constant eddy viscosity in the ABL, one would 
get a similar profile (although this assumption is hard to justify). 

Ui=Gi 1-exp z 
cos 

^ z ^ 

/ J 

-G2exp - - sin 

U2 = Gj exp z 
sm + G. 1-exp z 

si" 
^ z ^ 

cos (3.2.3) 

8,=(2A,/fy 1/2 

where Ag is the eddy viscosity. The Ekman layer thickness is taken as K5I. If the 
Xi-axis is aligned with the geostrophic velocity vector, G2 = 0, Gi = G. Taking 
the derivatives w.r.t. z of Ui and U2, the surface stress components are 

_ = - U i U 3 = A , — ; 
P 81 

G . T2 
= -U2U3 = - A e — (3.2.4) 

The angle between the stress at the surface and the geostrophic velocity 
vector is 45°, with the stress to the left (right) of the geostrophic wind in the 
northern (southern) hemisphere. The magnitude of the surface stress from Eq. 
(3.2.4) gives 

'61 ^ Gf 
(3.2.5) 
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Alternatively, if we align the Xi-axis in the direction of the surface stress, then 
for X2 = 0, G2 = -Gi = -2"^^^G, and Eq. (3.2.3) gives the corresponding velocity 
profiles. The angle of the geostrophic wind is again 45° w.r.t. the surface stress. 
In either case, both components of velocity overshoot slightly above their 
geostrophic values around z/6 = 7i/2 before asymptoting to them beyond z = 
7C 8 ; the velocities are therefore (slightly) supergeostrophic. 

Eddy viscosity is hardly a constant in the turbulent Ekanan layer and solutions 
are hard to obtain analytically. Generally, Ekman turning is observed even when 
the layer is turbulent, but the angle between the surface stress and the 
geostrophic wind is much less, roughly 20°-30° instead of 45°. Also, Hmited 
solutions are possible without having to resort to solving the governing equations 
with turbulence closure approximations. 

The important parameters in the problem are u*, the friction velocity (also 
called shear velocity), G, the geostrophic velocity, and f, the Coriolis parameter 
(= 2 Q sin 6, where Q, is the angular rotation of the Earth and 9 is the latitude). 
The relevant length scales in the problem are the boundary layer thickness 5 
and the roughness scale ZQ, characterizing the roughness of the underlying 
surface(or for smooth surfaces, the viscous scale v/u* ; real ABLs and PBLs are 
seldom smooth, so ZQ is the relevant scale). The boundary layer thickness 6 
scales as (u*/f) and invariably 6 » ZQ. TWO Rossby numbers can be defined, 
one based on the geostrophic velocity G, Ro = (G/fzo), and the other based on 
friction velocity u*, Ro* = (u*/fzo). Ro* is the friction Rossby number, and Ro > 
Ro* > » 1. 

Close to the boundary, since 6 » ZQ, the solutions should depend only on the 
inner variable Z/ZQ and should be independent of 5. In this so-called inner layer, 
the flow should be more or less aligned with the shear stress at the boundary, 
and therefore, aligning the Xi-axis in the direction of the shear stress at the 
surface, 

^ = fo(z , ) , - ^ = 0; z , = ^ (3.2.6) 
U* U* ZQ 

Far away from the surface, inner scale ZQ is irrelevant, and the flow scales with 
the outer scale 5. The departure of the flow velocity from geostrophic 
conditions (the velocity defect) should therefore be a function of only the outer 
variable z/ 5 and independent of ZQ: 

^^l^ = f,{^), ^hz^ = f,{y^; 11 = 1 (3.2.7) 
U* U* 0 

Now for Ro* -^ c>o, there exists an overlap region ( ZQ « z « 6), where both 
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the inner and the outer laws are simultaneously valid asymptotically ( Z/ZQ -^ ^ 
and z/5 ^ 0 simultaneously). Matching the profiles in the overlap region 
(Yaglom, 1979) requires equating the gradients: 

dfo z aUi dfi 
z+ — - = — : r ~ = ^ 

dz+ u* oz dr| 

(3.2.8) 

Since each of these terms should be a constant, this results in logarithmic 
relationships for the velocity defect in the outer layer and the velocity in the 
inner region, 

—^ ^ = —hir|-A =—In — A (z»Zo) 
U* K K 5 

^ = —lnz+ =—In— (z«o) 
u* K K Zn 

(3.2.9) 

so that (Tennekes and Lumley, 1982) 

G 
U* K ZQ 

Note that for the U2 component, since 

dfo z dUo 
dr| u* dz 

the functional form f2 cannot be determined. However, 

(3.2.10) 

(3.2.11) 

G2 = -f2(0) = - B ' (3.2.12) 

Substituting 5 ~ u* / f, the geostrophic drag law becomes 

G i 
1 ^ * A 

In A 
fZn 

G. B̂  

K 
(3.2.13) 

The angle betweej the surface velocity and the geostrophic velocity vectors is 
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tana = -=B In 
fZn 

- A (3.2.14) 

Figures 3.2.1 and 3.2.2 show the rotation of the velocity vector for the 
atmosphere and the ocean, respectively. Observations indicate A ~ 1.6 and B --
4.8 (Tennekes and Lumley, 1973). These relationships enable determination of 
the surface stress, provided the value of the roughness length scale is known. 
Table 3.2.1 derived from StuU (1988) and Garratt (1992), Hsts values for ZQ for 
typical surface conditions in the ABL, shown graphically in Figure 3.2.3. For the 
marine ABL, ZQ is a function of the surface wave field, but when the wave field 
is in equilibrium with the wind, ZQ ~ u* /̂g (see Chapter 4). 

The thickness of the neutral ABL, 6 ~ u*/f. There is considerable 
disagreement as to the value of the proportionality constant. Values range from 
0.2 to 0.6, depending on how the outer edge of the boundary layer is defined [see 
Table 3.2.2 from Garratt (1992)]. It is, however, attractive to consider this 
constant to be the von Karman constant so that 

6 = K- (3.2.15) 

U-U g 

Figure 3.2.1. The Ekman spiral in the ABL. The shear stress at the ground is to the left of the 
geostrophic wind aloft in the northern hemisphere. 
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Figure 3.2.2. The Ekman spiral in the ocean. The surface current is to the right of the wind stress in 
the northern hemisphere. 

TABLE 3.2.1 
Values of Aerodynamic Roughness Length and Zero-Plane Displacement for a Range of 

Natural Surfaces (from Stull, 1988; Garratt, 1992) 

Surface 

Soils 

Grass 
Thick 
Thin 
Sparse 

Crops 
Wheat stubbie 
Wheat 

Com 
Beans 
Vines 

Vegetation 

Woodland 
Trees 
Savannah 

Forests 
Pine 
Pine 

Coniferous 
Tropical 
Tropical 

''Flow parallel to 
^Flow normal to 

Reference 

Sutton (1953) 
Sutton (1953) 
Clarke e^fl/. (1971) 
Deacon (1953) 

Izumi(1971) 
Garratt (1977b) 

Kung(1961) 
Thom(1971) 
Hicks (1973) 

Fichtl and McVehil (1970) 

Fichtl and McVehil (1970) 
Garratt (1980) 

Hicks ê  a/. (1975) 
Thorn etal. (1915) 

Jarvise^a/.(1976) 
Thomson and Pinker (1975) 
Shuttleworth (1989) 

rows. 
rows. 

h,(m) 

0.1 
0.5 
0.025 
0.015 
0.45 
0.65 

0.18 
0.25 
0.4 
1.0 
0.8 
1.18 
0.9 
1.4 
1-2 

10-15 
8 
9.5 

12.4 
13.3 
15.8 
10.4^ -̂27.5 
32 
35 

Zo(m) 

0.001-0.01 

0.023 
0.05 
0.0012 
0.002 
0.018 
0.039 

0.025 
0.005 
0.015 
0.05 
0.064 
0.077 
0.023̂ * 
0.12^ 
0.2 

0.4 
0.4 
0.9 

0.32 
0.55 
0.92 
0.28-3.9 
4.8 
2.2 

d/h. 

0.6 
0.75 

0.61-0.92 

0.85 

^Range in h^. for 11 sites; the mean ZQ/ZIC is 0.076 and the mean d/h^ is 0.78. 
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-Fairly level wooded 
country. 

— S. Africa average 
— N. America average 
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Figure 3.2.3. Aerodynamic roughness lengths for typical terrain types (adapted from StuU, 1988; 

from Garratt 1977, Hicks et al. 1975, Kondo and Yamazawa 1986, Nappo 1977, Smedman-

Hogstrom and Hogstrom 1978, and Thompson 1978, with kind permission from Kluwer Academic 

PubHshers). 
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TABLE 3.2.2 
Values of the Proportionality Constant for Determining Thickness of the Neutral ABL 

(from Garratt, 1992)" 

Reference 

Csanady(1967) 

Blackadar and Tennekes (1968) 
Hanna(1969) 

Clarke (1970) 

Plate (1971) 
Wyngaard(1973) 
Tennekes (1973) 
Clarke and Hess (1973) 

Deardorff(1974) 

Zilitinkevich and Monin (1974) 

ZUitinkevich and Deardorff (1974) 
Yanmada(1976) 
Brutsaert (1982) 

Panofsky and Button (1984) 

c 

0.25 
0.2 

0.2 

0.185 
0.25 
0.3 
0.3 

0.33 

0.4 

0.3 
0.3 
0.15 
to 0.3 
«0.2 

Comments 

Introduces a scaling depth ( a u*/f) 
but gives no value for c 

Quote, but do not derive 
Quotes three references that utihze 

numerical simulations 
Evaluates from observations, and 

interpolation to neutral ABL 
Analytical derivation 
Quotes, but does not derive 
Quotes, but does not derive 
Based on an Ekman spiral assumption 

and observations 
Neutral limit, from an ABL growth 

formula 
Thickness of neutral Ekman layer, 

with c = k 
Quote, but do not derive 
Quotes, but does not derive 
Quotes a typical range 

Quote, but do not derive 

References can be found in these volumes. 

Note that neither the constant stress assumption nor the constant flux layer (as 
is traditional) was invoked to derive the logarithmic law of the wall close to the 
boundary. From the governing equations, it is easy to show that 

- U 1 U 3 = U * 
]B£z 

K U* 

(3.2.16) 

2 f z 1 
U2U3 = U * 

U* K 

1 f z . . 
In — + A-1 

u* 
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In nonrotating boundary layers, logarithmic law of the wall is valid for about 
10% of the boundary layer thickness. Applied to the rotating PBL, this implies 
that the log layer thickness is 0.04 u*/f, and therefore, the stress in the Xi 
direction has decreased by - 4 0 % and turned by about 30°. The constant stress 
layer is usually taken to be the thickness over which the stress has decreased by 
less than 10% and the turning angle is less than 10°. Thus, the validity of the 
logarithmic law of the wall extends well beyond the constant stress region. 

A similar matching procedure is valid for any scalar such as temperature, 
humidity, or gas concentration and leads to 

F* K ZQ 

F-F Pr 7 
~ - ' l n | + C' (3.2.17) 

R K 8 

F» K 
I n ^ - C 

fzo 

where FR is the reference value. This value is not the same as the surface value 
Fs, since there exists a molecular sublayer at the surface, across which scalar 
transfer takes place. Unlike momentum, which can be transferred across the 
boundary by pressure forces acting on roughness elements, scalar transfer across 
the surface can only take place through the action of molecular diffusion. This 
leads to a substantial change in the scalar value across the molecular sublayer 
and it is the value at the edge of the sublayer that is the reference value. In 
practice, it is possible to define a scalar roughness scale ZQF that is different from 
the momentum roughness scale ZQ, SO that in the wall layer 

^ = : ^ l n ^ (3.2.18) 
F* K ZQP 

ZoF depends, of course, on the thickness and the change across the molecular 
sublayer (see Chapter 4). 

When stratification effects are important, the problem is complicated by the 
appearance of another length scale in the problem, the Monin-Obukhoff length 
scale (Monin and Obukhoff, 1954). A similar matching procedure can be 
conducted, but the profiles are no longer simply logarithmic. The above 
constants A, B, and C in the geostrophic drag laws now become functions of the 
ratio of the boundary layer thickness to the Monin-Obukhoff length scale or 
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u*/fL. The parameter 

|Li = 
KU* 

fir 

299 

(3.2.19) 

is known as the Monin-Kazanski parameter and the functional forms for A (|Li), 

B (|i), and C ( |LL ) are known from observations (see, for example, Yardanov, 

1976). These are reproduced in Figure 3.2.4. However, the scatter in the data is 
quite large and this raises some doubt as to whether the Monin-Kazanski 
parameter (Kazanski and Monin, 1960), which is simply the ratio of the Ekman 
scale to the Monin-Obukhoff scale, characterizes the stratified boundary layer, 
since the Ekman scale is most often irrelevant under stratification conditions. 
The unstably stratified ABL is invariably capped by an inversion that defines the 
mixed layer height h, which is the more relevant length scale in this situation, 
since the Ekman scale becomes irrelevant in the limit of free convection. Ob-
servations show that various parameters in the CABL indeed scale with its 
height. For stably stratified flows also, such as in the NABL, the Ekman scale is 
not as relevant as the height of the boundary layer itself. In both cases, the BL 
height h is the relevant scale and therefore the Monin-Kazanski parameter 
should be defined as h/L. 

Î  = - (3.2.20) 

When this is done, Yamada (1976) has shown (see Figure 3.2.5 that the data on 
A, B, and C collapse quite well. These can be approximated by 

-1/3 

A(^) = 10.0 - 8.145(1 - 0.008376|Li)"^^^ 

B(^) = 3.020(1-3.290|Li)-^^^ 

C(|Li) = 12.0-8.355(l-0.03106|i) 

A(|i) = 1.855-0.380|X 

B(|i) = 3.020+ 0.300^i 

C(|i) = 3.665 -0.829|Li (0 < |i < 18) 

(0<|Li<35) 

A(|Li) = -2.940(|a-19.940) 1/2 

(^l<o) 

B(|X) = 2.850(^-12.470) 1/2 

C(^) =-4.320(^-11.210) 1/2 

(^>35) 

(^>18) 

(3.2.21) 
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Figure 3.2.4. Stratification similarity functions A and B as functions of the Monin-Kazanski 
stratification parameter based on the Ekman scale (from Yardanov, 1976). 

There are other formulations as well, but Yamada's are the most frequently used. 
These relations depend on being able to define the boundary layer height 
correctly. For unstably stratified ABL, this is not a problem, since the well-
defined base of the inversion defines the turbulent boundary layer. For a stably 
stratified ABL, such as the NABL or polar ABL, the turbulent layer may or may 
not coincide with the inversion (see Chapter 3.5 on the NABL), and using the 
inversion height, even if one is able to define it properly, overestimates h. 
Andreas (1996) suggests that it is best to define h as the height of the core of the 
jet found near the top of the ABL. G/u* and the turning angle a are given by 
(Andreas, 1996) 

r̂  1 r 2 "11/2 

— = - [ln(h/zo)-A(^i)] +Biiif\ 
(3.2.22 

-B(H) 
tana = ln(h/zo)-A(^) 
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0 600 -600 0 600 -600 0 600 
Zj/L Zj/L Zj/L 

Figure 3.2.5. Stratification similarity functions A, B, and C as functions of the Monin-Kazanski 
stratification parameter based on the PBL thickness (from Yamada, 1976). Dashed-dotted Unes 
denote extremes of observations. 

Since the turning angle is proportional to B, which is small in the CABL, it is 
clear that there is not much turning in the CABL, but turning is large in the 
NABL. However, the ever-present horizontal gradients of density lead to vertical 
shear in the geostrophic winds called thermal wind, whose presence makes it 
difficult to see a well-defined Ekman spiral in the atmosphere. Sorbjan (1989) 
suggests ways to incorporate thermal wind into the Ekman solutions. 

A note on the von Karman constant that is ubiquitous in the boundary layer 
relationships: This constant is named, of course, after von Karman, who 
discovered the logarithmic law of the wall in laboratory turbulent boundary 
layers. Engineers have always used a value of 0.41 for this constant (Schhchting, 
1977; Hinze, 1975), even though the Reynolds numbers in laboratory flows are 
much smaller than those in geophysical flows. Yet, when Businger et aL (1971) 
made their famous Kansas measurements, they suggested 0.35 as the best value. 
This led to a raging controversy about whether this constant is really a constant. 
Some even suggested it should be a function of parameters such as the Reynolds 
number in the laboratory (Tennekes, 1968) and the roughness Rossby number in 
the atmosphere (Tennekes, 1973). However carefiil reanalysis of all available 
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surface layer measurements (Hogstrom, 1996) and new observations have led to 
the conclusion that this constant is indeed a constant equal to 0.40+0.01 (Zhang 
et al, 1988; see also Hogstrom, 1988). Thus the two so-called constants in 
turbulence theory, the von Karman constant and the Kolmogoroff constant, 
appear to be true universal constants (in the asymptotic limit of large Reynolds 
numbers), even though this still comes under attack occasionally. 

3.3 SURFACE LAYER (MONIN-OBUKHOFF 
SIMILARITY THEORY) 

As we saw in Section 3.2, there exists a region (usually a few tens of meters 
thick) near the ground but sufficiently far from the roughness elements on the 
ground, where the outer and inner scaling laws can be matched to obtain 
universal shapes for the profiles of various quantities. For neutral stratification, 
this yields the famous von Karman logarithmic law of the wall. When the 
atmosphere is stratified, as is invariably the case (even the marine ABL, often 
close to neutral stratification, is seldom neutrally stratified), the profiles depart 
significantly from logarithmic behavior, but still exhibit similarity. Similarity 
laws in the surface layer of the ABL were proposed by Monin and Obukhoff, and 
are known as Monin-Obukhoff similarity relationships, or often, simply 
Obukhoff similarity laws, since Obukhoff derived them first. These laws are one 
of the finest achievements in ABL turbulence and enormous effort has been 
directed toward determining the exact form of these functional relationships, as 
described below. 

Monin-Obukhoff similarity laws can be derived quite simply by dimensional 
analysis. Assume the conditions in the ABL are nearly steady. If 3F/3z denotes 
the gradient of any property F at a point z in the surface layer that is far away 
from the roughness elements and from the edge of the boundary layer (ZQ » z 
» 5), then this gradient should be independent of both ZQ and 5 , and be a 
function of only z. We can postulate such relationships for only the gradients 
since the properties themselves can be referenced to any arbitrary reference 
value (for example, velocity can be referenced to any arbitrary frame of 
reference; the requirement of Galilean invariance to arbitrary translation is 
satisfied by its gradient, but not the velocity itself). 

In the surface layer, the scale of variations in the vertical direction is much 
smaller than the scale of variations in the horizontal direction and it is therefore 
reasonable to assume conditions of horizontal homogeneity. Under these 
conditions, the momentum, scalar, and other fluxes through the surface layer are 
roughly constant with height (or independent of z) and are the internal 
parameters that govern the flow and its properties in the layer. This is the reason 
that the surface layer is often called the constant flux layer. These internal flux 
parameters can be expressed as kinematic quantities: for example, the friction 
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velocity at the surface u* characterizing the momentum flux (T = pu*), the 

kinematic heat flux (QH = H/pCp), and the kinematic flux of any other scalar 

property, such as water vapor or gas concentrations. The dynamics of the surface 
layer are influenced by stratification effects, which can be characterized by the 
buoyancy flux through the layer which is equal to the buoyancy flux at the 
surface Qb (wb), and therefore the gradient of any property in the surface layer 
should obey 

d F/ d z ~ f ( z, u*, QF, Qb) (3.3.1) 

where Qp is the kinematic flux of that property in the surface layer. Remember 
that the flux divergences are assumed to be zero (or nearly so) for all properties, 
and therefore flux gradients do not enter into this relationship. Equation (3.3.1) 
can be rewritten in nondimensional form as 

Kz 3F ^ f z^ 

F* dz 
f^]=<t>F(;) (3.3.2) 

where 

F* =Qp/u* = - w f / u * (3.3.3) 

is the friction value of the property (the ratio of its kinematic flux to the friction 
velocity, for example, friction temperature 0* = QH/ U*), and 

u*̂  
L = — ^ (3.3.4) 

KQb 

is the Monin-Obukhoff (or simply Obukhoff) length scale that characterizes the 
effects of stratification. 

!^-^ (3.3.5) 

is the celebrated Monin-Obukhoff similarity variable. It is traditional to retain 
the von Karman constant K in these relationships, although it is not necessary to 
do so. Equation (3.3.2) is referred to as the Monin-Obukhoff (M-0) similarity 
law for the constant flux or the surface layer. It is one shining example of the 
success of scaling arguments in their application to complex turbulent flows in 
nature, and has turned out to be extremely useful for many practical applications 
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(see Chapter 4). Enormous effort has been expended in determining the precise 
form of the M-0 similarity functions empirically (for example, Businger et al, 
1971) and analytically (for example, Mellor, 1973; Kantha and Clayson, 1994) 
and as a result, the functional forms are reasonably well known and of 
considerable utility. 

Note that for both the marine and continental (unless it is dry) ABL, water 
vapor flux in the surface layer influences the buoyancy flux and cannot be 
ignored. Qb can be written as 

where the subscript v denotes virtual quantities (for example, Ty is the absolute 
virtual temperature), 

T, =T(l+0.61q) 
(3.3.7) 

w0y = w e ( l + 0.61q) + 0.61Twq 

where q is the specific humidity and - wq is the humidity (moisture) flux. The 

Monin-Obukhoff scale can then be written as 

^ _ U.X ^ u;T(l + 0.61q) ^^^^^ 

Kgê * Kg[0*(l + O.61q) + O.61Tq*] 

The ratio of the sensible heat flux to the latent heat flux. 

Cpwe 
B, = ̂ = . (3.3.9) 

Lwq 

is called the Bowen ratio (Cp/L is called the psychrometric constant). 
TKE balance is the most important aspect of any turbulent flow, and this is 

true for the ABL and the surface layer as well. Turbulence is most often close to 
local equilibrium so that the production (and destruction) closely balances 
dissipation. The ratio of buoyancy production (destruction) to shear production 
of TKE, the flux Richardson number Rif, is an important parameter 
characterizing buoyancy effects and is related to the gradient Richardson 
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number Rig, 

R: _ _ _ _ _ Z V ^H p-

-uw——vw —— ^ 
dz az 

Ri. = 

_g_3Tv 
Ty 3z 

(3.3.10) 

dz [ dz 

where KM and KH are turbulent mixing coefficients (eddy diffusivities) for 
momentum and heat. The shear production term in the denominator of the first 
equation in Eq. (3.3.10) is always positive-definite. For an unstable ABL and 

surface layer (3T^/3z<0,w9>0,wb >0) , the buoyancy production term is 

also positive, so that both shear and buoyancy generate turbulence, and both Rif 
and Rig are negative. For a stable ABL and surface layer 

( 3T^ / 3Z > 0, WG < 0, wb < 0), the buoyancy term is negative and hence tends to 
suppress turbulence by destroying TKE, and both Rif and Rig are positive. The 
ratio KH/KM is the turbulent Prandtl number Prt, believed to be a universal 
constant for neutral stratification (at least in an asymptotic sense) with a value of 
about 0.86-0.95 (Hogstrom, 1996). Note that in the surface layer, the convention 
is to align the coordinate in the direction of the mean flow and therefore V = 0. 

In the surface or the constant flux layer, all flow variables suitably 
normalized must be universal functions of the Monin-Obukhoff similarity 
variable ^. Thus the velocity, temperature, humidity, and gas concentration 
profiles can be written as 

Kz au . . 

- (3.3.11) 

q* dz 

c* dz 

Observations confirm this. Figure 3.3.1 shows observations on the variation of 
the mean momentum and scalar profiles in the surface layer. This applies to 
turbulence quantities as well. For second-moment quantities. 
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Figure 3.3.1. Monin-Obukhoff similarity functions as functions of Monin-Obukhoff similarity 

variable ^ for momentum (top left from Zeller 1992), wind shear (top right from Zhang et ah 

1988), and TKE production (bottom, from Frenzen and Vogel, 1992). 

<l'v=v'/U?=^v(Q 

<t>w-^/u*=<l)w(C) 
2 2 2 

u +v +w fK - " 
2u: 

<t>9-e'/e*=<l>e(C) 

(t)q=?/q2=<|)q(g 

(j),=c2/c*2=^,(C) 

= <|)K(0 (3.3.12) 
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In particular, the TKE equation can be written as 

307 

<t>M-C-<l>e-^t =0 (3.3.13) 

The first term is the normalized shear production, the second term the 
normalized buoyancy production, and the third term the normalized dissipation 
rate: 

(|)£ = K Z 8 / U * (3.3.14) 

The last term is the flux divergence term. Normally, this term is small in the 
surface layer, where the turbulence is close to local equilibrium, meaning that the 
production and dissipation terms balance approximately. However, (|)j has been 
observed to be nonzero in some recent observations (Vogel and Frenzen, 1993). 
([){ and (|)e are also universal functions of C,. Thus 

u* 
(3.3.15) 

^T 0.1 [• 

-1.0 -0.5 0.0 0.5 -1.0 -0.5 0.0 0.5 1.0 

Figure 3.3.2. Monin-Obukhoff similarity functions ([){ , ())£ as functions of the Monin-Obukhoff 

similarity variable ^ . 
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Figure 3.3.2 shows the observed variation of (^^ and (^^. Similarly the flux and 

gradient Richardson numbers and Prt should also be universal functions of ^: 

R i , = C ^ = Ri,(C) 
<t)M 

R i f = | ^ R i , = ^ R i , = - ^ = Rif ( g (3.3.16) 
K M <1>H <t>M 

Similarity scaling applies to curvatures of the mean profiles as well, 

_-z(8^U/9z^) ^ 9 ^ M ( g ] ^ .„ . 

' ' - - (3U/3Z) - ' - . ^ M ( g 9C "^^^ 
(3.3.17) 

where F stands for any scalar. These are called Deacon numbers. 
The M-0 length scale L is positive for stably stratified flows and negative for 

unstable stratification so that ^ > 0 for stable stratification and ^ < 0 for unstable 
stratification. ^ = 0 for neutrally stratified flows. L denotes the height at which 
the buoyancy production of TKE is of the same magnitude as the shear 
production of TKE. For z > L, the buoyancy production (destruction) dominates, 
and for z < L, the shear production dominates. 

The neutral values of various similarity functions are of some interest: 

(|)M (0) = 1.0; (t)H (0) = 0.86 - 0.95 (0.90) 

(|)E (0) = 0.86-0.95 (0.90); ^Q (O) = 0.86 - 0.95 (0.90) 

(])„(0) = 3.7-6.6; (if^{0) = 2A-5.0; (|)„ (0) = 1.3-2.0 (3.3.18) 

(t)e(0) = 4.0;(^q(0) = 4.0;^,(0) = 4.0 

<| )K(0) = 3 . 7 - 6 . 8 ; (l)e(0) = 1.0; (|)t(0) = 0.08 
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The constant values for the similarity functions imply that the profiles for the 
mean quantities are all logarithmic, 

_U__J_ _^ 
U* K Zn 

F - F . _ P r , ^ ^ ^ 

(3.3.19) 

f* K Z, Of 

where F stands for any scalar and f* for its friction quantity; Zof is the scalar 
roughness scale. The utility of these relations lies in that by using measured 
profiles of mean quantities, the roughness scales can be determined empirically. 
For example, since by definition ZQ is the value of the height z above the surface 
at which U = 0, plotting U vs In z and extrapolating linearly in the surface layer 
toward the surface to find the intercept along the In z axis at which U = 0 gives 
ZQ. Since ZQ is usually a fraction of the actual height of roughness elements, 
measurements must be made much above the roughness heights (for the log law 
to be vahd). Theoretical determination of ZQ is virtually impossible because of 
the complicated dependence on the height, shape, and distribution of the 
roughness elements. 

It is difficult to derive the form of M-0 similarity functions over the entire 
range of ^ analytically. Instead, observational data are most often relied upon to 
characterize their variation with ^ for diabatic (nonneutral) conditions (see 
Figure 3.3.1). The most common form used for the unstable surface layer 
(Paulson, 1970) is 

^M(0 = (1-YIO 

^H(C) = Prt ' ( l-Y20' 

1/4 

-1/2 
-5<^<0 (3.3.20) 

and for the stable layer 

<t>M(Q=i+PiC 1 
c>o (3.3.21) 

The usual values for the constants are (see Table 3.3.1) 

y,=Y2~16, |3i=p2~5, Prf~0.86 (3.3.22) 
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TABLE 33.1 
Values of Surface-Layer Constants, where K IS the yon Karman Constant, P^ is the 

Neutral Turbulent Prandtl Number, and p and 7 Are Experimental Constants Appearing 
in the Expressions for the Monin-Obukhov Stability Functions ^^ and Og 

Obsewations 
WTO 
DH70 
B71 
G77 
W80 
DB82 
W82 
H85 
H88 
Z88 

Review 
D74 

k 

— 
0.41 
0.35 
0.41 
0.41 
0.40 
— 

0.40 
0.40 
0.40 

0.41 

^tN 

— 
1 

0.74 
— 
1 
1 
1 
1 

0.95 
— 

1 

Ti 

— 
16 
15 
— 

22 
28 
20.3 
— 

19 
— 

16 

72 

— 
— 
9 
— 

13 
14 
12.2 
— 

11.6 
— 

16 

jSlM 

5.2 
— 
4.7 
— 
6.9 
— 
— 
4 
6.0 
— 

5 

Pm 

S2 
— 
4.7 
— 
9.2 
— 
— 
— 
7.8 
— 

5 

Sources: W70, Webb (1970); DH70, Dyer and Hicks (1970); B71, Businger et al. (1971); G77, 
Garratt (1977); W80, Wieringa (1980); DB82, Dyer and Bradley (1982); W82, Webb (1982); 
H85, Hogstrom (1985); H88, Hogstrom (1988); Z88, Zhang et al. (1988); D74, Dyer (1974). 

Recently, in a review of surface layer characteristics, after careful examination 
of various observations, Hogstrom (1996) recommends Prt ~ 0.95, yi ~ 19, 
and Y2 ~ 11.6 for -^ < 2, and pi - 5.3 and p2 ~ 8.0 for 0 < ^ < 0.5. It appears 
that despite the enormous amount of effort put into characterizing the 
surface layer, there still exist uncertainties in flux profile relationships and 

constants. 
There are several interesting facts to note in these relationships. The slope of 

the functions ^^ and (^^ are not the same at ^ = 0 on the unstable and stable 
sides. This is not inconsistent with the differing nature of turbulence for 
convectively driven and buoyancy-stabilized cases. For the stable case, the linear 
dependence of the similarity functions leads to zero Deacon numbers and a log-
linear profile for the mean quantities: 

(3.3.23) 

f* K 

/ 

V ^Of 

- + P 2 — ~ 
Zn 

In — + p2 



3.3 Surface Layer (Monin-Obukhojf Similarity Theory) 311 

The profiles for unstable stratification are not consistent with the free 
convective scaling that should prevail in the asymptotic limit of ^ -^ -oo . In the 
free convection limit, u* is no longer the scaling parameter, and hence the 
velocity and temperature scales are the free convection scales, 

so that 

U*f = - - ^ w G . z 

xl/3 

= (wbzj 
vl/3 

0*f =-wev/u*f 

z ae~ 
0*f 3z 

^ = - a i ; a i ~ 0 . 7 

(3.3.24) 

(3.3.25) 

and therefore 

aa 
dz 

( \ 

T 

-1/3 
,-4/3 (3.3.26) 

J/3 , The -4/3 law relationships result from the classical Nu ~ Ra relationship for 
pure convection, which demands that the heat flux be independent of the layer 
depth asymptotically. In other words, the height z is the only relevant length 
scale. Observational evidence for this classical relationship has been fairly solid 
until recently, when experiments at very large Ra appear to indicate that there 
may be significant departures from the 1/3 law. This is thought to be due to the 
influence of local, persistent shear near the surface introduced by large 
convective eddies in the flow, even though the mean shear averaged over a long 
timescale is zero. Nevertheless, for free convective scaling to hold, M-O 
similarity functions must have the following asymptotic form: 

<^M(g-^K^''(c) 
-1/3 

0H(g^a,K^'^(g 
-1/3 

(3.3.27) 

This scaUng law for the free convection limit was also derived by Prandtl (1945). 
As far as is known, that was his only contribution to geophysical flow problems. 
Observational difficulties and uncertainties under free convective conditions and 
very low wind speeds do not enable us to verify the correct form for M-0 
functions in the free convective limit. Therefore, the forms suggested above 
(often called Businger-Dyer forms when the turbulence Prandtl number is put to 
unity) are to be regarded as essentially empirical approximations (Dyer, 1974; 



312 3 Atmospheric Boundary Layers 

Businger, 1988). These forms are also convenient in the sense that they allow 
simple analytical forms to be realized for integrals of M-0 functions, which are 
needed for obtaining the velocity and scalar profiles in the surface layer. For 
example, the velocity profile can be written as 

iL-1 
U* K 

I n — - V M ( C ) 
Zo 

• • ' • ( ? ) - 1*1 -2 tan 'x+— 

— PiC (^>0) 

(^<0) (3.3.28) 

where 

x=i/(i)M(g=(i-Yicy 

and the temperature profile is given by 

1/4 

0*v K 
I n ^ — \ | / H ( C ) 

ZQX 

V|rH(;) = 2 1 n ^ (C<0) 

=-u (^>o) 

(3.3.29) 

(3.3.30) 

where 

y=l/( l)H(g-(l-Y2Q' 
1/2 

(3.3.31) 

Table 3.3.1, from Garratt (1992), shows the values of the constants in the 
above equations from different sources. All other scalar profiles can be taken to 
be similar in form to the temperature profile. 

Note that the roughness scales for heat and other scalars are not the same as 
that for momentum ZQ. This is due to the fact that the momentum transfer across 
an aerodynamically rough surface occurs principally through form drag across 
roughness elements. Governing equations for mean velocities permit this 
because of the presence of pressure gradient terms in the momentum equations. 
However, because of the absence of similar terms in the heat and scalar 
conservation equations, heat and scalar transfer across rough surfaces has to be 
effected by molecular diffusion through embedded molecular sublayers. These 
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molecular layers are thin enough for the gradients to be large enough to drive the 
desired fluxes. This leads to the fact that the roughness scales for scalars are 
functions of molecular properties and often smaller than the momentum 
roughness scale by an order of magnitude or more. There is also a "jump" in 
properties across these molecular layers so that the reference value for the scalar 
in the logarithmic profile relationship would be different than the value at the 
surface if the same roughness scale as momentum were used. In fact, the ratio of 
the scalar roughness scale to the momentum roughness scale is a function of this 
jump: 

Ae ^ i n ^ (3.3.32) 
LQJ 

M-0 similarity functions appear in the expressions for the drag coefficient Co 
and the bulk heat (moisture) transfer coefficient CH (CE) (see Chapter 4): 

C D = K ^ 

^H,E = ^ 

In — - \ | / M ( 0 
L 0̂ J 

I n — - \ | / M ( Q 
zo J 

- 2 

Ir 1 

In—^ ¥ H , E ( 0 
L ZoT,OE J 

n-1 
(3.3.33) 

The ratio CDN/CHN of the bulk transfer coefficients for neutral stratification is a 
function of the roughness scales: 

^ = I n — 
-HN ^OT 

In- (3.3.34) 

Since ZQT < ZQ and CDN > CHN^ the momentum transfer is carried out more 
efficiently. This is simply due to the fact that form drag is an efficient 
mechanism for momentum transfer, but molecular diffusion of heat through a 
molecular sublayer is not. 

The forms for the similarity functions for stable stratification are 
controversial. The linear relationships also yield a constant gradient Richardson 
number in the limit of strong stability ( ^ ^ oo), a value of 0.20. Normally, 
turbulence is extinguished when Rig increases beyond about this value. The 
theoretical Miles-Howard stability condition (Miles, 1961, 1963; Howard, 1961) 
for an infinite inviscid stably stratified shear flow is Rig = 0.25, above which 
flow is stable and laminar. However, observations indicate turbulence existing 
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intermittently even when Rig is near unity. It is possible that hysteresis might be 
responsible for this discrepancy, with laminar flow becoming unstable only when 
Rig falls below 0.25, but turbulence not being extinguished until Rig attains much 
higher values (Andreas, 1996). Nonstationarity of the flow might also permit 
turbulence to exist at Richardson numbers much higher 0.25. The ratio of 
buoyancy frequency to turbulence frequency Nl/q also determines if turbulence 
can exist or not. Above a certain value for this parameter (~3), turbulence 
collapses (Hopfmger, 1987; Etling, 1993). In light of this, other expressions have 
been offered for stable conditions that have a higher (or no) critical Rig for 
strongly stable conditions. Lettau (1979), in Ught of his measurements at the 
South Pole, suggests 

(t,M(g=(i+4.5cr 
(3.3.35) 

which yield Deacon numbers of 1/4 and -1/2 for momentum and heat and a Rig 
that is linear in ^ and unbounded (Andreas, 1996). 

The turbulence is necessarily intermittent under strongly stable conditions 
with internal waves and turbulence alternating or coexisting, and it is still not 
clear which formulation is the most realistic. A further complication is that the 
gravitational forces see to it that the vertical dimensions of eddies are small and 
hence z may no longer be the relevant scale, leading to the so-called z-less 
scaling in the bulk of the ABL (see Chapter 3.5). 

Similarity theory also implies that any turbulence quantity normalized 
appropriately (by u*, 0*, q*, ...) must also be a function of C, (Figure 3.3.3). The 
vertical component of turbulence is observed to scale well according to M-O 
theory and is well represented by 

^ = 1.74(l-3Cf^^ (3.3.36) 
u* 

This behavior provides a proper asymptotic free convection limit, where the 
appropriate scales are given by Eqs. (3.3.23): 

\^3.24{-t^f" (3.3.37) 
u* 
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Figure 3.3.3. Turbulence intensities as functions of the similarity variable under unstable 
stratification, showing free convective scaling in the asymptotic limit (from Wyngaard et al. 1971). 

Temperature variance behaves similarly. The horizontal components of 
turbulence, however, do not follow the M-O surface layer scaling. Instead, they 
are also dependent on the depth of the ABL. The existence of large eddies in the 
ABL appears to influence the horizontal components even in the surface layer 
and invalidate the surface layer scaling. 

Kolmogoroff theory indicates that for locally isotropic turbulence, the spectra 
of various turbulence quantities in the inertial subrange should be functions of 
only the corresponding dissipation rate and the wavenumber. Thus from 
dimensional analysis, the one-dimensional longitudinal velocity spectrum should 
be 

nS^(n) = a^e^^\-^^^ a„ 

(27C) 
2/3 

^2/3^-2/3^2/3 (3.3.38) 

where e is the dissipation rates of TKE and Taylor's frozen turbulence 
hypothesis has been used to convert the frequency to the wavenumber k = 
27cn/U, where U is the mean velocity (Hogstrom, 1996; see also Kaimal and 
Finnigan, 1994; Serra et al, 1997). A similar reasoning yields the spectra for 
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scalars in the inertial subrange. For temperature and humidity, these are 

(3.3.39) 

' {2nf" 

where ê  and 8q are the corresponding dissipation rates of half the temperature 
and humidity variances, and a^ and aq are the corresponding Kolmogoroff 
constants. Based on data from Yaglom (1981) and others, Hogstrom (1996) 
concludes that oCu ~ 0.51±0.01 and a^ = aq = 0.80±0.01. Ou is related to the 
Karman constant (Kaimal and Finnigan, 1994) by OCUK"̂ ^̂  ~ 1, and if a value of 
0.4 is chosen for K, then oCu -- 0.55. Nondimensionalizing these expressions by 
the relevant frictional quantities and using the length scale z as the normalizing 
scale in the surface layer, the longitudinal velocity, temperature, and humidity 
frequency spectra in the surface layer become 

nSu(n) a ^^2/3 -̂2/3 

nS (n) a _^^^ ^_^i^ 
-V-= 7-̂ 7̂ ^ V 

q* {In) 

where 
Zn Z 8Z 8flZ CqZ 

U A u* u*0* u*q* 

Note that for isotropic turbulence, the vertical and lateral velocity spectra are 
related to the longitudinal spectrum by Sy = Sw = (4/3) Su, and all these 
nondimensional spectra must be functions of only ^ = z/L, where L is the 
Monin-Obukhoff length scale. See Kaimal and Finnigan (1994) for various 
spectra in the surface layer obtained from measurements over land surfaces in 
Kansas and a lucid discussion of their properties in stable and unstable 
conditions. Briefly, the peak of the spectrum corresponds to the most energetic 
eddy and is therefore of great interest. Going from stable to neutral conditions, 
the various spectra show a systematic shift of the peak of the spectrum to lower 
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and lower frequencies. The wavelength corresponding to the peak scales with ^, 
except at large values of ^ (>2) where z-less scaling prevails. Under unstable 
conditions, the depth of the CABL (Zi) becomes an important parameter, and the 
wavelength at the peak scales with Zi. The Monin-Obukhoff scaling breaks down 
for u and v spectra in unstable conditions. For the w spectrum, the wavelength at 
the peak stops scaling with ^, scaling with z instead with a constant of 
proportionality of (0.17)~\ This is the so-called free convective limit, where the 
Monin-Obukhoff length scale loses its significance. Note that the expressions in 
Eq. (3.3.40) differ from that in Kaimal and Finnigan (1994) in that the von 
Karman constant does not multiply z in Eq. (3.3.41). 

Figure 3.3.4, from Serra et al (1997), compares the various spectra measured 
over the ocean during recent field campaigns in the tropical Pacific COARE and 
CEPEX studies with those obtained from the Kansas experiment. We present this 
only to show that systematic differences exist between spectra in the surface 
layer measured over land and over humid cloudy conditions over the tropical 
oceans. Serra et al (1997) point out that even in stable and near-stable 
conditions, the presence of clouds and the associated circulations within tend to 
bring cool dry air down, forcing warm moist air up. While free convective 
conditions are dominated by small scale processes, large scale processes 
originating above the surface layer affect forced convective conditions. Serra et 
al (1997) find the free convective limit corresponding to n ~ 0.17 in their w 
spectra, in agreement with Kansas data. 

In the inertial subrange, in the absence of significant buoyancy effects, the 
cospectra of turbulence quantities must also depend only on the wavenumber, the 
dissipation rate, and the local vertical gradient of the mean property. This means 
that when suitably normalized, the cospectra must be functions of only the 
normalized frequency and ^. For example, the uw, w0, and wq cospectra can be 
written as 

u* 
(3.3.42) 

u*B* u*q* 

Kaimal and Finnigan (1994) present the uw and wG cospectra from land surface 
measurements. The behavior is similar to that of the spectra. The cospectra also 
show a systematic dependence of the location of the spectral peak with ^ in 
stable conditions. Also, under unstable conditions the cospectra cluster around 
that for the neutral value. Figure 3.3.5, from Serra et al (1997), compares the 
uw, w9, and wq cospectra with those obtained in Kansas under neutral 
conditions. The higher frequency of the cospectral peaks is due to the dominance 
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Figure 3.3.4. Nonnalized logarithmic spectra of (a) along-wind velocity, (b) cross-wind velocity, 
(c) vertical velocity, (d) potential temperature, and (e) specific humidity (from Serra et ai, 1997). 

of the vertical velocity variance over the horizontal one in transporting 
momentum and scalars in the surface layer over the tropical oceans. 

Structure function parameter Ĉ ^ (Wyngaard et aU 1971; Kaimal and 
Finnigan, 1994) of temperature G defined as 

Cer^^^=[e(x + r)-0(x)] (3.3.43) 
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is of importance in wave propagation through a turbulent medium (the structure 
parameter for refractive index fluctuations important to remote sensing using 
electromagnetic and acoustic waves is closely related). It is related to the one-
dimensional wavenumber spectrum of temperature and dissipation rate of half 
the temperature variance by 

Cl-4k,'^\(k,)-4a,e,e-'^' (3.3.44) 
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Similar structure function parameters can be defined for other variables such 
as humidity and velocity components and obey similar relationships. Structure 
function parameters of all variables including the velocity must obey M-0 
similarity laws in the surface layer. For example, 

cl = eh-'%iQ (3.3.45) 
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The spectra of various properties obey M-0 similarity quite well as indicated 
by the plots in Figure 3.3.6 although scatter is large. 

Normalized equations for TKE, half the temperature, and humidity variances 
in the surface layer are (invoking steady state and horizontal homogeneity) 

*T(C) + <t>p(C) = ^M(O-C-0e(C) 

0Te(Q = ^H(Q-*ee(Q (3.3.46) 

^T<,(g-(t>E(g-<^e,(c) 

where (^j denotes the corresponding normalized turbulent transport, and (^^ the 
corresponding normalized dissipation rates. (|)p is the pressure transport term that 
appears only in the TKE budget: 

KZ d r T^ 2 2 \1 X KZ d ( \ . KZ8 

*™=T^|-R)^^^e=^ (3-3.47) 

KZ 3 / 2\ . KZ£q 
0. 

\ / ^ u*q* 2u*q* dz\ I "" u*q= 

These equations form the basis of the inertial dissipation method for 
computing the fluxes of various properties in the surface layer (see Chapter 2). 
For neutral conditions, it is normal to assume local equilibrium and ignore all the 
transport terms, although there are indications (Hogstrom, 1996, among others) 
that the terms on the LHS of the first equation in Eq. (3.3.46), the TKE budget, 
are nonzero. For unstable conditions, the pressure transport and turbulent 
transport terms are roughly equal in magnitude and opposite in sign and are 
important not only in the surface layer but in the bulk of the CABL as well. For 
stable conditions, these terms may be approximately zero. Note that we have 
throughout here used budgets and spectra involving half the variances of scalar 
properties. This is not always the case in Hterature, and often budgets for 
variances are used. This has led to considerable confusion about various 
constants in the spectral and budget relationships. 

A few comments with respect to the applicability of M-0 similarity to the 
ABL and OML with mobile surface elements are in order. Sand grains are set in 
motion by wind above a certain threshold wind stress, and the motion takes the 
form of creep as well as saltation. Creeping motion consists of sand grains 
rolling along the surface, while during saltation, the impact of another sand 
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particle launches a sand grain into the air and when it falls back, it sets off 
another in motion. Clearly, saltation involves momentum flux to the ground, but 
the mechanism is different. However, as long as the effective shear stress is used, 
M-0 similarity should still hold. 

The application of M-0 similarity to the OML is not so unambiguous because 
of the influence of surface waves, the high wavenumber end of their spectrum 
contributing to the roughness of the sea surface and hence determining the shear 
stress. Nevertheless, away from the wave-influenced upper layers, M-0 scaling 
is approximately valid. One potential modification is during strong rainstorms. 
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when the added momentum and buoyancy fluxes due to rain must be considered 
(see Section 4.1) in defining the M-0 length scale. 

Another aspect worthy of note is the behavior of the drag coefficient over ice-
covered surfaces in polar seas. Overland (1985) reviews observations of the drag 
coefficients over sea ice (see also Overland and Davidson, 1992). He showed 
that the drag coefficients are smaller over smooth interior pack ice compared to 
those over rafted marginal sea ice. Invariably the surfaces of pack ice are 
covered by snow that drifts and is blown around by winds above 6-8 m s~\ The 
roughness felt by the ABL depends very much on whether the snow drifts 
(sastrugis) are piled up parallel or perpendicular to the mean wind (with the 
latter leading to an increased, and the former a decreased, value for CD), the 
angle the wind makes to the sastrugis being an important factor (Andreas, 1996). 
Andreas (1987b) reviews observations on the values of the heat transfer 
coefficient over snow-covered ice surfaces, and Andreas (1996) comments on 
the large scatter in the observations and suggests empirical relationships, based 
on surface-renewal theory (see Chapter 4), for ZQT.OE as functions of the 
roughness Reynolds number u*Zo/v. According to his model, CHNIO increases with 
CDNIO for a given wind speed, but decreases with increasing wind speed. The 
observational data are, however, too scattered to verify this behavior. 

3.4 CONVECTIVE ATMOSPHERIC BOUNDARY 
LAYER (CABL) 

The convective ABL can be defined as the ABL dominated by heating near 
the ground. This does not mean that the mixing effects due to the mean shear of 
the geostrophic winds are negligible. It just means that convective mixing 
dominates over the bulk of the ABL and determines its characteristics. The 
CABL over land is the most extensively studied, both observationally and 
numerically. Its salient characteristics are now quite well known. We will 
consider only the cloud-free ABL for simplicity and defer discussion of cloud-
topped ABL (CTBL) and marine ABL (MABL). In the absence of liquid water 
and clouds that add additional complexity to the thermodynamics and dynamics 
of the ABL, it is adequate to make use of the virtual potential temperature to take 
into account the water vapor effects on the dynamics and thermodynamics. With 
this modification, the dynamics are essentially similar to that of a dry ABL. 

The most sahent characteristic of the CABL in midlatitudes is its strong 
diurnal evolution. Figure 3.4.1 shows the evolution of the ABL over a typical 
day. At sunrise, the shallow shear-driven nocturnal ABL (NABL) that formed 
around the previous sunset and developed over the previous night (Figure 3.4.2) 
sets the stage for the evolution of the CABL. We will discuss the NABL in detail 
later, but suffice it to say that radiative cooling of the atmospheric column during 
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Figure 3.4.1. The diurnal evolution of the ABL. Conditions are shown for a typical ABL over land 
(from Wyngaard, 1992). 

z(m) 

o u u 

500 

400 

300 

200 

100 

: 

'-

1—1 L 

1 1 1 

h — 
• • Jf^ 

1 1 1 

t i 1 

1 1 1 

h j -

K— 

^^^mml^^^m^ 

1 T—T— 

• J 

• / 

^^^m^mmJLmmm 

r-T—' 

K-

U L L 1 

—1—i^T 

hi-

h 
n 

fe^ 

I I I ! 

—f— 

wj 

^^^^^ 

1 1 

- • ^ 

^̂ ^̂  

—1—] 

. -1 

; H 

-j 

•1 

,^^^j 

10 15 

e(°c) 
20 25 

Figure 3.4.2. Temperature profiles in the clear-sky NABL from WANGARA and VOVES 
observations, showing the heights of inversion (hj), low-level wind maximum (hy), and NABL (h) 
(from Andre and Mahrt, 1982). 



3.4 Convective Atmospheric Boundary Layer (CABL) 325 

1000 

0 12 0 12 

Local Time (hours) 

Figure 3.4.3. Typical flux balance indicating the half-sinusoidal form of heating of the CABL from 
below (from Kustas et al. 1992). Data was collected over semiarid rangeland; several rain events 
occurred between the day shown on the left and the day shown on the right. 

the night (typically 0.1-0.2° C per hour on clear cloudless nights, although it can 
be as high as 2° C per hour near the ground) produces a typical nocturnal 
inversion with a nearly linear potential temperature and strong static stability in 
the 100 or 200 m near the ground (Figure 3.4.2). The exact conditions at sunrise 
are very much dependent on the evolution of the NABL during the previous 
night, including the intensity of cooling and the strength of the geostrophic winds 
aloft. The typical variation of the net heat flux at the ground during the day can 
be approximated by a half-sinusoid (Figure 3.4.3) for cloud-free conditions, with 
the heat flux increasing rapidly to a maximum around local noon and then 
diminishing to near-zero values around sunset (Figure 3.4.4). The peak value is 
typically 400 to 700 W m~̂ , depending on the season and intensity of solar 
insolation. The heat flux during the night is typically 50 to 100 W m~̂ , but 
negative, that is downward, from the atmosphere to the ground. The turbulent 
heat flux (sum of the sensible and latent fluxes) at the ground-air interface is the 
result of a complex thermodynamic balance involving shortwave (SW) and 
longwave (LW) radiation impinging on the ground, LW backradiation from the 
ground, and conduction into/from the ground surface (see Section 4.2). The 
situation is even more complex in the presence of vegetation due to 
evapotranspiration effects. 

For many practical purposes, it is possible to consider a local equiUbrium 
approximation in which the ground temperature adjusts instantaneously to effect 
a balance between the net incoming SW and LW solar radiation, the turbulent 
sensible and latent heat fluxes at the ground-air interface, and the heat flux into 
the ground. In many cases, the net heat flux to the ground averaged over a day is 



326 3 Atmospheric Boundary Layers 

2 

(D 
Q. 

E 

^ 
E 

U-

ouu 

600 

400 

200 

0 

-200 

-400 

-Rnn 

- • 1 

'-

'-

prnr^ 

: I L 

' 1 ' 1 ' J 

H 
/^"^Ssw 1 

1 . 1 . 1 

o. 280 ^ 
24 0 

800 

12 18 24 

600 t-

400 

200 

0 

-200 

-400 

-600 

-"—I—'—rr^—r 
SURFACE 

Local Time (hours) Local Time (hours) 
Figure 3.4.4. Diurnal cycle of net radiation, latent and sensible heat fluxes, and heat flux to the 
ground for clear skies for a semiarid rangeland (left, from Kustas et al, 1991) and over crops (right) 
(from Garratt, 1992). 

very nearly zero. The heating during the day is nearly balanced by cooling 
during the night. This is a reasonably good approximation when looking at 
diurnal evolution of the ABL over land. This does not mean that the ground does 
not store heat during summer and lose it over winter. There is definitely a 
modulation of below-ground temperatures, especially in the absence of 
vegetation, over the year, but compared to the OML, the heat storage capacity of 
land is small, and its influence on the ABL is consequently small, also. Over the 
global oceans, the OML manages to store considerable heat during spring-
sunmier and transfer it to the atmosphere during winter, thus limiting the 
temperature extremes in the ABL over the year. The lack of a similar moderating 
influence of the ground is responsible for the larger temperature extremes in the 
ABL over land in the interior of the continents. 

For purposes of discussing the evolution of the ABL, it is adequate to 
consider a half-sinu^i)id heat flux into the ABL during the day, and a nearly 
constant heat flux from ^ e ABL during the night. During early morning, heating 
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erodes the inversion developed during the night. Once the inversion is broken 
down, the depth of the CABL increases rapidly until mixing reaches the vicinity 
of the capping inversion around noon at typically a height of 1-2 km. The rate of 
increase of the CABL depth slows down dramatically at this point and in many 
cases, the depth does not increase much further during the afternoon. The CABL 
is in a quasi-steady state during most of the afternoon. The ABL temperature, on 
the other hand, continues to increase during the afternoon, reaching a maximum 
around mid-afternoon. The precise manner in which the CABL evolves during 
the day depends on the potential temperature profile in the atmospheric column 
at sunrise—especially the location and strength of the capping inversion. In some 
cases, such as over deserts during summer, strong heating can produce CABL 
depths of a few kilometers by mid-afternoon. 

Even before the sun sets and the heat flux at the ground reverses, the rapid 
decrease of heat flux into the ABL reduces convective production of turbulence, 
and the turbulence in the bulk of the ABL begins to decay. Given the fact that 
the eddy turnover timescale (h/w*) is typically 20-30 min near sunset, the decay 
of turbulence in the bulk of the ABL takes about an hour or so. But close to the 
ground, turbulence is often kept alive by shear generation due to prevailing 
geostrophic winds, and this continues into the night even in the presence of the 
stable stratification due to reversal of heat flux at the air-ground interface. 

Convective generation of turbulence dominates the CABL and the shear 
generation is generally unimportant except close to the ground. Similarly the 
radiative effects are small in the CABL and can be ignored for the most part 
during the day, whereas the LW radiative balance is quite central to the 
nocturnal evolution of the atmospheric column. Extensive observations and 
LES's (the CABL is ideally suited for LES's—see Chapter 1.11) have given us a 
very clear picture of mixing processes in the CABL. In general, the CABL can 
be divided into three parts: 

1. The layer near the ground composing perhaps 10% of the height of the 
CABL (0 < z/h < 0.1), where local free convection scaling (with the length scale 
determined by z, and the velocity and temperature scales are Uf and 6 f) applies 
(except in the surface layer). In this layer is embedded the surface layer, a few 
tens of meters deep, in which Monin-Obukhoff similarity scaling holds and all 
quantities except horizontal turbulence velocity components scale with z/L. 

2. The bulk of the ABL (0.1 < z/h < 1.0), where strong turbulent mixing 
driven by convective eddies and plumes prevails. Here the turbulence quantities 
scale with the depth of the CABL, h, and the convective velocity scale, w* (and 
temperature scale Qo/w*, where Qo is the kinematic heat flux at the ground), 
which is typically 1-2 m s~\ The velocity and temperature gradients are small in 
this layer and the Ekman turning in the bulk of the CABL is also small, with 
most of the turning taking place in the upper portions of the CABL. The heat 
flux decreases nearly linearly with height. For nonpenetrative convection, the 
heat flux should be zero at the top of the CABL. However, this is rarely the case. 
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requiring very strong, nearly impenetrable capping inversions. Normally, the 
value of heat flux becomes negative at the top of the CABL due to energetic 
entrainment by turbulent eddies, the ratio of the kinematic heat flux at the top 
(Qt) to the kinematic heat flux at the ground (Qo) being typically 0.05-0.3 (0.2 is 
a good approximation in most cases). It is the presence of this entrainment heat 
flux at the top that gives rise to the bottom-up/top-down mixing characteristics 
of the CABL. 

3. The inversion layer above the mean CABL top (1 < z/h < 1.1 to 1.5), where 
quantities are governed by the characteristics of the capping inversion and the 
stable region above. The size of this region depends very much on the prevailing 
static stability and the strength of convection in the CABL. The region is 
characterized by hummocks due to penetrating thermal plumes and internal 
waves generated by such quasi-periodic intrusions. In addition, there are Kelvin-
Helmholtz billows driven by shear instabilities due to large local vertical shear 
induced by motion in convective plumes. 

It is the properties in the bulk of the CABL that are of principal interest in 
many cases. Figures 3.4.5 and 3.4.6 show the turbulence velocity components 
and temperature variance from observations. The normalized spectra 
(normalized by mixed layer scales h and w*) are shown in Figure 3.4.7; a nice 
inertial subrange can be seen. 

Typical values for the CABL scales are h ~ 1000 m, HQ ~ 400 W m"^ Ht = 
-100 W m ^ w* -- 2 m s~\ T* - 0.2°C, and te ~ 500 s. Turbulence in the CABL is 
highly coherent and dominated by buoyant updrafts and downdrafts. Convective 
updrafts or plumes in the bulk of the CABL result from the merging of small 
thermals that originate in the superadiabatic layer near the ground. These are 
embedded in a slightly stable, surrounding air mass that includes air entrained 
into the mixed layer by the action of turbulent eddies at the top of the CABL. 
Descending air masses take the form of downdrafts surrounding ascending 
plumes, and the warm air from above the CABL is drawn and entrained into the 
CABL around hummocks created by the ascending plumes. The wispy 
downdrafts and columnar ascending plumes are clearly seen in radar and sodar 
records (Figure 3.4.8) and in laboratory experiments (Deardorff and Willis, 
1974; Kantha, 1980b). 

The horizontal structure of the CABL depends very much on the relative 
strength of the wind. LES's (Moeng and SuUivan, 1994) show that in very light 
winds, the structures are typical of free convection with irregular, polygon-
shaped, cell-like features and buoyant plumes at their edges (see Chapter 1.11). 
If these plumes reach the lifting condensation level, cumulus clouds form and 
display the cellular structure of the convective flow. However, linear features 
aligned roughly in the direction of the mean velocity characterize the flow at 
moderate to high wind speeds. These roll-vortices have also been observed in the 
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Figure 3.4.5. Normalized (a) vertical velocity variance, (b) temperature variance, and (c) horizontal 
velocity variances in CABL. (a) and (b) from Sorbjan 1991; (c) from Garratt, 1992, reprinted with 
the permission of Cambridge University Press. 

field and give rise to cloud streets at convergence zones of the rolls, aligned in 
the along-wind direction. 

The CABL grows by both encroachment (nonpenetrative convection) and by 
turbulent entrainment of quiescent air above the CABL. Turbulent entrainment 
requires expenditure of TKE. Energetic turbulent eddies created by convection 
convert some of their kinetic energy into potential energy in this manner and the 
rate of growth of the CABL (or any ML, for that matter) is intimately related to 
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Figure 3.4.6. Normalized (a) third moment of vertical velocity and (b) dissipation rate profiles in 
the CABL (from Sorbjan 1991). 

the energy balance at the buoyancy interface capping the CABL (see Chapter 
3.4). There is often a strong shear across the top of the CABL, as well, due to 
prevailing winds, and this is an additional source of TKE which is often ignored. 
In any case, the turbulent region grows by incorporating stable quiescent 
adjacent air masses into it and advancing into the quiescent region. The resulting 
entrainment heat and buoyancy fluxes at the top of the CABL are germane to the 
scaling as we will see below. They are also important to cloud formation and 
dissipation at the top of the CABL as we will see later. 

In the absence of entrainment fluxes at the top of CABL, that is, for 
nonpenetrative convection (encroachment), the only scaling possible is that due 
to the heat and buoyancy flux at the bottom of the CABL. The bottom-up mixing 
prevails, Qo is the governing parameter, and quantities in the CABL scale with 
w*, T*, and z/h. The presence of heat and buoyancy fluxes at the top of the 
CABL gives rise to top-down mixing with scaling determined by Qt, and the 
relevant distance scale is ( 1 - z/h). Observations have shown that in the vicinity 
of the ground, bottom-up scaling dominates even for penetrative convection and 
the conditions are not far different from the nonpenetrative convection situation. 
However, close to the top, top-down scaling must prevail. It is possible then to 
regard all quantities in the entire CABL to scale according to a linear 
superposition of nonpenetrative components scaled by bottom-up mixing scales 
and the residual penetrative components scaled by top-down mixing scales. Both 
observations and LES's show this is indeed a very good approximation. 
Following Sorbjan (1991), define then two sets of local distance, velocity, and 
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Figure 3.4.7. Nonnalized velocity spectra in the CABL plotted as functions of the normalized 
frequency f = nh/u. U-component spectrum (top), v-component spectrum (middle), and w-
component spectrum (bottom) (from Atmospheric Boundary Layers by J. C. Kaimal and J. J. 
Finnigan. Copyright 1994 Oxford University Press, Inc. Used by permission of Oxford University 
Press, Inc.). 

temperature scales in the CABL: z and 

Ubu = [pz^bu (z)] , T*bu = ^ b u (z)/Ubu (3.4.1) 

for the bottom-up component of mixing, and h-z and 

nl/3 
Utd = [p (h-z)wetd (z)] , T*td = wGtd (z)/Utd 

for the top-down component. Since the local heat flux is 

-w6(z) = - w0bu ( z ) - wGtd (z) 

(3.4.2) 

= Qc -rhf 
(3.4.3) 
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Figure 3.4.8. Spatial vanaDiiity ot tne C A B L trom lidar data during the FIFE n field experiment, 
showing the entrainment layer and the downdrafts as measred by the University of Wisconsin Lidar 
Group (figure provided by E. Eloranta). 
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where 

w* 
xl/3 (pQohf\ X=-Qo/ w* (3.4.5) 

R = Ht/Ho = Qt/Qo, the ratio of heat fluxes, and w* and T* are the usual free 
convection scales that hold for nonpenetrative convection. Now each turbulent 
quantity can be written as the sum of the nonpenetrative and residual penetrative 
components. For example, 

^ — ^bu + ^td ~ 1̂ '̂ *bu "•" 1̂ T*td (3.4.6) 

so that 

• = 2 
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1 - ^ 
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(3.4.7) 
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Figure 3.4.9. The TKE budget for the CABL from observations, showing the dissipation, buoyancy 
and shear production, and transport for both a shear-driven (left) and a convectively-driven CABL 
(from Moeng and SuUivan 1994). 

All other quantities can be expressed similarly: 

2 / x2 /3^ x2/3 
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(3.4.8) 

LES studies have given us insight into the turbulent mixing processes in the 
CABL. The CABL is ideally suited to LES and it has enabled aspects such as 
bottom-up/top-down mixing to be studied (Moeng and Wyngaard, 1989). LES 
has also enabled studies of aspects such as the relative importance of shear and 
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Figure 3.4.10. Comparison of wind tunnel data (circles) on (a) vertical kinematic heat flux and (b) 
the correlation coefficient between vertical velocity and temperature fluctuations with the results of 
atmosphere measurements (filled squares) from Caughey and Palmer (1979) (a) and from Sorbjan 
(1991) (b). The water tank simulations of Deardorff and WilUs (1985), asterisks, and LES results of 
Schmidt and Schumann (1989) line are also shown. Profiles of (c) horizontal and (d) vertical 
velocity variances in the simulated boundary layer (circles). Other symbols as previously (from 
Federovich et al, 1996). Vertical distribution of (e) the dimensionless temperature variance and (f) 
and (g) the third moment of the vertical velocity fluctuations from wind tunnel simulations (circles); 
other measurements as described before; and (h) the third moment of temperature fluctuations. 
Sumbols are as previously (from Federovich et al, 1996). 
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Figure 3.4.10. (Continued) 

convective mixing. Moeng and Sullivan (1994) have investigated the properties 
of shear-dominated and convection-dominated CABL using LES (see Section 
1.11 for a comparison). From these results it is easy to see that while the shear 
stress profile in the flow direction is linear in both cases, convection is more 
efficient at mixing the momentum than shear. Also the TKE budget shows that 
the shear production and dissipation nearly balance each other and the turbulent 
transport terms are small for the shear-dominated case. The transport terms are 
quite large for the convection-dominated CABL and shear production is 
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important only close to the ground. Figure 3.4.9 shows the TKE budget inferred 
from observations, which confirm this behavior for the principally convection-
dominated CABL. 

Most of our knowledge on convective processes comes from laboratory 
measurements of unsteady convection in a stationary convection tank (for 
example, Deardorff et al, 1969; Willis and Deardorff, 1974; Kantha, 1980a; 
Deardorff and Willis, 1985) and from measurements in the atmosphere (Clarke 
et al, 1971; Kaimal et al, 1976; Caughey and Palmer, 1979; Lenschow et al, 
1980). Measurements in the ocean are comparatively few (Anis and Moum, 
1992). LES studies are also mostly for the atmosphere (for example, Schmidt 
and Schumann, 1989). Recently, Federovich et al (1996) have performed 
experiments on steady convection with shear in a temperature-stratified wind 
tunnel at the University of Karlsruhe under conditions corresponding to weak 
capping inversion and weak stability above the inversion (Ri - 10, RIN ~ 20) and 
u*/w* -- 0.2-0.5. Figure 3.4.10 shows the profiles of various turbulence quantities 
from this experiment compared to earlier measurements. Shown also are LES 
results of Schmidt and Schumann (1989). This plot shows the difficulty of 
making these measurements whether in the laboratory or in the atmosphere or on 
a computer. The scatter is large, but the general trends are encouraging. 

More recent examples of ABL measurement campaigns are the Flatland 
Boundary Layer Experiments (FlaBLE) (Angevine et al, 1998) conducted over 
a very flat agricultural cropland region of Illinois, and the Montreal-96 
Experiment on Regional Mixing and Ozone (MERMOZ) (Mailhot et al, 1998). 
Both observations stress the importance of entrainment processes at the top in 
modeling the ABL and interpreting the dynamics and chemistry of the ABL. 
FlaBLE employed 915-MHz wind profilers able to also measure virtual 
temperature profiles. The profiler reflectivity highlights the refractive index 
fluctuations and therefore displays the ABL structure due to rising thermals and 
sinking downdrafts. Figure 3.4.11 shows the CABL evolution during the day. 
The bottom panel shows the net solar radiation, the latent heat flux, and the 
sensible heat flux (respectively from top to bottom) over the crops. The 
incoming solar radiation was seen to be partitioned more into latent heat flux 
than sensible heat flux. 

Comparisons of the MERMOZ observations of the ABL evolution with an 
ABL model (Benoit et al, 1997) show that while the inclusion of nonlocal 
mixing parameterization (for example, Troen and Mahrt, 1986) leads to sHght 
improvement in the vertical temperature and humidity profiles, the mixed layer 
deepening rate does not change significantly. Instead, the mixing length 
parameterization appears to be more crucial. 

Stably stratified ABL also occurs when warm air from a land mass passes 
over a cold sea. This situation is quite typical of large semienclosed seas in high 
latitudes surrounded by land masses (except during winter) and is therefore of 
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Figure 3.4.11. Case example during August 1996. Virtual potential temperature and water vapor 
mixing ratio from four soundings at the times shown are plotted in the upper panels. The middle 
panel shows the profiler reflectivity (arbitrary scale). The bottom panel shows the net solar radiation 
(upper line), the latent heat flux (middle Une), and sensible heat flux (bottom line) (from Angevine 
era/., 1998). 

considerable importance to the atmospheric forcing of these water bodies. In the 
Baltic Sea, a semienclosed sea surrounded by the European land mass and with 
the only outlet to the North Sea through the Denmark Strait, this situation occurs 
66% of the time on the average (Smedman et al, 1997). Observations during the 



338 3 Atmospheric Boundary Layers 

Baltic Sea Experiment (BALTEX) indicate that as the air mass passes over the 
sea, the turbulence in the ABL is extinguished and an internal layer begins to 
grow with distance from the coastline. The temperature in this layer tends 
asymptotically to the sea temperature from its initial land temperature value, and 
eventually a neutrally stratified mixed layer capped by a strong density interface 
at the top with a temperature change roughly equal to the difference between the 
land and sea temperature values forms (Smedman et al, 1997). Earlier work on 
this topic includes Csanady (1974), who studied a similar situation off Lake 
Ontario, Mulheam (1981), Garratt and Ryan (1989), Melas (1989), and 
Bergstrom and Smedman (1994). 

3.4 NOCTURNAL ATMOSPHERIC BOUNDARY 
LAYER (NABL) 

The nocturnal ABL over land is characterized by strong stable stratification. 
Since the heat flux is reversed at night and is from the air to the ground, it tends 
to suppress turbulence and the main source of turbulence in the NABL is the 
shear due to geostrophic winds aloft. In addition, stable stratification gives rise 
to internal wave motions which often break and give rise to intermittent 
turbulence. Generally, episodic wave motions appear to coexist with turbulence. 
The evolution of the NABL itself depends very much, therefore, on a variety of 
factors, including the strength of the winds aloft and the degree of radiative 
cooling in the layers near the ground. The flow in a stable boundary layer is quite 
sensitive to even small ground slopes (Mahrt, 1982). This and their generally 
nonstationary nature makes NABLs hard to study and model. Fortunately, stable 
boundary layers over ice in polar regions are excellent analogues and 
observations about polar ABLs can be brought to bear upon the problem 
(Andreas, 1996). NABLs are particularly important to the study of pollutant 
dispersal since their shallow depths and relatively lower mixing levels tend to 
trap any pollutants (and pollen) closer to the ground, leading to much higher 
ground level concentrations during the night. They are also important to 
forecasting nocturnal temperatures and any associated hazard such as low level 
fog. Excellent reviews of stably stratified ABLs can be found in Hunt et al. 
(1996) and Andreas (1996), the latter pertaining to polar regions (see also 
Derbyshire, 1994). Schumann (1996) compares DNS and LES models for 
stratified shear flows. 

Around sunset, turbulence in the bulk of the CABL begins to decay. Active 
turbulence is then confined to the vicinity of the ground, where shear generation 
prevails. The sudden cessation of turbulent mixing can often give rise to 
vigorous inertial oscillations in the residual layer above the NABL. As the night 
evolves, the air column cools, generally by 0.1-0.2°C hr"\ except near the 
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ground where the cooling rate can be as high as 1-2°C hr"̂  in the bottom few 
meters. LW radiative heat transfer, quite inconsequential to the daytime CABL, 
is central to the evolution of the NABL. The rapid decrease in temperature near 
the ground is associated with a negative heat flux near the ground of typically 
50-100 W m~^ and this begins to counteract shear mixing. In spite of the 
suppression of mixing by stable stratification, the NABL tends to evolve in 
height during the night. Generally, the timescale for evolution is a few hours and 
therefore the NABL is continuously evolving and seldom reaches a steady state 
(unlike the CABL, which reaches a quasi-steady state by mid-afternoon), except 
perhaps during long winter nights in polar regions. The NABL over the Arctic 
sea ice and over the Antarctic continent, although subject to variability due to 
changing wind conditions, is often in quasi-steady-state conditions. In addition, 
the intermittent nature of turbulence, the coexistence of wave motions with 
turbulence, the importance of LW radiation cooling, and the presence of surface 
inversion (and, often, a strong nocturnal jet) all combine to make the NABL 
much more complex than the CABL and harder to observe and model. The only 
"advantage" is that it is quite shallow, 100 or 200 m in depth, and is therefore 
more easily amenable to observations from meteorological towers and 
soundings. 

Even the depth of the NABL is difficult to define. LW cooling leads often to 
a surface inversion (see Figure 3.4.2) under low winds and the resulting 
temperature profile defines a height that is different than the height defined by 
continuous turbulence. The position of the low level wind maximum defines 
another height. This definition is favored by Andreas (1996) in the strongly 
stable ABL over polar seas during late fall and winter. However, for most 
practical applications, it is the height of the shallow turbulent layer that matters. 
Above this layer, the shear stress is low, and while the heat flux is also small, the 
gradient Richardson number is large, indicating static stability, except 
intermittently during periods of wave breaking. 

The NABL can be classified into principally two different turbulent regimes 
(Sorbjan, 1989). For h/L < 2, the turbulence in the NABL is stable-continuous, 
with continuous turbulence in the entire NABL, whereas for h/L > 2, it is stable-
sporadic, with continuous turbulence in layers adjacent to the ground (z < 2 L) 
and patchy turbulence above. 

Figure 3.5.1 shows the evolution of the NABL at Sprakensehl in Germany on 
a cloudless fair-weather night, with an easterly geostrophic wind of about 4 m 
s~\ Figure 3.5.2 shows the various mean profiles. With L - 11 m and h ~ 185 m, 
this NABL is stable-sporadic, with continuous turbulence up to a 40-m height. A 
low level nocturnal jet typical of weak to moderate geostrophic winds on clear 
nights can also be seen (Wittich, 1991). Figure 3.5.2 also shows the various 
mean profiles from the SESAME 1979 experiment in the Great Plains 
(Lenschow et al, 1988). A maximum in Rig appears to better define the NABL 
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Figure 3.5.1. The evolution of the NABL at Sprakensehl. Wind speed and direction, and 
temperature show the formation of nocturnal inversion and its growth during the night (from 
Wittich 1991, with kind permission from Kluwer Academic PubUshers). 

top in both of these observations. Vigorous inertial oscillations were present at 
the top of the NABL and above in the residual layer (see Figure 3.5.8). Cooling 
due to turbulent heat flux divergence was maximum near the ground and zero at 
the top. 
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Figure 3.5.2. (Top) Mean profiles from the NABL at Sprakensehl. (Bottom) Mean profiles from 
SESAME 1979 observations (from Lenschow et ah, 1988 with kind permission from kluwer 
Academic Publishers). 

Nieuwstadt (1984; see also Derbyshire, 1990, 1994) argued that in strongly 
stable boundary layers, the flux and gradient Richardson numbers are close to 
their critical values (around 0.20). This appears to be the case, especially when 
strong inversion develops and caps the NABL. Observations from Hunt et al. 
(1996) appear to support this. 

Concept of local z-less scaHng (Nieuwstadt, 1984; Sorbjan, 1993) applies to 
the NABL proper, while the M-0 similarity applies to the surface layer itself. 
The reasoning is that under strong stable stratification conditions, the turbulence 
length scales are necessarily small (see Chapter 1) and independent of the 
distance from the surface. Therefore, the region well above the surface layer 
must be independent of the surface fluxes. Then the only relevant scales are the 
local values of u*i, T*i, and h*i, where u* i = u*i (z), T*i = w9 (z) / u*i(z), and h*i = 
u*î (z) / (KPT*I(Z)). Then all quantities scaled with these local values must 
become constants in the z-less turbulence state of the NABL. The values of these 
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constants can be obtained by matching the NABL values with the observed 
surface layer values and therefore (Sorbjan, 1993) 

- ^ - 2 . 5 , - y ~ 6 . 0 , 9.3; 
U*j l*j U*i 

^ | - ( u ^ V ^ f - i ( l + P,C); Pi~5 (3.5.1) 
U*i dZ ^ ^ ^ 

h.iX ~ ^ ( P r , ° + a 2 C ) ; a2~3.7 
U*j l*j ^ 

The values of ĉ  and Cx depend on the stage of NABL development (Sorbjan, 

1988a, 1993). For steady state, Ce=l. SESAME-79 data show ĉ  ~ 2.7; 

Minnesota data show Cg ~ 1.25. In general, the values for the various similarity 

constants for the NABL exhibit a much greater degree of variability than for the 
CABL, because of the sensitivity of its properties to a variety of factors. For 
example, even a gentle terrain slope can lead to significant nocturnal drainage 
flows and cause significant departures from flat terrain values. Also, the 
turbulence is often intermittent and coexists with wave motions. Under these 
conditions, asymptotic turbulence scaling laws, which assume high Reynolds 
number continuous turbulence, are of doubtful validity. 

The above relationships cannot yield the variation of various quantities with 
distance above the ground, unless the variation of the scaling variables with 
height is known and this is usually quite difficult to model. Observationally, 

x/p = u*| 1 — 

H = H o | l - ^ ' 
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so that 
a/2 

U*i = U * 1 

T*i — 0* 1 
^ ' h 

h*i = L | 1 - -

3^ h 
(3.5.2) 

Sorbjan (1988a, 1993) points out that a must be less than b to avoid a singularity 
in the temperature profile at the top of the ABL. Generally, these coefficients 
differ widely among different data sets, because the state of turbulent mixing 
in a NABL depends on a variety of factors including surface inhomogeneities, 
terrain slope, baroclinicity, and the temporal evolution. Figure 3.5.3, from 
Wittich (1991), presents several data sets, including Sprakensehl data taken 
during the middle of the night, with a composite value of a ~ 1.5 and b ~ 2. 
According to Sorbjan (1993), Cabauw data (Nieuwstadt, 1984) in later stages of 
NABL development beginning 3 hr after sunset indicate a ~ 1 and b ~ 1, 
Yokoyama et al (1979) data indicate b - 1-3, and Minnesota observations 
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Figure 3.5.3. Profiles of normalized shear stress and heat flux from observations (from Wittich, 
K.-P., 1991 with kind permission from Kluwer Academic Pubhshers). 
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(Caughey et al, 1979) indicate a ~ 2 and b ~ 3 near sunset. Using Minnesota 
values, 

al h 

4-4,-i '̂ 
e? l̂  h^ 

(3.5.4) 

^ - , . ( H a . O | , - . | | . 

These are compared with observations in Figure 3.5.4. SESAME-1979 data 
suggest (Sorbjan, 1988a; Lenschow et al, 1988) a ~ 1.5 and b ~ 2, so that 

u*i = u* 1 

T*j — 6* 1 

xO.75 

1.25 

h*i=L | l -
xO.25 

y 

(3.5.5) 

u ' v ' w ' 0 ' 
\ ^ 4 , ^ - 4 . 5 , ^ - 3 . 0 , - ^ - 3 . 0 
û  u *1 û  1*1 

and therefore 

u ^ ~ 4 u ? l l - -
1.5 

v 2 ~ 4 . 5 u * M l - -
h 

w ^ ~ 3 . 0 u ^ | l - -

,1.5 

,1.5 

e ^ ~ 3 . 0 T * M l - -
\1.5 

(3.5.6) 
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Figure 3.5.4. Profiles of vertical velocity variance (top left), temperature variance (top right) and 
dissipation rate (bottom) from Minnesota observations (from Caughey et al, 1979). 

These profiles are shown in Figure 3.5.5. Also 

(3.5.7) 

Local similarity applies to spectra and cospectra as well. For example, the 
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spectrum of the ith component of velocity is (Sorbjan, 1988a) 

kSj _ a f 0.644 z / z^ 

A A l+1.5(z/z f̂̂ ^ 

h*ie \r ^2 \ -3/2 

•0.57, ^2,3 0.88 

(3.5.8) 

where z = z/ A,, and X is the wavelength (2 7C /k). 
The height of the NABL can be defined based on several different criteria. 

The surface inversion layer depth is easily determined as the height at which 
dT/dz vanishes. However, the NABL depth can be defined as the height at which 
TKE falls to 5% of its surface value, the shear stress falls to 5% of the surface 
value, where the wind speed and Rig are maximum, or where the lapse rate 
vanishes or becomes adiabatic (StuU, 1988). Figure 3.4.2 shows the different 
possibilities. The height of the stationary NABL was first derived by 
Zilitinkevich (see Zilitinkevich, 1991) to be 

he~c 
u*L 1/2 

c-OA=K (3.5.9) 

This equilibrium depth is seldom reached. NABL is seldom in a steady state, but 
evolves slowly in time roughly according to (Nieuwstadt and Tennekes, 1981; 
Garratt, 1992) 
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^ = hz}}. (3.5.10) 
at T, 

where T̂  is a relaxation timescale, which depends on the surface cooling rate 

Tr-leh-ej/ rae. (3.5.11) 
3t 

and ranges from a few hours early in the night to nearly half a day toward sunrise 
(Garratt, 1992). With a typical NABL depth of 100-200 m, this means that the 
rate of change of NABL height is typically a few m hr~̂  to a few tens of m hr'\ 
This implies that the NABL adjusts very slowly to a change in external 
conditions and the night period is generally too short for it to reach an 
equiUbrium value (Nieuwstadt and Tennekes, 1981). This also means that the 
initial state of the NABL at the time of the sunset dominates its subsequent 
evolution during the night. This initial state is critically dependent on the 
characteristics of the decay of turbulence in the bulk of the CABL around sunset 
and is difficult to model. 

Zilitinkevich's (1972) formula predicts that (f hg/u*) varies inversely with the 
square root of (u*/fL). However, this behavior is by no means conclusively 
proven by observations. In fact, often the observations are contradictory. For 
example, sodar observations (Koracin and Berkowicz, 1988) of NABL heights 
indicate that (f h/u*) is instead close to a constant (0.07). However, the difficulty 
of defining NABL height unambiguously and determining it by acoustic 
backscatter from small scale temperature fluctuations that provides the thickness 
of the layer with temperature fluctuations (not necessarily the same as the 
thickness determined by dynamical considerations) make this scaling of marginal 
utility. 

The turbulence length scale under strong stable stratification typical of the 
NABL has been subject to considerable uncertainty. The basic question is 
whether the turbulence scale is determined by the strong shear that prevails or by 
the strong stable stratification. Hunt et al (1988) suggest a bound on the length 
scale based on mean shear S = dU/dz, 

, _ i _ 0 . 2 7 _ _ S . a ; 3 

Z (5^ i 

whereas Brost and Wyngaard (1978) suggested 

+ 0 . 4 5 ^ ^ ; 8 = ^ ^ (3.5.12) 

'"-b'-'l-'-Tii «•'•'« 
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Both use the vertical velocity variance although the former is shear-based. The 
justification for shear-based scaling ignoring stratification is that this scale is 
smaller than the buoyancy scale and therefore it is the mean strain rate that sets 
the dissipation rate, not the stratification. DNS results of Coleman et al (1992) 
found support for both. Based on their LES's of stably stratified flows, 
Schumann (1996) suggest that a form similar to Eq. (3.5.12) holds for Rig < 1, 
but without the z term and with the constant equal to 0.50. Figure 3.5.5 shows 
the variation of 8/(a^S) with Rig from their LES results and available 
measurements, and the variation of the vertical velocity variance with Rig. 

The evolution of the NABL during the night is critically dependent on the 
relative magnitudes of turbulent and radiative cooling. Under calm conditions, 
radiative cooling predominates. It is also dominant near the ground and near the 
top under most conditions. With moderate to strong mixing, in the bulk of the 
NABL it is the cooling due to turbulent heat flux divergence that dominates. 
Averaged over the entire NABL, both are important. It is the influence of 
radiative cooling that leads to departures of the total heat flux profile from the 
linear one that would prevail if turbulent flux divergence were the only or 
predominant mechanism (as in CABL). This also has interesting consequences as 
far as the temperature profile is concerned (Garratt, 1992). With strong wind 
mixing, the profile tends to be more homogeneous (for example, the stable 
marine ABL) whereas the dominance of radiative cooling such as in Wangara 
data produces a negative curvature (see Figure 3.5.6). 

The development of surface inversion is of importance to subsequent 
evolution of the daytime CABL. The height of this inversion depends very much. 

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.0 0.2 0.4 0.6 0.8 1.0 

(e-0,)/AG (e-03)/AeB 

Figure 3.5.6. The different distributions of the temperature in the stable NABL (left) and a stable 
MABL (right) (from Garratt, 1992). 
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Figure 3.5.7. Formation of the nocturnal jet from WANGARA observations. Wind speed profiles 
on Day 13 (top left); profiles of the u-component of the wind velocity, with the x-axis along the 
geostrophic wind direction, for mid-afternoon and early morning (top right); and height-time cross-
section of wind speed on days 13/14 (bottom) near Ascot, England (from Garratt 1992). 

once again, on both radiative and turbulent cooling processes. During a cloud-
free night, a surface inversion of a few hundred meters deep and 10-15°C 
strength can develop by sunrise (Garratt, 1992). Within this inversion exists the 
NABL, often with a low level nocturnal jet near the top of the NABL. The 
nocturnal jet is particularly pronounced during cloudless nights with moderate to 
strong geostrophic winds. Figure 3.5.7 shows the development of such a jet 
during Day 13 of WANGARA observations and near Ascot, England. The 
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Figure 3.5.8. Strong inertial oscillations near and above the NABL shown by hodographs of the 
wind vector (from Wittich 1991, with kind permission from Kluwer Academic PubHshers). 
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Figure 3.5.9. The TKE budget for the NABL. Note the near-balance between the shear production 
and dissipation, and the relative insignificance of turbulent transport (from Lenschow, et al, 1988 
with kind permission from Kluwer Academic PubUshers). 
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Figure 3.5.10. NABL structure including vigorous internal waves from sodar probing near 
Boulder, Colorado (from Hooke and Jones, 1986). 

dynamics of this jet is closely tied to the inertial oscillations that develop with 
the cessation of turbulent mixing in the bulk of the CABL around sunset. During 
the day, the presence of turbulent friction makes the velocities in the CABL 
subgeostrophic, but the "sudden" removal of friction in the bulk of the CABL 
makes the pressure gradients tend to accelerate the winds toward the geostrophic 
value. The result is inertial oscillations and supergeostrophic winds near and 
above the top of the NABL (Figure 3.5.8). 

The TKE budget in a typical NABL is of interest simply because its 
characteristics are a contrast to that in the convection-dominated CABL. Figure 
3.5.9 shows that unlike the CABL, the shear production and dissipation very 
nearly balance and the turbulent transport is, for the most part, negligible. 
Contrast this to the CABL, where the turbulent transport is a dominant term, 
except in situations where shear generation dominates. 

Also, due to the stable stratification that develops during the night, the top of 
the NABL is characterized by strong internal wave motions, and these are 
manifest in most remote sensing of the NABL. For example, acoustic probing of 
the NABL shows vigorous fluctuations in the NABL due to internal waves (see 
Figure 3.5.10. Finally, Figure 3.5.11 shows normalized spectra and cospectra for 
various quantities in the stable ABL (Caughey et aL, 1979). These spectral 
intensities are normahzed using local scaling, and the frequency is normahzed by 
the frequency of the spectral maximum. It is clear from these plots that the local 
z-less scaling applies very well indeed to the stable boundary layer. 



352 3 Atmospheric Boundary Layers 

1.0 

& 0.1 

[ 

f 

k 
L 
r 

1 1 1 1 — 

•\P 
^yf 

•V8r 

« 

1—r 

» •y 

1 . ^ 

1 1 l l l | 

« • • • 

• 

1 1 m l 

• 

: • ^ 

1 L-J-

1 1 m i r 

^1 
* •Vt* 

i i m l 1 

—1—1 1 1 m j 

] 

j 

• ^ ^ 1 
•V^ 1 

1 1 1 1 I I I 

1.0 F 

1^ 

II 
3 

0.1 

1.0 

0.1 

-1—I I I l l l l I I n i l I—I I I I n i l 1 — I — l l l l 

r 
p 

r 

C" 

p 

p 

• 
• • • •> 

• X • 
• ^ 

, . , 1 

1 1 1 1 1 M i l 1 1 1 1 1 n i l 

i^""*, • • • • ^ ^ 

^ 

I I I ! t±J.ll l l l l M i l l 

\» 

M I L 

] 
1 

H 

"d 

H 
H 

0.0 0.1 1.0 10.0 100.0 

f/fm 
m 

Figure 3.5.11. Normalized spectra (top three panels) and cospectra (bottom two panels) in the 
NABL(fromCaugheygra/., 1979). 
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3.6 MARINE ATMOSPHERIC BOUNDARY 
LAYER (MABL) 

The ABL over the oceans is significantly different from that over land. One 
important difference is the presence of the ocean below the MABL forming an 
essentially infinite source of water vapor. This means that the MABL is 
invariably humid and is often associated with clouds, usually either of cumulous 
or of stratocumulus variety. The roughness of the underlying ocean surface is 
itself determined by the MABL winds, which drive the surface wave motions 
that in turn determine the surface roughness. Also the MABL tends to be more 
horizontally homogeneous than the ABL over land, which necessarily has 
topographic variations on a variety of spatial scales, even in relatively flat 
terrain. 

The diurnal variations in the SST and hence the properties of the MABL are 
much less pronounced because of the large heat capacity of the oceans. The heat 
capacity of the OML (pCph) is typically two orders of magnitude higher than 

that of the MABL (2.5 m of the water column is equivalent to the entire 10 km of 
the troposphere), and therefore the OML serves as a heat reservoir for most of 
the MABL over the global oceans. The SW radiation that manages to impinge 
upon the ocean surface at the bottom of the MABL, unlike in the ABL over land, 
does not take part in direct heating of the MABL. Instead, a significant fraction 
penetrates the ocean and heats up the upper few tens of meters and consequently 
contributes to the heat flux to the MABL only indirectly. The SST difference 
between day and night is typically less than 1°C, except in regions and periods of 
calm winds and high solar insolation. Most often, especially in the tropics, it is 
the latent heat flux from the ocean to the atmosphere that dominates the 
evolution and fate of the MABL. A similar situation exists during cold-air 
outbreaks on east sides of continents during winter, when cold, dry continental 
air masses flow over warm ocean waters and often cause explosive cyclogenesis. 

Figure 3.6.1 shows aircraft observations of the coastal MABL over the Baltic 
Sea (Tjemstrom and Smedman, 1993). The summertime conditions under which 
the ocean temperatures were much cooler than the air temperatures over land 
produced a stratification that was slightly stable but close to neutral 
stratification, and the profiles of turbulence quantities scale well with the neutral 
stratification scahng of Townsend (1976), except near the MABL top, because 
of the presence of a low level jet there creating additional turbulence. 

Oceans cover two-thirds of the surface area of the Earth; hence, the MABL is 
a major component of the Earth's cHmatic system and marine boundary layer 
clouds have an important effect on the Earth's radiation balance. Satellites show 
that mid- and low-latitude clouds cover a large part of the Earth's surface at any 
given time, and because of their large horizontal extent and high albedo, they 
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Figure 3.6.1. Aircraft observations of the turbulent quantities in the MABL over the Baltic Sea 
(from Tjemstrom and Smedman, 1993). Scaled turbulent fluxes of momentum, temperature, and 
water vapor plotted against normalized altitude are shown in the first four panels; scaled variances 
of the three wind component plotted against normalized altitude are shown in the last three panels. 

play a very important role in the shortwave radiation budget (Randall et al, 
1984; Ramanathan et al, 1989). Extensive stratocumulus cloud decks are 
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Figure 3.6.1. (Continued) 

prevalent in the eastern and equatorward regions of high subsidence subtropical 
high pressure zones over cooler waters near western coasts of continents—for 
example, off the California coast. But as the atmospheric column encounters 
increasingly warmer sea surfaces and smaller subsidence, the planetary boundary 
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layer (PBL) deepens, the cloud cover decreases drastically, and there is a 
transition from overcast stratus to scattered cumulus, with a corresponding 
change in the PBL structure and circulation from a well-mixed boundary layer to 
a decoupled two-layer structure with a cloud layer and a well-mixed subcloud 
layer. This meridional transition from midlatitude stratocumulus to tropical trade 
cumulus was the subject of extensive observations during the Atlantic 
Stratocumulus Transition Experiment (ASTEX) (Albrecht et al, 1995) in the 
Azores area of the eastern Atlantic in 1992. Midlatitude stratocumulus itself was 
the subject of observations during the 1987 First International Satellite Cloud 
Climatology Regional Experiment (FIRE) (Albrecht et al, 1988). During both 
field programs, extensive satellite, aircraft, and surface-based observations were 
made of PBL structure and a variety of parameters affecting clouds in the PBL. 

It is estimated that marine stratocumulus clouds cover about 25% of the world 
ocean at any given time (Charleson et al, 1987), and because they increase the 
local planetary albedo by 30-50%, they have a large effect on the shortwave 
radiation budget. On the other hand, the stratocumulus cloud top is only slightly 
cooler (a few degrees) than the ocean surface; they have a minimal impact on the 
longwave radiation budget (Kogan et al, 1995; Miller and Albrecht, 1995). The 
net effect of MABL clouds is to cool the ocean surface, primarily by reflecting a 
larger portion of incoming SW solar radiation back out into space. It is estimated 
that the cloud radiative forcing, the difference between the planetary radiation 
balance with and without clouds, is typically 100 W m'^, and an increase in 
cloud cover or cloud albedo of a few percent can offset the anthropogenic global 
warming. By the same token, decreases of similar magnitude can double the 
effect. Consequently, considerable effort has been devoted to understanding and 
accurately modeling the cloud-radiation-ocean feedback, since biases or errors 
of even a few percent in modeling the effect of clouds in climate models are 
intolerable. 

The structure of stratocumulus clouds has been studied extensively (for 
example, NichoUs, 1984; Driedonks and Duynkerke, 1989; Paluch and 
Lenschow, 1991). Here the cloud-top longwave radiative cooling, confined to a 
few tens of meters near the cloud top, creates convective instability and drives 
convective mixing throughout the MABL, maintaining it in a well-mixed state. 
The cloud-top cooling rate depends on the cloud liquid water content and can be 
as high as 40 K hr~\ although the usual rate is 10 K hr"̂  (Rogers et al, 1995). 
Convective flux at the sea surface also assists in mixing. This convection takes 
the form of cold, descending downdrafts compensated by warm, ascending 
updrafts. The turbulence in the boundary layer entrains warm, dry, stable air 
from above the cloud top into the boundary layer, which might lead to drying 
and hence thinning of the cloud layer. This mechanism could be responsible for 
the breakup of stratocumulus into scattered cumulus. The entrainment also 
weakens the convection driven by cloud-top cooling. 
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Figure 3.6.2. The structure of the nocturnal stratocumulus in the MABL observed during ASTEX 
(from Duynkerke et al, 1995). (a) Horizontal wind speed, (b) Uquid water content, (c) total water 
content, (d) temperature, and (e) equivalent potential temperature during run 1 (points) and 
profile PI (line). 



358 3 Atmospheric Boundary Layers 

Figure 3.6.2 shows the structure of the nocturnal stratocumulus observed 
during ASTEX (Duynkerke et al, 1995). Both profiles and horizontal averages 
measured from aircraft are shown. The cloud base was between 240 and 300 m, 
and the cloud top between 690 and 780 m. These profiles show very little 
variation in liquid water and equivalent potential temperature below the cloud 
top. The cloud top is clearly seen from a sharp decrease in Hquid water content 
at the cloud top. There is also a strong jump in the equivalent potential 
temperature at the cloud top, but very little turbulence there. Figure 3.6.3 shows 
upwelling and downwelling longwave radiative fluxes. Two jumps in net 
longwave flux can be seen—one at the cloud top and one at the cloud base, the 
latter being much smaller than the former. The cloud-top jump of -70 W m"̂  
leads to strong radiative cooling and vigorous convection, while the one at the 
cloud base of — 3 W m^ causes heating. The net LW flux is zero in the cloud 
itself since the cloud acts as a black body. Duynlerke et al (1995) found that 
turbulence quantities were best scaled by 

w* 2.5 
^M 

(g/To) J wO^dz 

6v*=w*sTo/(gDM) 

qi* =(wqv + wqi) /w* 

1/3 

(3.6.1) 
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Figure 3.6.3. Downwelling and upwelling LW radiative fluxes observed in the stratocumulus-
topped MABL during ASTEX (from Duynkerke et al, 1995). 
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Figure 3.6.4. The distribution of turbulence quantities in the stratocumulus-topped MABL during 
ASTEX (from Duynkerke et ai, 1995). Different symbols indicate different runs. 

where w*s is the convective velocity scale, 9̂ * is the virtual friction 
temperature, and qi* is the friction liquid water mixing ratio; DM is the ML depth 
(height of the cloud top). Figure 3.6.4 shows the distribution of some of 
the variances and fluxes normalized by the above scales (h is the cloud depth). 
Notice that the vertical velocity variance reaches a maximum near the cloud base 
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and then decreases with height. It is zero above the cloud top. Instead of the 
maximum being in the upper part of the cloud, as would be the case if 
convection were driven mainly by cloud-top cooling, the maximum is at a 
location similar to observations over land. This is due to the fact that in this 
particular case, convection is being driven both by heat flux at the surface and by 
cooling at the top. Temperature variance reaches a maximum near the cloud top. 

One difference between a dry CABL and a MABL is noteworthy. In the 
former, the buoyancy flux driving convection is at the bottom and positive, 
whereas entrainment is at the top, causing a negative stabilizing buoyancy flux. 
In a stratocumulus-topped MABL, both the negative entrainment buoyancy flux 
and the positive radiative cooling flux occur near the cloud top, the former 
balancing the latter somewhat. The net effect is a positive buoyancy flux (in this 
case about 20%), which drives convection in the MABL. The largest buoyancy 
fluxes are near the cloud top and at the surface; there is little buoyancy flux 
through the cloud base. The relative strength of these fluxes depends on the 
entrainment rate and the air-sea difference. For high entrainment rates, the 
resulting cloud-top radiative cooling-driven convection is weak; for low values, 
it is strong. 

This simple situation is complicated by the effect of evaporation on entrained 
air in the cloud layer, the so-called cloud-top entrainment instability (Lilly, 1968; 
Randall, 1980; Deardorff, 1980b). It is presumed that the dry air from above 
entrained into the cloud layer by turbulent processes can be evaporatively cooled 
by mixing with the cloudy air, become virtually colder than the surrounding 
cloudy air, and hence reinforce convection driven by cloud-top cooling. It is this 
process that can lead to rapid dissipation of the cloud layer, since a positive 
feedback mechanism can exist under certain conditions. If the entrained air is 
sufficiently dry, then mixing and evaporative cooling strengthen turbulence, 
which in turn can cause a higher entrainment at the cloud top. However, 
observations do not support the Lilly-Randall-Deardorff hypothesis. Since this 
mechanism depends critically on the mixing of entrained air with the surrounding 
air, it is a strong function of the turbulence dynamics and cloud microphysics in 
the cloud layer. Strong preexisting turbulence is a necessary condition for this 
mechanism to operate. Cloud-top cooHng is ultimately the driving mechanism 
for entrainment, and therefore the degree of such cooling might be a critical 
factor in the balance between the conflicting effects of entrainment per se and of 
the evaporative cooling of entrained air. These processes are hard to 
parameterize in numerical models, since they depend on small scale processes 
and cloud microphysics (Moeng et al, 1996; Kogan et al, 1995), and herein lies 
the major difficulty in accurate simulation of cloud-topped ABL, whether marine 
or continental. 

During daytime, the situation is further complicated by shortwave radiative 
heating of the cloud, which stabilizes the cloud layer and tends to suppress 
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turbulence. The situation is somewhat akin to an OML, mixed from the top and 
stabiHzed by bulk heating due to penetrative SW radiation, the difference being 
the absence of entrainment at the top. Doppler radar measurements during 
ASTEX (Frisch et al, 1995) showed that the vertical velocity variance had a 
distinct maximum in the upper part of the cloud during both day and night, but 
the daytime value was about half that of the nighttime one (Figure 3.6.5), 
illustrating the effect of daytime SW warming in the cloud layer. This SW 
heating often leads to a cloud layer that is decoupled from the subcloud layer. 
Decoupled cloud layers are commonly observed during the daytime. Nocturnal 
cloud-top cooling, however, manages to reinvigorate convection and hence mix 
the entire MABL. 

During ASTEX, surface-based observations (Rogers et al, 1995) showed a 
distinct surface-based well-mixed layer decoupled from the cloud base during 
the day by a layer which is stable to dry turbulent mixing. This layer is formed 
by SW heating of the cloud layer, which causes evaporation of the cloud from 
the base up. It isolates the cloud layer from the well-mixed layer below and 
restricts transfer of heat and moisture between the two. Cumulus clouds often 
form in this transition layer and were observed during ASTEX. The decoupling 
of the surface-based mixed layer from the stratocumulus layer by a dry transition 
layer causes moisture and heat buildup in the surface layer, lowering the lifting 
condensation level (LCL), allowing air parcels that overshoot the ML top to 
saturate, become unstable with respect to the surrounding dry air in the transition 
layer, and develop into cumulus clouds [see Figure 3.6.6, from Martin ^̂  a/. 
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Figure 3.6.6. A schematic illustrating the cumulus convection that develops in the subcloud layer 
under the stratus. 

(1995)]. Their tops may remain below the stratocumulus base, or as observed 
during ASTEX (Rogers et al, 1995), can penetrate into the stratocumulus deck 
and occasionally through the capping inversion, thus providing a source of 
moisture that can offset the drying near the stratocumulus base due to SW 
heating and entrainment and thus help maintain the stratocumulus layer. 
Cumulus clouds beneath a stratocumulus layer are observed commonly in 
extratropical MABL, for example, during the Joint Air-Sea Interaction (JASIN) 
experiment in the northeast Atlantic in 1979. Rogers (1989) presents 
observations (Figure 3.6.7) during the Frontal Air-Sea Interaction Experiment 
(FASINEX) near Bermuda that show a two-cloud-layer structure. ASTEX 
observations clearly emphasized the importance of the cumulus underneath the 
stratocumulus in the thermodynamics and microphysics of the stratocumulus 
(Martin et al, 1995; Rogers et al, 1995). 

Tropical oceans are dominated by cumulus convective clouds that show a 
large diurnal variability. These were the subject of intense observations during 
the 1992 TOGA/CO ARE observations in the western Pacific warm pool region 
(Webster and Lucas, 1992). 

Finally, the two most important parameters that measure the effect of a cloud 
layer on the radiation balance and hence the climatic effect are the optical 
thickness and the droplet size, and fortunately both can be measured remotely. 
Nonabsorbing wavelengths (visible part of the spectrum) reflected by cloud tops 
contain information on optical thickness, whereas the absorbing wavelengths 
near infrared contain information on the droplet size. Observations during 
ASTEX confirmed the feasibihty of satelHte retrieval of these parameters 
(Platnick and Valero, 1995). This enlists satellite remote sensing techniques in 
routine monitoring and developing a better understanding of the role of clouds in 
the Earth's radiation balance. 



?>.7 Cloud-Topped Atmospheric Boundary Layer (CTBL) 363 

290.0 300.0 310.0 0.0 5.0 10.0 310.0 320.0 330.0 
e (K) q (g/kg) ee (K) 

Figure 3.6.7. Aircraft observations during FASINEX showing decoupled cloud layers in the MABL 
(from Rogers, 1989). 

Since the MABL is often associated with clouds, it is more appropriately 
discussed under cloud-topped atmospheric boundary layers (CTBLs), with 
appropriate allowances made for distinctions between the ABL over land and 
that over water. The CTBL is the topic of the next section. 

3.7 CLOUD-TOPPED ATMOSPHERIC BOUNDARY 
LAYER (CTBL) 

The presence of clouds introduces additional complexities into both the 
dynamics and the thermodynamics of the ABL. There are two primary 
influences. Firstly, the presence of clouds alters the radiative fluxes in the ABL 
because of the absorption of the SW component by liquid water droplets in the 
cloud and the change in LW emission characteristics due to the presence of the 
cloud. Clouds also change the albedo at the top of the ABL. Cloud-top radiative 
cooling often provides an additional TKE source so that a cloud-topped ABL 
can be mixed from both top and bottom. Radiative flux divergence associated 
with clouds constitutes internal sources and sinks of heat that are often more 
important than the surface fluxes to the dynamics of the ABL. Secondly, the 
phase conversions involved in the formation and dissipation of clouds in the 
ABL imply another set of large internal heat sources and sinks in the ABL (due 
to latent heat of vaporization released during condensation and absorbed during 
evaporation), and this also has profound effects on ABL dynamics. Overall, the 
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complications introduced are quite immense and often intractable. Yet, given the 
importance of the CTBL (particularly over the ocean) to issues such as global 
warming (Ramanathan et al, 1989), it is imperative that these complexities be 
dissected, studied, understood, and modeled. Because the subject is complex 
enough to require a dedicated lifetime of study, all we can do here is to borrow 
heavily from summaries and reviews existing in literature. We depend heavily 
upon Garratt (1992), StuU (1988), and Sorbjan (1989) for the following material 
that forms a highly condensed discussion in the context of small scale 
geophysical processes. For details, we refer the reader to these original 
references and recent issues of journals such as the Journal of Atmospheric 
Sciences, the Journal of Applied Meteorology, and the Journal of Geophysical 
Research. 

The clouds near the top of a CTBL can be stratus, stratocumulus, or 
cumulous. Of these, the stratocumulus clouds generated by convective processes, 
with a thickness of a few to several hundred meters, are the most important from 
many considerations. For example, extensive regions of the MABL are covered 
by stratocumulus clouds and hence are very important to climatic aspects of air-
sea exchange. Cumulous clouds are more characteristic of tropics and 
extratropics and do play a very prominent role in air-sea exchanges there. 

When faced with the possibility of phase conversions, it is essential to keep 
track of the liquid water content qi in a parcel of air. The virtual potential 
temperature of an air parcel containing liquid water can be written as 

e ^ = e [ l + 0.61r-ri] (3.7.1) 

The equivalent potential temperature, the temperature a parcel of moist air would 
attain if allowed to ascend until all its water vapor content condensed out and 
then descended along the dry adiabatic line to sea level, is of considerable 
importance thermodynamically: 

01=6 + — - r ~ e + — r (3.7.2) 
C p T Cp 

The liquid water potential temperature is 

0 1 = 9 - — - r i - e - — r i (3.7.3) 
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and the total water mixing ratio is the sum of the water vapor mixing ratio and 
the liquid water mixing ratio: 

rT = r+ri (3.7.4) 

Inside a cloud, because of the phase conversions and the associated heat 
transfer, potential temperature and water vapor mixing ratio are not conserved; 
instead, the equivalent potential temperature, the liquid water potential 
temperature, and the total water mixing ratio are conserved quantities. The level 
at which a rising, unsaturated air parcel attains saturation is known as the local or 
lifting condensation level (LCL) and defines the cloud base (Figure 3.7.1). If the 
parcel intrudes above this point, the water vapor in the parcel begins to condense 
and the resulting latent heat release can make the parcel more buoyant. The level 
at which the parcel first becomes more buoyant than its surroundings is known as 
the level of free convection (LFC). The parcel continues to rise until its potential 
temperature becomes equal to the surrounding air masses. This level is the Hmit 
of convection (LOC). The cloud layer extends mostly between the LCL and 
LOC, although the inertia of air parcels makes them overshoot the LOC and 
therefore the cloud top is usually above the LOC. The most important energetic 
quantity for cloud convection is the convective available potential energy 
(CAPE), which is the buoyancy of a parcel of air integrated between the LFC 
and the LOC. The CAPE defines a velocity scale that determines the upward 
vertical velocity of a parcel at the LOC and hence the cloud-top level: 
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Figure 3.7.1. A sketch illustrating the various levels associated with a cloud layer. 
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CAPE= f ^Ae^(z)dz (3.7.5) 

Evaporative available potential energy (EAPE) applies, on the other hand, to 
a sinking cloud parcel and is associated with the evaporation of liquid water in 
the parcel that makes it heavier than the surroundings and sink toward the 
bottom. This is important for cloud-top entrainment processes. 

Clouds affect both SW and LW radiative fluxes through them. Exactly how 
this comes about is a complex function of the cloud Uquid water content, the 
cloud temperature, the cloud liquid water droplet distribution, and many other 
factors that are not well understood. Figure 3.7.2 shows the SW and LW 
radiative fluxes through an idealized stratocumulus cloud layer (Nichols, 1984; 
StuU, 1988) and the resulting net radiative fluxes and the net flux divergence (the 
heating rate). It is clear that although the largest SW radiative heating in the 
cloud is near the top, the entire cloud layer gets heated with the heating rate that 
decreases exponentially. The extinction scale is typically 50-150 m and is very 
much dependent on the liquid water path defined as 

Wp = J Pa ri dz (3.7.6) 

so that the SW radiative flux can be written as 

I(Z) = I T - ( 4 - 4 ) 

1-exp 

1-exp 

r - ( z x - z ) 1 

L ^ J 
- ( Z T - Z B ) I 

X \ 

where 
;i~15w 1/3 

(3.7.7) 

(3.7.8) 

On the other hand, most of the LW radiative flux divergence occurs within a 
few tens of meters of the cloud top and cloud base and can be parameterized as 
(StuU, 1988) 

A S T = - TpT n i m TOP "" T< 
PaS 

^CLOUD TOP SKY 

AS^=-
PaS 

-[TSI 

(3.7.9) 

SURFACE -T , CLOUD BASE 

Figure 3.7.3 shows measured profiles of the upward and downward SW 
fluxes in a stratocumulus-topped MABL. The observations indicate that the 
cloud reflects 550 W m ̂  about 70% of the 800 W m"̂  of the impinging SW 
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Figure 3.7.2. Modeled distribution of SW (top panels) and LW (bottom panels) radiative fluxes 
and the resulting heating rates in a CTBL. Left panels show upward and downward fluxes, middle 
panels show net flux, and right panels shows the heating rate inferred from the net flux profile (from 
NichoUs, 1984; Hanson, 1987; and NichoUs and Leighton, 1986). 

radiation (albedo of a stratocumulus cloud is typically 0.6-0.7), and absorbs 
about 60 W m"̂  (in a 400-m thick layer), with about 210 W m"̂  reaching the sea 
surface, out of which about 10%, 20 W m"̂ , is reflected by the sea surface back 
into the MABL. Clearly, the cloud albedo is the most important influence of the 
clouds vis-a-vis a cloudless ABL. The net shortwave flux at the sea surface is 
reduced to 210 W m ^ compared to a cloud-free value of 800 W m"^ Most of 
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Figure 3.7.3. Profiles of observed (circles) upward and downward SW radiative fluxes and 
theoretical (dashed lines) in the stratocumulus-topped CTBL (from Slingo et al, 1982a). 

this heats the OML. The net radiative heating of the MABL is quite small, about 
80 W m~̂ , mostly inside the cloud layer. 

Figure 3.7.4 shows the observed LW radiative fluxes for a strato-cumulus-
topped MABL and an ABL over land. Most of the radiative cooling (-60 W m~̂ ) 
occurs in a layer near the cloud top a few tens of meters thick. This is equivalent 
to a rate of cooling of 5-10°C hr"̂  of this layer and can drive cloud-top 
convective processes. 

The CTBL structure is determined by the turbulent motions, radiative fluxes, 
and cloud physics. Turbulence in the CTBL can be due to convective heating at 
the bottom as in a dry CABL, the intensity of which is itself determined by the 
extent and thickness of cloud cover, since the SW radiation that penetrates to the 
ground (or the sea surface) is determined by the cloud albedo and the absorption 
in the cloud layer. The turbulence is also generated by shear at the surface as 
well as near the top as in a dry CABL. An additional mechanism for turbulence 
generation in a CTBL is cloud-top radiative coohng, which, if sufficiently strong 
enough to overcome the SW radiative heating near the top, gives rise to 
convective motions near the top of the CTBL and entrainment of warmer, drier 
air from above into the cloud and the CTBL. The evaporation of cloud water and 
the resulting evaporative cooling can make the parcel of entrained air heavier 
and sink further down into the cloud. This cloud-top entrainment instability can 
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Figure 3.7.4. Observed (solid line) and theoretical (dashed line) LW radiative fluxes for (a) cloud 
topped marine (from SUngo et al, 1982a) and (b) continental ABL (from Slingo et al, 1982b) 
based on aircraft observations. 

result in vigorous mixing of the drier air aloft and the moist air in the cloud and 
lead to a rapid dissipation of the cloud layer. The condition for its onset is that 
the difference between the virtual potential temperature just above the cloud top 
and that just belov^ be less than a critical value (Deardorff, 1980b; Randall, 
1980; StuU, 1988). Figure 3.7.5 shows observations in a stratocumulus-topped 
ABL driven by cloud-top radiative cooling. The data pertain to both coupled and 
decoupled cloud layers. Coupled cloud layers occur when the turbulent mixing, 
driven by either the surface convective fluxes (or shear) or convection due to 
cloud-top radiative cooling (or both), is energetic enough to couple the cloud 
layer dynamically with the rest of the ABL. Often, in the absence of strong 
fluxes or shear driving the mixing in the ABL, strong radiative cooling can 
constitute a strong enough source of TKE to mix the CTBL from the top all the 
way to the surface. On the other hand, when the mixing is weak, the cloud layer 
can be decoupled as in Figure 3.7.6, which shows a decoupled cloud layer - 100 
m thick underneath a strong inversion, observed during JASIN. Mixing extends 
several hundred meters below the cloud base, but is not strong enough to be 
coupled to the 250-m mixed layer near the surface. 
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Figure 3.7.6. Properties in a stratocumulus-topped CTBL showing the decoupled cloud layer (from 
NichoUs and Leighton, 1986). 
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To sum up, the CTBL is endowed with a richer variety of physical and 
dynamic processes (compared to the cloudless ABL) that makes it a fascinating 
as well as a frustrating subject to study and understand. Given the impact of the 
clouds and their albedo on the climate of Earth, it is inevitable that more 
attention will be given to the CTBL in the coming decades. Systematic 
measurements of clouds and their related properties in the past few years (for 
example, Westphal et al, 1996) under large programs such as FIRE and ASTEX 
are beginning to provide us with a means to unravel the complexities of 
processes in a CTBL. 

3.8 FLOW OVER TOPOGRAPHIC CHANGES— 
DOWNSLOPE WINDS 

On the 11th of January 1972, Boulder, Colorado, experienced a windstorm 
(Lilly and Zipser, 1972; Klemp and Lily, 1975) resulting from the generation of 
severe downslope winds by the atmospheric flow over the Rocky mountain 
range, which forms a landmark in the study of stratified flow over mountains. 
This Boulder windstorm, in which the entire tropospheric flow was plunging 
down and passing over Boulder in a layer a mere two kilometers thick, was the 
first severe downslope wind event to be well observed by aircraft and other 
means, and well documented. Figure 3.8.1 shows a cross-section of the flow over 
the Rockies that day which illustrates dramatically the flow acceleration in the 
lee of the continental divide. The resulting winds exceeding 40 m s~̂  caused 
extensive damage in their wake. Similar wind events occurred in Boulder during 
1998 and 1999 as well. 

Severe downslope windstorms are quite common at many mountainous sites 
around the world. The Yugoslavian Bora, a severe northeasterly wind flowing 
over the Dinaric Alps along the Yugoslavian Adriatic coast, has been extensively 
studied during the ALPEX program (Smith, 1987). During early 1982, several 
extended periods of bora enabled extensive aircraft observations of the 
atmospheric structure to be made. For the first time, extensive turbulence 
measurements were made possible, and the strong turbulence fields on the 
downslope side of the Alps were documented (Smith, 1987). Other field 
programs such as PYREX have fostered a better understanding of flows over 
mountainous terrain (Bougeault et al, 1990). 

Flow of stratified atmospheric column over mountain ranges has always 
fascinated many due to the spectacular internal lee waves that are formed on the 
downstream side (Smith, 1976). These are often made visible by condensation of 
the moisture in the air in the up-flow part of the waves that develops into 
spectacular cloud formations. Satellite photographs often show extensive trapped 
lee waves in the vicinity of mountain ranges. Wurtele et al. (1996) present a 
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Figure 3.8.1. Potential temperature cross section across the Rockies near Boulder, Colorado, 
showing the dramatic downslope winds (from Lilly and Zipser, 1972). 

satellite image of the cloud pattern over the western United States showing an 
extensive field of lee waves extending from the coastal mountain ranges to the 
Rockies, and Hunt et al (1996) show a similar image over Great Britain (Figure 
3.8.2). The elegant beauty and practical importance of this natural phenomenon 
have been catalysts in its investigation since the very first attempts by Lyra 
(1940) and Queney (1948) in the 1940s to modem times (Kim and Arakawa, 
1995). Consequently, the literature on the subject is vast and several reviews 
exist (for example, Queney et al, 1960; Long, 1972; NichoUs, 1973; Baines, 
1987). Smith (1979, 1989) has conducted periodic reviews of the subject since 
the seventies. Smith (1979) is a particularly comprehensive survey of our 
knowledge of the influence of mountains on the atmosphere at the time. Smith 
(1989) updates the survey and details the various gaps in our current 
understanding of the flow over mountains. More recently, Wurtele et al (1996) 
have given a particularly succinct review of many aspects of flow over 
mountains. The reader is referred to these reviews for a good introduction to the 
subject. 

Flow over mountain ranges is of obvious importance to local micro-
meteorology. It is clear that severe downslope winds in the lee of the mountains, 
that are characterized by not only very strong winds but also extreme gusti-
ness, can cause extensive damage to property in places such as Boulder at the 
foothills of the Rockies and Owens Valley in the lee of the Sierra Nevada 
range in CaUfomia. What is not so obvious is the serious westerly bias in 
operational weather forecasts that can result from neglecting the gravity wave 
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Figure 3.8.2. Visible satellite image from NOAA 11 showing a mixture of trapped lee waves and 
orographic cirrus over the UK (courtesy of J. Hunt). 

drag due to mountain ranges (McFarlane, 1987; Shutts, 1995; Kim and Arakawa, 
1995). Inaccuracies in parameterization of the momentum and dissipation effects 
of the extensive mountain ranges in midlatitudes on the globe are thought to be 
partly responsible for the poor skill of the GCMs in predicting the atmospheric 
state over timescales of a week and beyond in medium-range weather forecasts. 

The energy radiated up into the troposphere by the waves generated in the lee 
of the mountains is extracted from the mean flow. This is accompanied by a 
downward momentum flux that constitutes an effective drag exerted by the 
mountain on the atmospheric column and is an efficient mechanism for transfer 
of momentum (and energy) from near-surface layers to the layers near and 
beyond the top of the troposphere. These lee waves can therefore constitute a 
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significant source of energy and momentum to the middle atmosphere (for 
example, Andrews et al, 1987). When these propagating internal waves break or 
encounter critical layers, they can transfer their momentum to the mean flow. At 
the ground level, this manifests itself as a pressure difference across the 
mountain and hence as a form drag, even were the flow to be inviscid. The drag 
exerted by the mountain clearly retards the atmospheric column, but because of 
the possibility of wave propagation and breaking aloft, the net effect is that the 
drag is felt by the atmospheric layers much above the surface. This is the so-
called low-drag regime of the flow. Severe downslope flow conditions, on the 
other hand, constitute a high-drag regime and have an even higher impact. They 
not only cause strong changes in the flow and strong retardation of the 
atmospheric column as a whole, but can also lead to clear-air turbulence 
throughout the troposphere. 

Theoretical investigations of flow over mountains started in the 1940s (Lyra, 
1940; Queney, 1948; Scorer, 1949) with the use of two-dimensional, linear, 
inviscid, stratified flow equations under the Boussinesq approximation. Using 
the hydrostatic approximation, Queney (1948) derived a simple linear solution to 
the flow at constant velocity and constant stratification over a Witch of Agnesi-
shaped mountain of height H and half-width L: h (x) = H L^/(L^+x^). This 
solution is periodic in z with a wavenumber of N/U, where N is the local 
buoyancy frequency and U is the flow velocity, but decays in the downstream 
direction with a scale length of L. The drag exerted by the mountain on the flow 

in this case is DL = (7i/4)poUNH^, so that the drag coefficient defined as 

CDH = D L N / ( P O U ^ ) is (7c/4)Fri^, where Frj = NH/U is the inverse Froude 

number. The drag is independent of the width of the mountain, consistent with 
the hydrostatic approximation. For nonhydrostatic flow, the half-width L is also 
important, and the relevant parameter is SH = NL/U. For SH < 4, nonhydrostatic 
effects must be taken into account (see Wurtele et al, 1996). For small SH, 
CD = CDH (4SH /3) . These values for the drag due to a linear mountain are often 

used to normalize the mountain drag in many numerical simulations involving 
nonlinear flow cases, with the high-drag flow being defined as one with a 
normalized drag value of more than 2. The mountain drag is simply the form 
drag due to higher wind speed and hence lower pressure along the leeward side 
of the mountain and is calculated simply by D = \Z^ p(dh/dx)dx , where p is the 

perturbation pressure at the ground level. This expression can also be used to 
deduce mountain drag from pressure observations (Smith, 1978). 

In the fifties. Long (1953, 1954, 1955) undertook a series of theoretical and 
laboratory investigations that greatly advanced our understanding of stratified 
flow over obstacles. His laboratory experiments illustrated quite lucidly 
phenomena such as internal lee waves. Until Long (1955) showed that the linear 
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governing equations for the constant velocity and stratification case considered 
above are also valid for nonlinear flow disturbances due to a finite-amplitude 
mountain, most theoretical studies of flow over mountains invoked linear theory. 
Since then, many investigations have relied upon Long's equations for studying 
nonlinear flow over finite-amplitude mountains (Huppert and Miles, 1969, for 
example). The validity of Long's equations in the presence of upstream effects 
has often been questioned, since the derivation assumes uniform stratification 
(constant N) and dynamic pressure (constant upstream velocity U) and absence 
of upstream effects. However, with the advent of modem computers, there is 
no longer the need to invoke approximations such as this and much of what 
we now know about flow over mountains comes from numerical simulations 
(Clark et al, 1994) and of course observations such as ALPEX (Smith, 1987). 
Clark et al (1994) present 2D and 3D numerical simulations of the 1979 
Colorado Front Range windstorm and comparison with observations (Zipser and 
Bedard, 1982). 

Of the many effects of mountains on the atmosphere, the downslope winds 
(variously called Chinook, Bora, Foehn, or Santa Ana) are the most spectacular. 
But effects such as the torrential rains that result from the lifting of water-vapor-
laden air parcels over their condensation level on the upwind slope in regions 
such as along the west coast of India during summer monsoons, the upstream 
blocking of air masses, and cyclogenesis in the lee of mountains are equally 
important, but have received less attention (Baines, 1987; Pierrehumbert and 
Wyman, 1985). While studies of flow of stratified fluids over two-dimensional 
mountains are extensive, three-dimensional effects have not been that well 
studied. Only in recent years have meaningful simulations of flow over three-
dimensional mountains become possible (EUassen and Thorsteinsson, 1984; 
Thorsteinsson, 1988; Clark et al, 1994). Three-dimensional effects are 
particularly important since often a stratified fluid tends to flow around obstacles 
instead of over them and the resulting blocking and upstream effects are quite 
important. 

During severe downslope events, the drag exerted by the mountain is large, 
and this high-drag state, which necessarily involves nonlinear effects, has been 
studied in greater detail in recent years (Clark and Peltier, 1984; Smith, 1985; 
Bacmeister and Pierrehumbert, 1988). There now exists a better understanding 
of the behavior of the atmosphere during such events (Smith, 1985). 
Nevertheless, our understanding of the details of the turbulence generated on 
the downslope, due to high winds and the hydraulic jump undergone by 
the supercritical flow, and the resulting flow variability and buffeting is still 
gappy. Curvature of the streamlines has an important effect on the turbulent 
stratified flow over mountains and these effects may need to be more accurately 
accounted for (Kantha and Rosati, 1990; Kaimal and Finnigan, 1994). In 
this section, we will concentrate on downslope effects. For other equally 
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important effects of mountains, such as the upstream effects, the reader is 
referred to the references cited above. We will also restrict ourselves to two-
dimensional cases. 

Consider a two-dimensional mountain. It is a common practice to consider an 
idealized mountain with a Gaussian or Witch of Agnesi shape and simplified 
upstream flow conditions to investigate the influence of the mountain on the 
flow. Given a particular mountain shape, the most important parameters then are 
the velocity of the flow upstream U (assumed to be uniform in height), the 
buoyancy frequency of the fluid upstream N (assumed to be uniform in height 
also), the height H and width L of the mountain, and f, the Coriolis parameter. 
The ABL thickness upstream, h, is also an important parameter if frictional 
effects are to be considered. The most important nondimensional number that 
can be formed out of these is the so-called Froude number, Fr = U/NH. The 
other parameters are SH = NL/U, SR = U / fL, and h/H. 

Parameter SH is the ratio of the timescale for the flow to pass over the 
mountain to the buoyancy timescale. For SH much larger than unity, hydrostatic 
approximation to the governing equations suffices. Otherwise, a nonhydrostatic 
model needs to be used. SR is the Rossby number and should be large for 
rotational effects to be important. In many studies on flow over mountains, SR is 
put to zero. A characteristic length scale can be defined by combining F and SR: 
LR=NH/f. This is the internal Rossby radius of deformation. When topography is 
steep [as indicated by the parameter (Fr SR) "̂  =NH/fL being larger than unit], LR 
indicates the size of the deceleration zone upstream of the mountain. Parameter 
LR/L is an important indicator of the upstream influence. For values of this 
parameter much less than 1, as in broad continental mountain ranges, the 
upstream influence is negligible (Pierrehumbert and Wyman, 1985), while when 
the parameter is comparable to 1 or greater, as in coastal mountain ranges, the 
upstream influence is significant. Also, the along-shore flow in the latter case can 
be significantly ageostrophic. The parameter h/H is seldom considered in studies 
of flow over mountains, since most studies neglect frictional effects of the 
planetary boundary layer. 

The flow pattern depends very much on the value of the inverse Froude 
number Frj = NH/U, which can be looked upon as the ratio of the buoyancy 
forces to the inertial forces. It is a measure of the relative importance of 
potential and kinetic energies in stratified flow around and over topography. For 
Fri = 0, neutral stratification, the flow accelerates over the mountain top, and 
for nongently sloping hills and mountains there is invariably boundary layer 
separation and turbulence in the lee of the mountain. Even when there is 
no separation as in gently sloping small hills, the turbulence over the hill is 
affected by the mean streamline curvature (Zeman and Jensen, 1987). The most 
salient effects are those associated with the speedup at the top and separation in 
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the lee (Taylor and Teunissen, 1987; Taylor et ah, 1987; Kaimal and Finnigan, 
1994). 

For strong stable stratification (Frj > 1), the flow is blocked upstream for 
strictly or nearly two-dimensional flows (Baines, 1987). The blocking 
phenomenon is observed in the laboratory (Long, 1954, 1955; Baines and 
Hoinka, 1985) and often in the field. For typical values of N in the atmosphere 
(10~^ to 10"̂  s~̂ ), heights as low as a few hundred meters can lead to blocking. 
Such blocking is called cold air damming and is frequently observed along the 
east coast and west coasts of the United States. For more realistic, three-
dimensional mountains, there is some upstream blocking, but the stratified fluid 
tends to flow around the sides rather than go over the top. It is near Frj ~ 1 that 
most interesting processes occur. Standing internal waves are formed in the lee 
of the mountains and these become quite large under resonance conditions, 
giving rise to large rotors and spectacular lenticular clouds. 

Three-dimensional effects are harder to quantify. If LA indicates the scale of 
the flow in the along-mountain direction, then the flow characteristics depend on 
the ratio L/LA, assuming the scale of the flow in the cross-mountain direction 
scales with L. Normally, this ratio is large and the along-mountain flow is pretty 
much in geostrophic balance, but situations exist where that is not the case. This 
is true especially for coastal mountain ranges. Gaps in mountain ranges, whether 
inland or coastal, complicate the flow further, with the nature of the flow through 
the gap depending very much on the ratio of the gap width to the Rossby radius 
of deformation. Flow from the Gulf of Mexico through the gaps in the Sierra 
Madre coastal range in Central America near the Gulf of Tehuantepec and 
Papagayo cause intense jets with substantial impact on the eastern Pacific in the 
form of large, wind-driven, anticyclonic eddies spun up by the gap winds 
(Trasvina ^r a/., 1995). 

The ABL height has an important effect on the flow. The upstream flow can 
then be looked upon as consisting of essentially a nearly neutrally stratified, 
well-mixed layer capped by an inversion. If the ABL height is much larger than 
the height of the mountain (h/H » 1), the flow behaves much like a neutrally 
stratified flow, with some drawdown of the inversion over the mountain top. If 
h/H « 1, the shallow ABL tends to flow around a three-dimensional hill and 
gives rise to phenomena such as Karman vortex streets and atmospheric ship 
wakes often made visible by the presence of clouds. See Wurtele et al. (1996) 
for examples. 

The presence of vertical shear also has a dramatic effect on the mountain 
waves. The relevant parameter is then Ss = (H/U)(dU/dz) or the gradient 
Richardson number Rig = N^V(dU/dz) .̂ Scorer (1949) was the first to consider 
this case. For positive dU/dz, that is, flow velocity increasing with height, there 
can exist a critical level, z = Riĝ ^̂ /kh, beyond which propagation is not possible. 
Trapped waves result. For negative dU/dz, the level at which the flow reverses is 
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also the critical layer where the phase speed of the wave is equal to the flow 
speed (Maslowe, 1986). Critical layers are regions of wave breakdown and 
clear-air turbulence. 

Kaimal and Finnigan (1994) summarize the current knowledge of flow over 
hills. Belcher and Hunt (1998) review the status of our understanding of 
neutrally stable turbulent boundary layer flow over hills (and waves). Our 
understanding of flow over small hills has been greatly improved by the 
observations made recently during the Askervein Hill project (Taylor and 
Teunnison, 1987; Taylor et al, 1987; see also Kaimal and Finnigan, 1994). A 
small, elliptically shaped hill in Scotland (Askervein Hill, 115 m high and 1 and 
2 km long in the two horizontal directions), was extensively instrumented by an 
international team of investigators. Two 50-m towers and an additional fifty 10-
m towers enabled unusually extensive coverage of the hill along the major axis 
and two sections perpendicular to it [see Figure 3.8.3, from Taylor et al (1987)]. 
The objective was to investigate the flow speedup over the hill and its effect on 
the flow characteristics. Since H/Lh < 0.50, where Lh is the half-width of the hill 
at half-height, the flow does not separate over the lee of the hill. For low hills 
such as this, the stratification effects are also not very significant for typical wind 
speeds (Frj < 0.1). Rotational effects can also be neglected (SR ~ 0.01-0.1). The 
flow speeds up at the top of the hill by approximately 1.6 H/Lh (Taylor and 
Teunissen, 1987; Kaimal and Finnigan 1994), about 80% for Askervein. The 
flow in the wake of the hill depends very much on whether the flow is separated 
or not, and even for unseparated flow, the influence of the hill extends many tens 
of hill heights downstream (Kaimal and Finnigan, 1994). While the flow 
sufficiently far downstream tends to exhibit a universal wake profile, the wake 
flow in the immediate vicinity of the hill very much depends on local hill 
characteristics. 

In the absence of density stratification, turbulence characteristics of the flow 
are affected by the rapid flow acceleration and deceleration over the hill and the 
streamline curvature. Oncoming turbulence is subjected to additional strain rates, 
dU/dx and U/R, where x is the streamwise coordinate and R is the radius of 
curvature of the hill (in addition to the strain rate due to shear dU/dz). It is well 
known that turbulence is sensitive to any additional strain rates imposed on it 
(Townsend, 1976) and responds strongly. For example, straining due to strong 
acceleration and convex curvature can completely suppress turbulence. In 
general, the behavior of turbulence when subjected to additional strain rates is 
intermediate between rapid distortion, where the mean flow acceleration is too 
large for turbulence to adjust to local conditions and hence tends to retain its 
upstream characteristics, and local equilibrium, where the flow changes are slow 
enough for it to be in equilibrium with local mean flow conditions. The former 
implies turbulence memory effects, since the timescales associated with the 
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Figure 3.8.3. Askervein contour map showing tower locations used during the 1983 experiment. 
Contour interval is 2 m (Taylor et al, 1987, with kind permission from Kluwer Academic 
Publishers). 

Strain rate are comparable to or smaller than the eddy turnover timescale, the 
latter being exactly the opposite. These additional strain rates can be taken into 
account in turbulence models. For example, there is a strong analogy between 
density stratification and curvature effects and this analogy has long been 
exploited (Bradshaw, 1969). 
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Figure 3.8.4. Flow over Askervin Hill (from Taylor and Teunissen 1987, with kind permission 
from Kluwer Academic Publishers). 

Away from the inner layer (Figure 3.8.4), where the turbulence is roughly in 
local equilibrium and increases slightly, turbulence intensity decreases 
substantially in the outer layer, where rapid distortion approximation holds 
approximately (Teunissen et al, 1987). Zeman and Jensen (1987) have applied a 
second-moment closure model to successfully simulate the flow characteristics 
over Askervein Hill. 

Both stratification and curvature effects are important and lead to significant 
influence of streamline curvature on aspects such as Monin-Obukhoff similarity 
and the critical flux Richardson number for the extinction of turbulence (Kantha 
and Rosati, 1990). Figure 3.8.5 shows Monin-Obukhoff similarity functions (t)̂  
and (|)H for various values of the curvature similarity variable Zc = ( K z U)/(R 
u*), and the variation of the critical flux Richardson number with curvature 
Richardson number Ric = (U/R)/(dU/dz), in the limit of local equilibrium 
(Kantha and Rosati, 1990). Figure 3.8.6 shows simulations of flow over a two-
dimensional mountain with and without curvature effects on turbulence, using 
second-moment closure (from Kantha and Rosati, 1990). Kantha and Rosati 
(1990) neglected flow acceleration effects (dU/dx term) on turbulence in their 
simulations. 

For steeper hills, separation occurs over the lee of the hill (Figure 3.8.7). For 
smooth hills, a lee angle of greater than 18°-20° causes separation, but the 
critical angle for separation of the flow depends very much on the roughness 
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number (from Kantha and Rosati, 1990). 
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Figure 3.8.6. Model simulations of flow over an idealized mountain showing downslope winds and 
the associated hydraulic jump. Left panels show the turbulence intensity, while the right panels 
show the potential temperature. Note the high turbulence levels in the lee of the mountain (from 
Kantha and Rosati, 1990). 

of the underlying surface (Kaimal and Finnigan, 1994). This is not very 
surprising since the characteristics of the approaching turbulent boundary layer, 
which determine the location and extent of separation over the lee, depend very 
much on the underlying surface roughness. 

Next we consider flow over mountains, where stratification effects are 
important. Mountains are typically several kilometers in height and tens to 
hundreds of kilometers in length. Therefore, rotational effects cannot be 
neglected (Sr ~ 0.1), especially in considering the upstream effects and 
cyclogenesis in the lee. However, for investigating downslope winds, it is not 
important to retain rotational terms. For most purposes, it is possible to use 
hydrostatic models to investigate downslope winds. Nonhydrostatic effects 
become important only for very steep mountains. 

The most important factor that influences the evolution of the flow is the 
upstream condition, and the most important parameter is the inverse Froude 
number Frj . For small values of Fri, linear theory is valid and the most salient 
aspect of the flow is the generation of internal lee waves, with a nonzero vertical 
group velocity. These provide the principal means of transferring the mountain-
induced drag to the flow. As Frj increases further, nonlinear effects become more 
and more important. Beyond a certain value of Frj, the internal waves break and 
give rise to strong turbulence in the lee of the mountain. It is this kind of 
turbulence that caused severe damage during the 1978 Boulder windstorm 
(Zipser and Bedard, 1982). 
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Figure 3.8.7. Flow separation in the lee of a hill (from Atmospheric Boundary Layer Flows by J. C. 
Kaimal and J. J. Finnigan. Copyright 1994 Oxford University Press, Inc. Used by permission of 
Oxford University Press, Inc.). 

Smith (1987) describes aircraft measurements made during the Yugoslavian 
Bora over the Dinaric Alps. Figures 3.8.8 and 3.8.9 show observations of flow 
characteristics along a section across the Alps. Large flow accelerations in the 
lee of the mountain are evident in the potential temperature contours. Figure 
3.8.8 shows the large turbulence generated aloft, with vertical velocity variance 
reaching 10 m^ s~̂ . Strong downslope winds occurred in all five bora conditions 
observed (Smith, 1987). 

Smith (1985) developed a simple hydraulic theory to quantify downslope 
winds resulting from internal wave breaking aloft. He hypothesized that there 
exists a critical streamline aloft, above which the flow is essentially undisturbed. 
The flow below the dividing streamline accelerates over the mountain from 
subcritical to supercritical conditions (Figure 3.8.10). The mean flow between 
the splitting streamline is weak, but involves strong turbulence and mixing and 
uniform density. By strict analogy to a single-layer hydraulic flow transitioning 
from a subcritical to a supercritical state, in which 

H„=l+iF„^-|Ff (3.8.2) 

where F„ = U/^g'Hy is the Froude number and Hu is the layer depth upstream 

undergoing this acceleration, for continuously stratified fluid upstream, 
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Figure 3.8.8. Wind and potential temperature distributions from aircraft observations during the 
Yugoslavian Bora, showing the severe downslope winds (from Smith, 1987). 



3.8 Flow Over Topographic Changes—Downslope Winds 385 

Distance (km) 

P322 I Sen] 
Turbulence 

E 
3 ^ 

Distance (km) 

Figure 3.8.9. Water vapor mixing ratio and turbulence intensity distributions from aircraft 
observations during the Yugoslavian Bora, showing the severe downslope winds and strong 
turbulence (from Smith, 1987). 
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Figure 3.8.10. Idealized model of the downslope winds (from Smith, 1985). 
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Smith (1987) plots upstream Froude numbers for both cases (Figure 3.8.11). He 
also overlays on these the observations of downslope winds for a neutral layer 
capped by an inversion and those with nearly continuous stratification. The 
agreement between hydraulic theory and observations is quite reasonable. 

Figure 3.8.11 shows the variation of NHu/U with NH/U. The severe 
downslope cases correspond to values of NHu/U > 1.5, in good agreement with 
earlier studies for breaking and high-drag states. A value of 3n/2 is used to 
determine NHu/U in gravity wave parameterization schemes (Hunt et al, 1996). 
With the depth of the splitting streamline upstream (Hu) known, it is possible to 
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Figure 3.8.12. Eventual high drag state surface drag as a function of the nondimensional distance 
of the critical level above the ground. Note the resonant peaks centered on 0.75 and 1.75 (from 
Clark and Peltier, 1984). 
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obtain solutions to the flow over the mountain. Smith (1985) presents such 
solutions and compares them to numerical solutions obtained by Clark and 
Peltier (1984) for cases where wind reversal was used to define and fix the 
position of the critical layer (the location of the dividing streamline). Figure 
3.8.12 shows the high-drag states from Smith's hydrauHc theory, which agree 
reasonably well with the two peaks corresponding to Clark and Peltier's high-
drag cases. In the rest of the regime, the drag is low and corresponds to that 
given by linear theory. Large flow accelerations result in the lee of the mountain 
and this supercritical flow can decelerate through a hydraulic jump downstream 
of the mountain, causing large gusts and property damage. Simulations by 
Kantha and Rosati (1990) clearly show the existence of such a hydraulic jump 
(Figure 3.8.7). 

Numerical simulations of flow over mountains have been increasingly relied 
upon in recent years. Most use Richardson-number-dependent turbulent 
diffusivity. The simulation of Kim and Arakawa (1995) is among the first to use 
second-moment closure (see for example, Kantha and Rosati 1990) to properly 
account for turbulent mixing in these simulations. 

3.9 FLOW OVER PLANT CANOPY 

In earlier sections, we considered the ABL over land surfaces with small 
enough roughness elements that we could essentially ignore their heights above 
the surface vis-a-vis the observation point. However, vegetation covers a large 
part of the Earth's surface, either as cultivated crops or as natural vegetation in 
the form of grasses, brush, and dense forests. The effect of vegetation (especially 
the tall variety) on the lower ABL is of considerable interest. Also the flow 
within the plant and forest canopies is important to the micrometeorological 
conditions there and hence of interest to agriculture and forestry. It is obvious 
that the vegetation affects the flow within the canopy. Its effect on the ABL itself 
is less direct, though not less important. In this section we will discuss briefly the 
effects of vegetation on the lower ABL. 

The influence of vegetation on the ABL depends on the characteristics of 
plants composing the vegetation and their spatial distribution. Dense forest 
canopy such as the one that covers most of the Amazon and the prairie grasses 
and crops covering relatively flat terrain in the Midwest are two examples of 
vegetation that has a large effect on the ABL. This is the kind that we will focus 
on primarily, although sparsely vegetated, semidry, desert-like environments also 
influence the ABL characteristics. Vegetation affects exchanges of both 
momentum and scalar quantities between the atmosphere and the ground surface. 
Pioneering work was done in this area by Penman and Long (1960), but 
important contributions have since been made by Finnigan (1979a,b, 1985), 
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Thorn (1971, 1975), and Raupach (1988, 1991). For a good but dated review, 
see Raupach and Thorn (1981). For a more recent summary, see Kaimal and 
Finnigan(1994). 

The fact that vegetation changes the roughness felt by the ABL is obvious. 
However, the effective roughness depends very much on the character and 
distribution of individual plants. It is straightforward to see that for a given type 
of vegetation, as the spatial density of plants grows, the effective roughness 
increases until a point is reached where the distribution is so dense that the plants 
form a continuous surface underneath, and the effective roughness decreases. 
The canopy also effectively displaces the bottom of the ABL upward. This false 
bottom can be taken into account by a "displacement" in the lower ABL flux 
relationships. By accounting for the effective roughness and displacement, most 
of the similarity relationships derived earUer can also be applied to flow over 
plant canopy. 

Vegetation also influences the heat, water vapor, and gas transfer between the 
atmosphere and the ground surface. Plants tap into groundwater and exert active 
control over the transfer of CO2 and water vapor across their leaf surfaces by 
opening and closing tiny pores in their leaves called stomata. This active control 
driven by the biological needs and the reaction to the ambient environment in the 
canopy itself plays an important role in determining the transfer of water vapor 
and CO2 from the leaves to the atmosphere. These evapotranspiration effects are 
important to the determination of sensible and latent heat fluxes over plant 
canopy. 

Similarity relationships in the constant flux layer now depend also on the 
displacement height d, or more appropriately (z-d), 

d F/ d z ~ f ( z-d, u*, QF, Qb) (3.9.1) 

where Qp is the kinematic flux of that property in the surface layer. Equation 
(3.9.1) can be rewritten in nondimensional form: 

K(z-d) 9F _ ^ 
F* dz 

z-d 
= ^ F ( C ) (3.9.2) 

C = ^ (3.9.3) 

Note that in general the displacement heights for scalars are not the same as that 
for momentum, just like the equivalent roughnesses are not the same. However, 
this distinction is often ignored in practice. With this modification, the M-0 
similarity relationships derived in Section 3.3 should apply here also. For 
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example, under neutral stratification, the profiles of velocity and a scalar 
quantity such as temperature and humidity become 
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and for stratified situations, 
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where Zj refers to a reference level in the surface layer and ^M,H,E the usual 
stability functions (see Section 4.2). The disparity between ZQ and Zp is even 
more exaggerated for flow over canopy, since now the pressure differences in the 
highly turbulent separated wake flow behind individual plant stalks form the 
principal momentum transfer mechanism within the canopy. An equivalent 
pressure mechanism is absent for scalars. Therefore, the scalar roughness lengths 
can be as little as only 20% of the momentum roughness scale (Thom, 1975), 
even though the precise value depends on the canopy. 

However, all the unknowns are now pushed into d, the displacement height, 
which falls within the canopy height Zc, but in its top 20-30%. Observations 
have shown that over a wide range of canopies, d ~ 0.75 Zc is a very good and 
consistent approximation (Kaimal and Finnigan, 1994). The roughness scale 
itself is a function of canopy density and reaches a maximum when the plants are 
crowded together close enough to prevent each plant from absorbing any more 
momentum. Kaimal and Finnigan (1994) state that this maximum value is ZQ ~ 
0.2 Zc. Typical values for ZQ and d are 1.2 and 6 m over Landes Forest in France 
(Parlange er a/., 1995). 

These relations are, of course, valid only sufficiently far away from the 
roughness elements, in this case, sufficiently away from the canopy top. Figure 
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Figure 3.9.1. Monin-Obukoff similarity functions as a function of stability for (a) heat, (b) 
humidity, and (c) momentum above the plant canopy (from Atmospheric Boundary Layer Flows by 
J. C. Kaimal and J. J. Finnigan. Copyright 1994 Oxford University Press, Inc. Used by permission 
of Oxford University Press, Inc.). 

3.9.1, from Kaimal and Finnigan (1994), shows the velocity and scalar profiles 
and their departures from the conventional M-0 similarity profiles. 

The most important aspect of scalar transfer through a plant canopy is the 
close association between the sensible and latent heat flux. The latter is governed 
by the evaporation from leaf surfaces and is therefore dependent on whether the 
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stomata are exerting control as in dry conditions or whether the water is plentiful 
so that plant physiological control is unimportant. Evapotranspiration is one of 
the most important aspects of hydrological balance and a great deal of effort has 
been devoted to estimating the partitioning of incident radiant energy into 
sensible and latent heat fluxes from vegetation-covered surfaces, and hence the 
evaporation rate [see Parlange et al. (1995) for a recent review and an extensive 
list of past work in the area]. The importance of land surface parameterization in 
global GCMs has also provided the impetus for advances in this area (Avissar 
and Verstraete, 1990; Wood, 1991). Based on the earlier work by Thom (1975), 
Raupach and Finnigan (1988), and others, Kaimal and Finnigan (1994) derive a 
relationship between the ratio of the latent heat flux to the total heat flux as a 
function of the heat and mass transfer coefficients. This is called the combination 
equation, 

Hi _ L^E _ 1 _ CA 

H, H , + L E E 1 + B , £ + C H ^ C , 
(3.9.8) 

where Br is the Bowen ratio, the ratio of sensible heat flux Hs to latent heat flux 
Hi, and the bulk coefficients CH, CE,, CC, and CA are given by 

H S = P C P - ^ C H ( T 3 - T J 

° (3.9.9) 

E = P ^ C E ( q , - q J = p ^ C c ( q f - q s ) 

and 

H . = p L E ^ C A ( q r - q a ) (3.9.10) 

While CD, CH, and CE have their usual meaning (drag coefficient and Stanton 
and Dalton numbers), Cc is proportional to the inverse of the stomatal resistance. 
It is supposed to capture the ease of water vapor transfer from the leaf interior to 
the surface, with the transfer assumed to depend on the ambient specific 
humidity qs and the specific humidity in stomatal air cavities qs^^\ which is 
assumed to be saturated at the leaf temperature Ts. It can be called the stomata 
number. The coefficient CA is supposed to represent the ambient total heat 
transfer coefficient with respect to specific saturation deficit at level z. Note that 
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8s is the rate of change of saturated specific humidity with temperature (-2.2 at 

20°C): 

Also 

Sc = 
Cp dT 

(3.9.11) 

Ht =Hs + L E E = S W | + L W | - S W ^ - L W ^ - H Q -SWph (3.9.12) 

where SW and LW indicate the short- and longwave radiative fluxes (the arrows 
indicate the downwelling and upwelling aspect), HQ is the heat flux to the ground 
or to storage, and SWph is the amount consumed by photosynthesis of plants 
(-2% of the net SW and LW flux). 

Equations (3.9.8) to (3.9.12) are used for parameterization of evaporation in 
global models and estimating the evaporation rate over land surfaces. Equation 
(3.9.8) has very interesting limiting properties (Thorn, 1975; Kaimal and 
Finnigan, 1994): 

1- CH,E « Cc. Here vegetation is wet and stomatal resistance is not an 
important factor, and the third term in the denominator drops out. This 
corresponds to the case of "potential evaporation," since evaporation can be as 
much as physically feasible with no control exerted by the physiology of the 
plants. 

2. Cc,A » CH,E. Here Hi = £^^8. This corresponds to "equilibrium 

evaporation," where the physiology of plants exerts no control, because the 
limiting factor is the ability of the water vapor to diffuse away from the leaf 
surface. The situation corresponds to light winds and humid conditions, such as 
asymptotic conditions downstream of well-irrigated crops (i.e., crops free from 
water stress). 

3. Cc,A « CH,E. Here stomatal control is dominant and the situation 
corresponds to dry windy conditions over irrigated crops, "oasis evaporation." 

Parlange et al (1995) present a slightly generaUzed version of Eq. (3.9.8), 

H L = L E E = P 
BsHt 

ee+- CH 
+ B 

^ E ^ C 

p L E ^ C n C q f - q a ) 

ê  + CH+CH 

^E Cc 

(3.9.13) 

where A and B are constants that take different values in different formulations. 
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2.0 

Figure 3.9.2. Observed profiles of (a) mean wind speed, (b) shear stress, (c) standard deviations of 
u, and (d) standard deviations of w in and above plant canopy (from Atmospheric Boundary Layer 
Flows by J. C. Kaimal and J. J. Finnigan. Copyright 1994 Oxford University Press, Inc. Used by 
permission of Oxford University Press, Inc.). 

For example, for the potential evaporation case, A = B = 1; for equilibrium 
evaporation, A = 1, B = 0; etc. (see Parlange et al, 1995). The Budyko-
Thomwaite-Mather parameter (3 is taken as some function of surface water 

availabihty, put equal to 1.0, but allowed to go to zero as water availability 
becomes less and less. 

Estimating the various numbers related to the evapotranspiration is quite 
difficult without considering the flow inside the plant canopy. A great deal of 
empiricism is involved (see Brutsaert, 1982, 1991; Parlange et al, 1995). We 
cannot go into details here, but refer the reader to the references cited in this 
chapter, particularly Denmead and Bradley (1987), Finnigan (1979a,b, 1985), 
Monteith (1975, 1976), Raupach (1988,1991), Raupach and Thom (1981), and 
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Thorn (1971, 1975). Garratt (1992), Kaimal and Finnigan (1994), and Parlange 
et al (1995) are excellent starting points. Articles in Boundary Layer 
Meteorology are also useful. Briefly, the most important characteristic of the 
turbulence inside plant canopies is the generation mechanism. In the lower parts, 
it is principally wake turbulence, turbulence created by separation behind plant 
stalks. As such it is hard to parameterize and model. In the upper part of the 
canopy, it is the large eddies that arise due to the strong shear in the crown that 
are dominant. Figure 3.9.2 shows the profiles of the mean velocity, the shear 
stress, and the two components of turbulence velocity as a function of height in 
the canopy, for neutral stratification (from Kaimal and Finnigan, 1994). The data 
extend over a wide range of canopies, both in the wind tunnel experiments and in 
the field. The collapse of the velocity profiles when normalized by the velocity at 
the top of the canopy is noteworthy. Similar high quality data are not readily 
available for stratified conditions (but see Garratt, 1992; Kaimal and Finnigan, 
1994). 

The interaction with plants of the large turbulent eddies in the surface layer 
sweeping along the crown of the canopy of flexible cereal crops has striking 
visual impact. On a windy day, a ripe standing crop of wheat sustains coherent, 
wave-like motions called honamis, aesthetically pleasing to the eye because of 

LU 

Shear 
production 

Wake/waving 
production 

K 

Figure 3.9.3. A schematic showing the short-circuiting of the spectral transfer by plant 
wake/waving production of TKE (from Atmospheric Boundary Layer Flows by J. C. Kaimal 
and J. J. Finnigan. Copyright 1994 Oxford University Press, Inc. Used by permission of Oxford 
University Press, Inc.). 
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Figure 3.9.4. The TKE budget showing the importance of wake production inside the canopy (from 
Atmospheric Boundary Layer Flows by J. C. Kaimal and J. J. Finnigan. Copyright 1994 Oxford 
University Press, Inc. Used by permission of Oxford University Press, Inc.). 

the waving of the "golden" grain-laden tops in response to these "gusts." The 
phenomenon occurs because of the resonant coupling between the characteristic 
frequency of the energy-containing eddies (q/1) and the natural elastic frequency 
of the stalks. The resulting flow, resembling a "golden carpet" undergoing 
undulatory motions, testifies to the striking beauty of many natural phenomena. 

The waving of plant stalks has practical implications, as well. It constitutes an 
efficient mechanism for extracting energy from energy-containing large eddies 
near the crown and transferring them to smaller scales of the order of the plant 
wake size deep within the canopy. There is, therefore, likelihood of a secondary 
peak in the turbulence spectrum much removed from the usual spectral peak 
(Figure 3.9.3). Especially for plants such as cereal crops (rice, wheat, barley), 
where there can be efficient resonant coupling, this mechanism represents the 
bypassing of the usual spectral transfer from large eddies down the spectrum. 
The energy is instead passed onto the strain energy of the plants and then 
transferred directly to small eddies. 

We will close by presenting the TKE budget inside a plant canopy under 
neutral conditions (Figure 3.9.4). The various terms are scaled by zjn*^. There 
occur two extra terms in the TKE budget unique to plant canopies, representing 
(1) wake production, a source term representing production of TKE due to flow 
separation behind plant stalks, and (2) a plant waving term, a net sink term 



3.10 Internal Boundary Layers 397 

representing destruction of TKE, since while part of the energy of plant waving 
motions is passed on to small eddies quite efficiently, part is also dissipated in 
plant internal friction; thus, there is no extra production, just an incomplete 
transfer in spectral space. Note the strong shear production near the crown, but 
the negligible one deep within. The behavior of the transport term is also 
noteworthy. It represents a strong sink immediately above the canopy, but a 
strong source deep within. In combination, this suggests that in lower parts of the 
canopy, the turbulent transport is important to maintaining turbulence. 
Turbulence is imported, not locally produced (Kaimal and Finnigan, 1994). 

These, then, are some of the fascinating aspects of flow over plant canopies. 
The field is still evolving and much more remains to be done. Because of its 
practical importance to agricultural micrometeorology and forestry, it is sure to 
receive increasing attention in coming years. 

3.10 INTERNAL BOUNDARY LAYERS 

Finally, we will briefly describe aspects of change in the ABL characteristics 
due to changes in the underlying surface. In earlier chapters we dealt with ABL 
over a homogeneous terrain. Most of what we know about the ABL, its structure 
and behavior, is from observations, theory, and even LES numerical models that 
pertain to this situation. Traditionally, this has been the favored condition for the 
study of the ABL, simply because it is easier to understand and parameterize. 
Investigators went out of their way to locate relatively flat and homogeneous 
terrain on which to deploy their measurement arrays (Sorbjan, 1989). The 1953 
Great Plains, the 1967 Wangara, the 1968 Kansas, and the 1973 Minnesota 
Experiments, and other ABL studies in the seventies, took place on such sites. 
These observations and LES's have added immensely to our knowledge of the 
ABL structure and have solidified the foundations of simple scaling arguments 
such as the Monin-Obukhoff similarity relations. However, it is being 
increasingly realized that inhomogeneities of the underlying surface on a variety 
of spatial scales are ubiquitous and need to be taken into account, especially 
since the increasing computing capabilities have continuously brought down the 
scales we can simulate efficiently in our computer simulations of the atmosphere. 
Satellite remote sensing has reinforced this perception. As we saw in Chapter 
3.4, the NABL is affected by even very small terrain slopes. Drainage flows are 
a characteristic feature of hilly terrain. Even nonhilly terrains have significant 
topographic changes and the ABL adjusts to this change in terrain via an internal 
boundary layer, whose development depends very much on how the turbulence 
readjusts to the changed bottom boundary conditions. 

Changes in the bottom boundary conditions as seen by an ABL are essentially 
of two kinds. The first kind involves changes in the dynamic boundary 
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conditions due to changes in roughness of the underlying surface. The second 
kind involves changes in the thermodynamic fluxes from the underlying surface. 
The former is very common over land—for example, flow transitioning from a 
barren or sparsely vegetated landscape to heavily wooded conditions. The latter 
is less common over land, but occurs routinely when flow transitions from land 
to water or vice versa. The effects are quite spectacular during cold air outbreaks 
east of the continents, when a cold dry ABL encounters warm ocean waters. The 
result is the transfer of very large quantities of heat from the ocean to the ABL, 
often as much as 1000 W m'^. Often these large heat transfer rates lead to 
explosive cyclogenesis. A similar phenomenon occurs when an ABL transitions 
from a cold ice surface to a relatively warm ocean during off-ice wind conditions 
in the marginal ice zones of the subpolar regions. Once again, intense convection 
drives vigorous turbulence in the ABL and leads to spectacular cumulus 
formations (Figure 3.10.1). Kantha and Mellor (1989a) have modeled the change 
in ABL during off-ice wind conditions using a two-dimensional model (in the x-
z plane) incorporating second-moment closure. Such flow involves changes in 
both the dynamic and the thermodynamic conditions, since there is an effective 
change in the roughness of the underlying surface, as well. 

Another example is the land-sea interface in a coastal ocean and its effect on 
land and sea breezes. Because of the increased attention being given to littoral 
regions of the world, there is a need to understand the response of the lower 
ABL to inhomogeneities in the underlying surface. Unfortunately, we can 
provide only a brief discussion of these aspects here. The reader is referred to 
Garratt (1990, 1992) and Kaimal and Finnigan (1994) for a more thorough 
discussion of this topic. 

Consider first the constant flux layer of the ABL over land surfaces (over the 
ocean, horizontal homogeneity is normally a good approximation). The relevant 
vertical scale here is the thickness of the surface layer (Zs). If the scale of 
variation of the underlying roughness elements and other characteristics (Ir) is 
such that If » Zs, then locally, the various similarity relationships derived in 
Section 3.3 should still be approximately valid. However, when there is an 
effective discontinuity in the characteristics of the underlying surface, such as 
across a land-sea interface, an internal boundary layer begins to grow at the 
discontinuity and the horizontal gradients cannot be neglected. It is this situation 
we will address here. Pioneering contributions were made in this area by Bradley 
(1968), who measured the changes in the velocity profiles and surface stress 
from changes in the roughness from both smooth to rough and rough to smooth; 
Dyer and Crawford (1965), who measured the changes as air flowed from hot 
dry to cool irrigated land surface; and Mulheam (1977), who applied the self-
similarity concepts in aerodynamics (Townsend, 1966, 1976) to these situations 
to explain the changes. To date, despite the importance of the problem, there has 
not been a concerted effort (like the Kansas or Minnesota Experiment) to 
observe and quantify the effect of changing terrain on the ABL structure. 
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Figure 3.10.1. Vigorous convection resulting from the flow of cold air off the ice onto the warm 
water in a marginal ice zone (NOAA sateUite photo). 

For simplicity, consider flow perpendicular to a discontinuity (or, more 
appropriately, a rapid change) in the characteristics of the underlying surface. 
There are two possible changes: (1) a change in the effective roughness of the 
surface—this affects principally the momentum exchange and the velocity 
structure—and (2) a change in the property such as temperature that affects the 
scalar fluxes—this can have profound effects on both the momentum and scalar 
exchanges and the ABL structure. Normally, both effects are present to varying 
degrees. An example where both effects are strong is the flow over a marginal 
ice zone (MIZ) as seen in spectacular satellite imagery of off-ice flow. In any 
case, the flow responds by growing an internal boundary layer (IBL) that starts at 
the discontinuity and grows, merging eventually with the upstream boundary 
layer. The response of a boundary layer to abrupt changes in roughness and in 
heat flux is a classical problem in fluid mechanics and considerable literature 
exists on the subject (see Schlichting, 1977; Townsend, 1976). Unfortunately, 
the situation pertains to neutral stratification and the stratification effects are pre-
dominant in the ABL. For example, if the abrupt change involves transition of 
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the ABL to a colder surface, the turbulence in the ABL is suppressed. The IBL is 
confined to a fraction of the upstream ABL and grows very slowly, taking tens, 
often hundreds, of kilometers to grow to the original thickness. This situation 
occurs during on-ice flows in the MIZ (Kantha and Mellor, 1989a; Overland et 
al, 1983), when the ABL over relatively warm water (-1.7°C) flows onto cold 
ice (-20 to 30°C) and the ABL gives up heat to the ice. The roughness also 
increases, but this is a relatively minor effect. A land-based inversion develops 
and the IBL is maintained by the shear in the flow acting against gravitational 
forces and grows slowly, although the increase in roughness helps. On the other 
hand, for off-ice flows, the IBL grows quite rapidly because of the large heat 
flux (several hundreds of W m"̂ ) from the relatively warm water to the cold 
ABL, even though the roughness decreases. Vigorous convection ensues, and 
clouds form along rows aligned with the flow, which eventually merge into solid 
cloud cover (Figure 3.10.1). 

IBLs are ubiquitous features in the atmosphere. They occur along MIZs and 
over any thermal front such as that associated with warm ocean currents, such as 
the Gulf Stream and Kuroshio, flowing adjacent to cold shelf waters during 
winter and the land-sea interface at the coast, especially during winter when the 
land-sea temperature contrast can be a few tens of degrees Celsius. Over land, 
transition from prairies to wooded lands and flow over and from a lake are 
causes for the growth of the IBL. Lake effects are particularly spectacular during 
winter, when the ensuing convection introduces considerable moisture into the 
ABL, which is precipitated as snow downstream of the lake. But by far, the most 
profound effects occur in the coastal zone due to land-sea contrasts. Coastal 
zones are regions of formation of diurnal land-sea breezes, especially during 
sunmier, when the differential heating and cooling of land surfaces relative to the 
oceans give rise to temperature contrasts of as much as 10°C. During the day, the 
land is warmer and the flow is from the sea onto the land (sea breeze), and 
during the night, the land is colder and the flow is from land onto the sea (land 
breeze). This land-sea breeze system (LSBS) is of considerable importance to 
the local meteorology of coastal regions and regions near the Great Lakes. The 
fronts formed by the convergence of the LSBS flows with the ambient flows are 
often visible in satellite imagery, a classic example being the shuttle photo of a 
land breeze off the coast of Florida. The fronts associated with the LSBS are 
often regions of cumulus clouds and local thunderstorms. While the general 
nature of the mesoscale LSBS is well understood, its myriad interactions with the 
ambient large scale flows are less understood, ill observed, and poorly modeled. 
For example, not much is known about the transition from land to sea breeze and 
vice versa, although these are diurnal processes of profound importance to 
coastal conmiunities. 

During winter cold-air outbreaks, the large land-sea temperature contrast (as 
much as 30°C) gives rise to explosive cyclogenesis along the eastern sides of 
continents in midlatitudes. These processes were studied during the Genesis of 
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Atlantic Lows Experiment (GALE) and the Experiment on Rapidly Intensifying 
Cyclones over the Atlantic (ERICA) field experiments (Doyle and Warner, 
1990; Hadlock and Kreitzberg, 1988). The wintertime thermal fronts that 
develop off the U.S. coast in the Gulf of Mexico due to cold land/shelf water and 
warm offshore waters are often the source of winter storms over the eastern 
United States. In all these cases, the structure and growth of the IBL are central 
to the problem of frontogenesis. 

The most important characteristic of an IBL is the departure from equilibrium 
conditions that prevailed upstream. Consequently, none of the similarity 
relationships whose very basis is the assumption of local flow equilibrium are 
valid, at least in the immediate vicinity of the abrupt change. The flow and 
turbulence in the IBL eventually relaxes to a quasi-equilibrium state, but in the 
vicinity of the change, pressure gradient, baroclinic forcing, advection, and 
three-dimensional effects are all important. The turbulence field is also far from 
equilibrium. Consequently, numerical models with good parameterization of 
turbulence are essential for dealing with IBLs (for example, Kantha and Mellor, 
1989a). LES studies have principally been confined to horizontally homoge-
neous ABLs and have lagged behind in applications to IBLs. The problem is 
compounded by a dearth of observational data on the small scales of change in 
an IBL. 

Fortunately, much is known about the IBL due to roughness changes under 
neutral stratification, mainly due to the observations of Bradley (1968) and the 
application of the classical boundary layer concept of self-similarity (Townsend, 
1966) by Mulheam (1977). The roughness change accelerates (rough to smooth) 
or decelerates (smooth to rough) the flow (Figure 3.10.2), and turbulence 
intensity decreases (increases) adjacent to the surface, and this change is diffused 
into the IBL. Pressure forces are also important in the immediate vicinity of the 
change, but are usually ignored. The parameter that characterizes the magnitude 
of the change encountered by the flow is M = In (zod/zou), where subscripts u and 
d refer to upstream and downstream conditions. Figure 3.10.2 shows the velocity 
profiles in the IBL for both smooth to rough and rough to smooth transitions for 
|M|=4.8. The profiles can be described by a modified logarithmic law. 
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Figure 3.10.2. Evolution of the velocity profile after a sudden change in the roughness of the 
underlying surface (from Bradley 1968). (Left) smooth to rough, (right) rough to smooth. 

where 5i is the thickness of the IBL. These relationships yield a logarithmic law 

in the lower IBL, where the turbulent flow is nearly in equilibrium with the new 
surface, and the upstream profile above the IBL. The thickness of the IBL itself 
can be described as a function of the downstream distance x by (Kaimal and 
Finnigan, 1994) 
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The concept of self-similarity in aerodynamics has been applied to the IBL to 
scale the velocity profiles in the IBL (Mulheam, 1977): 
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(3.10.4) 

Figure 3.10.3 shows the observed and theoretical forms of g. Figure 3.10.4 
shows the surface stress ratio as a function of fetch. The phenomenon of 
overshoot is noteworthy. This is simply because only the flow in the vicinity of 
the surface adjusts to the abrupt change and the flow aloft takes a while to 
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Figure 3.10.3. Normalized velocity profiles downstream of a roughness change (from Mulheam, 
1977). 

accelerate or slow down in response. Also, the relaxation to equilibrium con-
ditions is more rapid for smooth to rough transitions than vice versa, simply 
because the vertical diffusion of turbulence (and hence the changes felt) depends 
on the downstream friction velocity, which is smaller for the rough to smooth 
transition case. 
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Figure 3.10.4. Relaxation of the surface stress downstream of a roughness change showing various 
theories as lines and observations as dots (from Atmospheric Boundary Layer Flows by J. C. 
Kaimal and J. J. Finnigan. Copyright 1994 Oxford University Press, Inc. Used by permission of 
Oxford University Press, Inc.). 
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Figure 3.10.5. Conditions for simulating off-ice and on-ice flow conditions in Kantha and Mellor 
(1989) ABL model. 

Overall, the IBL in a neutrally stratified flow is far simpler than that in a 
stratified flow, since here the roughness changes are usually overwhelmed by 
stratification effects. Detailed discussion of this situation is, however, beyond the 
scope of this book and the reader is referred instead to the current literature on 
the subject in journals like the Journal of Atmospheric Sciences and Boundary 
Layer Meteorology. A particularly interesting article is the review by Atkinson 
and Zhang (1996) on mesoscale shallow convection in the atmosphere, which is 
manifest in the form of distinctive cloud patterns, both linear cloud streets and 
hexagonal cellular convection patterns, typically a few to a few tens of 
kilometers in the horizontal with an IBL of depth f 500 m to 2 km. Cold-air 
outbreaks off eastern parts of the continental masses during winter and off-ice 
cold-air flow onto the water in a marginal ice zone are spectacular examples (see 
Figure 3.10.1). Here, the roll clouds aligned with the wind and spaced 1-2 km 
apart, and a few tens of kilometers long, break up into cellular patterns and 
eventually merge to form a solid stratocumulus deck. Cloud streets arise in the 
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Figure 3.10.6. Temperature and TKE distributions for off-ice flow conditions in the ABL 
simulations of Kantha and Mellor (1989). Note the strong convective trbulence over water. 

rising air between rolls aligned in the wind direction and spanning the IBL in the 
vertical. Roll-like features exist in ABLs over land surfaces also. Open cell 
convection patterns are found over the east sides of continents over warm water, 
driven by convection from below, whereas closed cell convection patterns are 
found on the west side over cold water, driven perhaps by radiative cooling at 
the cloud tops of the stratocumulus decks frequent in these regions (Atkinson 
and Zhang, 1996). A wide range of physical processes are involved, including 
thermal and dynamical instabilities, and gravity waves and turbulence. The 
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Figure 3.10.7 Temperature and TKE distributions for on-ice tlow conditions in the ABL 
simulations of Kantha and Mellor (1989). Noe the strong damping of turbulence over ice. 

reader is referred to Atkinson and Zhang (1996) for a fascinating review of 
shallow mesoscale convection in the atmosphere. 

Examples of numerical solutions to the ABL over a MIZ can be found in 
Overland et al (1983) and Kantha and Mellor (1989a). Figures 3.10.5 to 3.10.7 
show the IBL evolution for off-ice and on-ice flows from simulations with a 
second-moment turbulence closure model (Kantha and Mellor, 1989a). Note the 
strong increase in turbulence intensities, and the rapid growth of the IBL in the 
former and the formation of a shallow IBL in the latter. More details such as the 
influence of associated roughness changes and overshoot in the surface stress 
can be found in Kantha and Mellor (1989a). 
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3.11 MODELING THE ATMOSPHERIC 
BOUNDARY LAYER 

As for the OML, models for the ABL can be classified broadly into two 
categories (excluding the LES and DNS approaches): (1) slab (single layer) 
models and (2) diffusion (multilevel) models. Modem large scale atmospheric 
models have either a slab ABL parameterization included at the bottom of the 
atmospheric column or incorporate multilevel formulation implicitly, the vertical 
resolution and complexity depending on the resources that can be spared 
(Deardorff, 1972b). In cases where an ABL model is used by itself for 
applications such as air quality monitoring, the boundary conditions at the top of 
the model domain must be suitably prescribed. A common practice is to use the 
output of an atmospheric model. Slab models (for example, Deardorff, 1972; 
Overland et al, 1979; Mass and Dempsey, 1985; Wilczak and Glendening, 
1988) are simpler but cruder. Their main advantage is that they are not as 
computer-resource-intensive so that they can be run at the high horizontal 
resolutions needed to more accurately model the effects of the surrounding 
orography and air-land interface than is practicable in even a regional 
atmospheric model. It is therefore possible to use them sandwiched between 
regional models of the ocean and the atmosphere for, say, more accurate 
simulation of ocean surface currents in regions surrounded by orography 
(Clifford et al, 1997; Horton et al, 1997). Diffusion models based either on K-8 
or second-moment closure (see Chapter 1), on the other hand, are best 
incorporated into the atmospheric model itself (Burke, 1988) at whatever 
horizontal and vertical resolutions deemed feasible. However, process studies 
using simple ID and 2D models can be done with either (for example. Overland 
et al, 1983; Kantha and Mellor, 1989a). Because of the need for an accurate 
knowledge of the state of the ABL for pollution, air quality, and many other 
studies, there exists a voluminous amount of work on modeling and 
parameterization of the ABL (often called PBL) and the reader is referred to 
reviews on the topic by, for example, Blackadar (1979), Wyngaard (1982, 
1992), and Holt and Raman (1988). Articles on ABL modeling can be found 
regularly in the journal Boundary Layer Meteorology. Here we present a brief 
overview for completeness. We will discuss only the ID case; extension to 2D 
and 3D cases are straightforward, though nontrivial. 

3.11.1 SLAB MODELS 

Here the governing equations are integrated through the layer, or 
equivalently, all variables are height-independent (Lavoie, 1972; Overland et al, 
1979; Horton et al, 1997). Hydrostatic approximation suffices. The governing 
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equations are 

dxy- dz 

(3.11.1) 

9 
+ — 

/ 
K 

9u 
M' 3z 

l ^ a ^ ( - ^ i W = v i ( K H | ] - H ^ (3.U.3) 

where f is the CorioHs parameter; g is the gravitational acceleration; Uj is the 
horizontal velocity; w is the vertical velocity; and z is the vertical direction. 0 is 
the potential temperature and q is the specific humidity. AM and AH are the 
horizontal eddy viscosity and eddy diffusivity. Subscripts j and k indicate the 
two components of velocity and take values of 1 and 2 only, and repeated 
indexes imply summation. KM is vertical diffusivity of momentum and KH is that 
of a scalar, temperature and humidity. Ŝ  denotes source and sink terms—sources 
arising from condensation of water vapor when values reach above saturation 
and sinks arising from radiative cooling of the atmospheric column at night. 
Nocturnal radiative cooling is hard to parameterize since it depends on a variety 
of factors such as the water vapor content and the cloud cover. The simplest, 
though not too realistic, is to assume a uniform cooling rate throughout the 
column, about 1-2 °C hr~\ Sq arises due to condensation and evaporation of 
water vapor. For simplicity, we will consider the dry case only. Using the perfect 
gas relation, 

p = pRT (3.11.4) 

where R is the gas constant and T is the temperature, and noting that the 
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potential temperature is defined by 

409 

^0 TQ 

/ \(Y-I)/Y 
Po ; R=Cp-c^, y=Cp/c^=1.4 (3.11.5) 

where subscript 0 denotes reference values (0o = To) and Cp and Cy are specific 
heats at constant pressure and constant volume, the pressure gradient terms in the 
momentum balance can be written as 

1 dp _ Q dn dn 

p 3xj 00 3x 

The hydrostatic balance becomes 

; 7C=c 00 — 
p 3xj 00 3xj 3xj 

P_ 

Po 

X(Y-I)/Y 

(3.11.6) 

dn __ 00 
(3.11.7) 

These then are the equations that need to be integrated across the slab. Doing 
so, the momentum equation becomes 

^ [ ( h - s ) U j ] + - ^ [ ( h - s ) ( U k - U ; : ) ( U j - U ^ ) ] + ej3kf(h-s)(Uk-U^) 
3t'- -̂i 3xk 

= AM(h-s) J + , g 
dx^dxy, Go 

-CD(UkUkrUj+w,(u|) 

3xj 2 3xj 

(3.11.8) 

where Uj is the vertically averaged velocity in the layer; Uĵ  is the horizontal 
velocity above the layer; 0o is the reference potential temperature; 0 is the 
potential temperature in the layer; A0 = 0 - 0 ,̂ where 0̂  is the temperature 
above the layer; h is the height of the layer; s is the orographic height; (h - s) is 
the slab thickness; CD is the surface drag coefficient; and We is the vertical 
entrainment velocity, positive when the slab is entraining and growing, and zero 
when it is shrinking. The pressure gradient term in Eq. (3.11.8) has been 
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replaced using the momentum balance aloft, 

where dn/dxj is the horizontal pressure gradient above the layer. The velocity Uĵ  
is assumed to be provided by a coarser resolution meteorological model. The 
equation of continuity for the slab is 

^ ( h - s ) + ^ [ U k ( h - s ) ] = W, (3.11.10) 

The potential temperature evolves as 

^ [ ( h - s ) 0 ] + - ^ [ ( h - s ) U k 0 ] = Wee^+Q + A H ( h - s ) - ^ ^ (3.11.11) 

Here 0̂  is the potential temperature aloft, and Q is the kinematic heat flux from 
the ground to the layer calculated using 

Q = C H ( U k U , ) " ' ( e s - 0 ) (3.11.12) 

where CH is the dimensionless heat exchange coefficient and 9^ is the land or 
water surface temperature. 

Equation (3.11.12) assumes the heat flux at the bottom of the slab to be 
entirely sensible. However, it is simple enough to carry an additional equation 
for specific humidity q similar to Eq. (3.11.11) and an exchange equation for 
water vapor. The equation of state must then be modified to include the specific 
humidity. This is simple enough to do since the perfect gas law can still be 
applied (see Appendix B). Including phase changes is, however, difficult, 
especially cloud physics. It is simplest to cap the relative humidity at 100% and 
convert the excess water to precipitation when supersaturation occurs. The latent 
heat released is used to heat the layer. The lapse rate dQ/dz above the layer is 
held fixed so that 

e"=e"+(h-h)oe"/az) (3.11.17) 

where 6̂  is the initial temperature above the layer and h is the initial height of 
the layer. The entrainment rate We can be specified as a function of the 
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Figure 3.11.1. Winds over the Adriatic Sea, as derived from a regional atmospheric model, from an 
ABL model with proper orographic steering, and from a scatterometer (from Horton et al., 1997). 

Richardson number Ri defined as 

Ri = 
g(h-s)A0 

eo[(Uk-u^)(Uk-u^)] 
(3.11.18) 

The most popular is the Wg-Ri"^ empirical relationship. Another is to assume 
dynamical instabilities keep Ri at a constant value and adjust the layer height to 
achieve that (similar to the dynamical instability slab model in Chapter 2). If the 
underlined terms in Eqs. (3.11.8) and (3.11.10) are ignored, the model is similar 
to that used by Eddington et al. (1992) that ignores thermodynamics. AM and AH 
are prescribed empirically; the higher the model resolution, the smaller these 
values. 

In limited domain models, boundary conditions for height, speed, and air 
temperature must be specified along the open lateral boundaries of the model 
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domain. Conditions aloft must be prescribed. Both these can be time-dependent 
and derived from an atmospheric model forecast. Clifford et al (1997) and 
Horton et al (1997) used the NORAPS model forecasts to drive a high 
resolution slab ABL model to capture the influence of surrounding orography on 
low level winds. The resulting winds were used to drive regional ocean 
circulation models of the Red Sea and Mediterranean Sea. Orographic steering 
thus produced improved forecasts of circulation in these seas. Figure 3.11.1 
shows an example of the improvement produced by the ABL model. 

A possible improvement is to embed a constant thickness (say 30-50 m) 
surface layer at the bottom of the modeled layer and use well-known Monin-
Obukhov constant flux layer relationships derived earlier in this chapter to relate 
the difference between the layer and the surface properties such as Uj and (0 -
©s) to the appropriate fluxes. See Overland et al (1979) for application of such a 
model to a wide variety of flow situations. 

3.11.2 MULTILEVEL M O D E L S 

A fairly recent review can be found in Holt and Raman (1988). Basically 
these use the primitive equations (3.1 l.l)-(3.11.3), (3.11.6), and (3.11.7). Note 
that in these equations, the velocity Uj and 0 are functions of the vertical 
coordinate z. There also arise vertical diffusion terms to contend with. 

The solution of this set requires prescription of the heat flux and the 
momentum flux at the bottom of the ABL and a suitable condition on the mean 
properties at the top of the model domain. The bottom fluxes are based on 
Monin-Obukhov similarity, and at the top Newtonian damping to prescribed 
velocity and temperature aloft is used. 

The basic problem is then to specify or calculate KM and KH- Since these are 
the result of turbulent mixing processes, one needs a turbulence model as well. 
Simplest is to prescribe a K-profile. Numerous such K-profile parameterizations 
are possible and are listed by Holt and Raman (1988). The main problem is the 
stability dependence of the K-profile, which has to be prescribed a priori. One 
possibility is Prandtl's mixing length approach that ties the eddy viscosity to the 
mean gradient and a length scale, the mixing length, whose value and functional 
form have to be prescribed suitably. One popular mixing length parameterization 
due to Blackadar (1962) is 1 = KZ (I+KZ/IQ)" \ which gives 1 = KZ close to the 
ground, asymptoting to 1 = IQ toward the edge of the ABL. 

However, a better approach is to tie the eddy viscosity and diffusivity to the 
turbulence velocity scale. Thus KM, KH - K^̂ l̂, where K is the TKE. This then 
requires a prognostic equation for K to be solved, but stability effects are now 
included. In addition, 1 needs to be prescribed as before or computed using either 
a K-8 or some other closure. Chapter 1 dealt with this topic in some detail. Holt 
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and Raman (1988) compared various formulations in a ID model and concluded 
that the use of the TKE equation (either with a prescribed or a calculated 1) 
yields better results for not only the mean quantities but also the turbulence, 
especially the TKE budget in the ABL. 

If one ignores LES's, then second-moment closure (see Chapters 1 and 2) is 
perhaps the best compromise when accuracy is essential. This explains the 
popularity of the Mellor and Yamada (1982) model in its various forms in ABL 
applications. In its simplest form, it reduces to a two-equation turbulence model, 
with stability-dependent KM and KH (see Chapter 2), and has been used for many 
ABL applications as well as routine inclusion in atmospheric models. See 
Yamada (1983) for a typical application (see also Mellor and Yamada, 1982). 
However, these formulations have not allowed for countergradient fluxes 
important to convective ABLs (Deardorff, 1966, 1972). An ABL model that 
does so specifically within the context of the K-profile approach is the one by 
Troen and Mahrt (1986). 

The above slab and multilevel formulations can be applied to 2D and 3D 
ABL models also. For application of a slab model to the ABL over sea ice see 
Overland et al. (1983), and for that of a second-moment closure diffusion model 
to the same problem, see Kantha and Mellor (1989). Results from the latter were 
presented in the last section. 
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Q Angular rotat ion rate of the Ear th 
Cd Drag coefficient 
d, dj, (IE Displacement scales for momentum, heat, and water vapor 
f Coriolis frequency 
g Acceleration due to gravity 
h Inversion height 
k Magnitude of the wavenumber vector; also summation index that 

takes values of 1 to 3 
ks Vertical component of the wavenumber 
1 Integral microscale of turbulence 
n Wave frequency 
p Pressure 
q, q* specific humidity and friction specific humidity 
r, ri Water vapor mixing ratio and liquid water mixing ratio 
t Time 
w Vertical component of velocity perturbation 
Ua*, u* Friction velocity 
Uf* Free convect ion velocity scale 
X Horizontal coordinate 
X3 Vert ical coordinate 
Xi Coordinates 
z Vertical coordinate 
Zo, ZoF Roughness scale for m o m e n t u m and scalars 
zou» Zod Ups t ream and downst ream roughness scales 

Ae Eddy viscosity 
A, B , C Constants in the surface layer 
Br Bowen ratio 
C W a v e phase speed 
Cg Group velocity 
C D , C H , C E Bulk transfer coefficients for momentum, heat, and moisture 
CDN» CHN Neutral bulk transfer coefficients 
E Energy density of the wave 
Fr, Fri Froude number and inverse Froude number 
G Geostrophic velocity 
H Height of the mounta in 
Ho, Ht Heat flux at the ground and entrainment heat flux at the inversion 
K M , K H Turbulent (eddy) mixing coefficients for momen tum and heat 
L Monin -Obukhof f length scale; also width of the mounta in 
L E Latent heat of evaporat ion 
L R Internal Rossby radius of deformation 
N(z) Buoyancy frequency 
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Nu Nusselt number 
P Mean pressure; also potential energy 
Prt Turbulent Prandtl number 
Qb Surface buoyancy flux 
Qo, Qt Kinematic heat flux at the ground and kinematic entrainment 

heat flux at the inversion 
R Radius of curvature 
Ra Rayleigh number 
Ric Curvature Richardson number 
Rif, Rig Flux and gradient Richardson numbers 
Ro, Ro* Rossby and friction Rossby numbers 
SR Rossby number of flow over a mountain 
T, Tv Absolute temperature and virtual temperature 
T* Friction temperature 
U, Uio Wind velocity and wind velocity at 10 m 
Uu, Ud Velocity upstream and downstream 
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Chapter 4 

Surface Exchange Processes 

In this chapter, we outline some important features of the exchange of 
momentum, heat, mass, and gases between the oceans, the atmosphere, and land 
surfaces. Air-sea exchange is central to the determination of the state of the 
atmosphere over timescales larger than about a few days. It plays a crucial role 
in processes such as the ENSO (El Niiio-Southem Oscillation). The sensible and 
latent heat exchanges occurring in the warm pool region of the western tropical 
Pacific are thought to be important to determining the onset, growth, and decay 
of the ENSO, which has a global impact on weather and precipitation 
characteristics. The transfer of greenhouse gases such as CO2 across the air-sea 
interface has important implications for climate change. Exchanges of heat and 
moisture between the atmosphere and the soil or vegetation are also part of the 
global hydrological cycle and must be considered in a global energy balance. 
Vegetation also exchanges important gases with the atmosphere such as oxygen 
and carbon dioxide, and these exchanges are modulated by the atmospheric 
boundary layer. Kaimal and Finnigan (1994), Kraus and Businger (1994), and 
Kagan (1995) are recent treatises covering the topic of air-surface interactions. 
An excellent discussion of flux measurement techniques and the associated 
errors can be found in Dabbert et ah (1993) and Smith et al (1996a); the latter is 
also a recent overview of air-sea fluxes. Recent advances in the field can be 
found in journals such as the Journal of Geophysical Research of the American 
Geophysical Union, the Journal of Atmospheric Sciences, the Journal of 
Physical Oceanography, and the Journal of Atmospheric and Oceanic 
Technology of the American Meteorological Society, and Boundary Layer 
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Meteorology, among others. In this chapter, we will review how the exchange of 
properties across various surfaces are determined and outline some recent 
advances in the field. 

4.1 SURFACE ENERGY BALANCE 

The total heat flux consists of both radiative fluxes and turbulent fluxes. Since 
the higher temperature of the Sun results in radiation emitted at shorter 
wavelengths (ultraviolet, visible, and infrared regions) than the cooler Earth 
system, the usual practice is to divide the radiative fluxes into longwave (LW) 
and shortwave (SW) components. The longwave radiation is emitted by the 
atmosphere and the surface, whether the surface consists of vegetation, ice, 
water, or soil. The turbulent heat fluxes are the latent heat flux, or the exchange 
of heat due to the process of evaporation, and the sensible heat flux. The 
turbulence of the atmospheric boundary layer impacts directly on the turbulent 
heat fluxes but not on the radiative fluxes. In addition, the properties of the 
surface directly affect the transfer of heat between the atmosphere and the 
surface. 

At the atmosphere-surface interface, there must exist a balance between the 
incoming and the outgoing components of various fluxes, including the heat 
flux. If this interface is assumed to be infinitesimally thin, then the net fluxes of 
all scalars, including heat, must vanish at the surface. In the most general way, 
this can be written as 

SW^ +LW^ -SW^ -LW^ - H , - H L -Hg =0 (4.1.1) 

There is thus a balance between the downwelling shortwave (SW^) and longwave 
(LW|) radiative fluxes, the upwelling SW^ and LW^ fluxes, and the sensible (Hg) 
and latent (HL) heat fluxes. Hg is the heat flux to the ground. All these quantities 
are in W m~̂ . The convention here is that a term that adds heat to the interface 
has a positive sign in front of it (for example, SW )̂ and the term that takes heat 
away from the interface has a negative sign in front of it (for example, HL). The 
radiative fluxes as written above are all positive quantities. The sensible and 
latent heat fluxes are normally positive (heat loss for the ocean and a gain to the 
atmosphere) over the ocean, but can be of either sign over the land and may 
change sign over a diurnal cycle. During warm air outbreaks over the ocean, 
these fluxes can change sign as well. The Earth's annual global mean energy 
budget has been estimated using several different data sets and techniques. A 
recent survey, performed by Kiehl and Trenberth (1997), produced values shown 
in Figure 4.1.1. 

Considerable effort has been expended in determining these fluxes as a 
function of the ambient parameters, since it is quite difficult to measure these 



4.2 Radiative Flux Parameterization 419 

Figure 4.1.1. The Earth's annual global mean energy budget based on Kiehl and Trenberth (1997). 
Units are W m-^. 

fluxes directly. The next section describes radiative flux parameterizations, and 
the rest of the sections in this chapter deal with the parameterization of the 
turbulent heat fluxes Hg and H/. 

4.2 RADIATIVE FLUX PARAMETERIZATION 

Direct measurements of the radiative fluxes, either SW or LW, at an air-sea, 
air-ground, or air-ice interface are seldom possible. These fluxes require 
sensitive instruments and great care in measurements, and, over the sea, can 
seldom be made except from specially equipped research vessels. Instrumented 
surface buoys are becoming a viable alternative. Satellite-borne sensors are 
being increasingly used, but they have difficulty in measuring all the components 
of the radiation balance at the bottom of the atmospheric column. Also, at 
present, there is no observational network for radiation measurements, especially 
over ice and the oceans. Therefore, empirical formulas still form the basis for 
estimating the radiative and other fluxes at the air-sea, air-ground, or air-ice 
interfaces. Given the importance of being able to accurately estimate all the 
components of energy balance at these interfaces (Fairall et al, 1996a), 
increasing attention is being given to evaluating these formulas (e.g., Schiano, 
1996; Key et al, 1996; see also Isemer and Hasse, 1987). This section contains a 
summary of the current status of radiative flux parameterization, drawing mostly 
upon an excellent summary by Key et al. (1996). 

Accurate parameterization of the SW and LW radiative fluxes is important to 
modeling the evolution of the atmosphere, ocean, and sea ice. They form a 
substantial component of the energy balance at these various interfaces, and are 
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therefore integral to air-sea exchange and cHmate-related questions. High quahty 
data sets are very difficult to gather at sea. SW solar radiation is measured by 
high precision spectral pyranometers, which measure the incident radiation in the 
280- to 2800-nm range to an accuracy of perhaps 2%. At sea, the main sources 
of error are the influence of the ship superstructure and its shadowing effects, 
clouding of the pyranometer domes by salt spray and rain debris, and departure 
from the horizon due to ship motion. Observations made during rough seas and 
heavy rain have to be discarded. Periodic cleaning and calibration are essential 
to maintaining the accuracy of the measurements whether at sea or over land or 
ice. Downwelling LW radiative fluxes are measured by pyrgeometers and here, 
in addition to the usual problems, radiation by heating of the domes is a major 
source of contamination and great care needs to be exercised in measuring the 
dome temperature and accounting for its effects to maintain desired accuracies. 

The fate of solar radiation incident at the top of the atmosphere is quite 
complex. Some of it is absorbed and scattered by the intervening atmospheric 
column. Part is absorbed by the ground or transmitted into the ice or sea; the 
radiative energy is reemitted in the form of LW (thermal) radiation, which is in 
turn absorbed, scattered, and partially reradiated by the atmosphere. The 
principal sources for absorption and scattering in the atmosphere are its 
constituent gases: ozone, carbon dioxide and oxygen, water vapor, and aerosols. 
Clouds composed of condensed liquid water play a dominant role in the 
absorption, reflection, and reemission of solar radiation. High level clouds 
efficiently reflect the SW solar radiation back into space and therefore their 
albedo effects are crucial to the overall energy balance of the Earth. In addition, 
low level clouds cause multiple reflections between the cloud base and the 
surface. Therefore the downwelling LW flux is a result of scattering and 
emission from the whole atmospheric column, although the lowest hundred 
meters or so are the most relevant to the surface fluxes. An estimation of the top 
of the atmosphere and surface values for the radiative fluxes over various 
wavelengths are shown in Figures 4.2.1 and 4.2.2. 

Since the downwelling SW and LW radiative fluxes at the surface are a 
complex function of the many properties of the atmospheric column, the best 
possible estimate is by the use of radiative transfer models. Such models, 
however, require information on vertical distribution of temperature, moisture, 
aerosols, and clouds, which is seldom available. For this reason, satellite-sensed 
data on radiation and clouds are being increasingly used in conjunction with 
these models to provide a more complete and useful characterization of the 
radiation (Rossow and Schiffer, 1991). However, there are many appHcations 
that require information not readily available from the satellite-sensed data. 
Instead, empirical parameterization formulas, unfortunately often inadequately 
substantiated, form the mainstay of most models. These formulas are designed to 
accept rather minimal input data such as solar zenith angle, cloud cover, and sea 
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Figure 4.2.1. Downward shortwave flux (W m~^ |x m-^ at the top of the atmosphere and at the 
surface for cloudy conditions (from Kiehl and Trenberth, 1997). 

level atmospheric temperature that are relatively easy to obtain or measure. A 
variety of parameterization schemes exist for both SW (Kimball, 1928; Berliand, 
1960; Laevastu, 1960; Lumb, 1964; Tabata, 1964; Budyko, 1974; Reed, 1977; 
Jacobs, 1978; Bennett, 1982; Lind et al, 1984; Shine, 1984; Dobson and Smith, 
1988) and LW (Efimova, 1961; Marshunova, 1966; Idso and Jackson, 1969; 
Zillman, 1972; Clark et al, 1974; Bunker, 1976; Reed, 1977; Jacobs, 1978; 
Andreas and Ackley, 1982) radiative fluxes. Some of these are for clear 
conditions and some are for cloudy skies. Schiano (1996) has done a careful 
study of the widely used Reed (1977) SW scheme over the western 
Mediterranean Sea and Key et al. (1996; see also Katsaros, 1990) have 
evaluated both SW and LW schemes specifically for use in sea-ice models. 

40 50 20 30 

Wavelength (microns) 
Figure 4.2.2. Surface and top-of-atmosphere upward longwave flux (W m-^ |i m-^ ) for global 
cloudy conditions. Various gases contributing to the absorption and emission of longwave radiation 
are denoted (from Kiehl and Trenberth, 1997). 
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4.2.1 DOWNWELLING SHORTWAVE RADIATIVE F L U X 

From observations over the mid-Atlantic, Lumb (1964) suggested a formula 
suitable for hourly, daily, and monthly values for downwelling SW fluxes (in W 
m"^) for clear skies. 

SW^ =SoCose,(0.61 + 0.20cose,) (4.2.1) 

where So is the solar constant and 9̂  is the solar zenith angle (in radians). The 

zenith angle is given by (Zheng and Anthes, 1982) 

sin 02 = sin ([) sin 8 - cos (|) cos 8 cos \j/ (4.2.2) 

where (|) is the latitude, 8 is the declination, and \|/ is the hour angle (all in 
radians): 

8 = 0.409COS 
27i(Dy-173) 

365.25 

¥ = 
TCT UTC 

12 

(4.2.3) 

Dy is the day of the year, TUTC is the Coordinated Universal Time in hours, and 
A- e is the longitude in radians (positive west). 

The atmospheric transmittance is implicitly included in Lumb's formula. 
However, the transmittance varies between 0.69 and 0.72, and is strongly 
dependent on the aerosol and water vapor content of the atmospheric column. 
This formula has been found sensitive to location and does not include the effect 
of water vapor explicitly. From data over the Indian Ocean, Zillman (1972) 
derived a formula that includes the effect of the near-surface vapor pressure Pv in 
bars: 

SW| = So cos^ e, [1.085 cos 9, + (2.7 + cos 9, )p^ + 0. l]"^ (4.2.4) 

Shine (1984) suggests a slightly revised version: 

SW| =SoCos^9jl.2cos92+(1.0 + cos9Jp^+0.0455] ^ (4.2.5) 

Cloud cover is an additional parameter that cannot be ignored. The 
downwelling shortwave radiation after the inclusion of clouds (SW^ was 



4.2 Radiative Flux Parameterization 423 

parameterized by Berliand (1960) as 

SW^'=SW^(l-aC) (4.2.6) 

where a depends on the latitude (0.45 at 75°). Jacobs (1978) suggests a value of 
0.33 for Baffin Bay and Bennett (1982) 0.52 for the Arctic. 

Based on measurements at six coastal sites, Reed (1977) suggested the 
approximation 

SW| =SWJl + 0.0019(90-e")-0.62 C] (4.2.7) 

for mean daily insolation based on the noon solar zenith angle in degrees and 
fractional cloud cover C, where the clear sky value is given by (Seckel and 
Beaudry, 1973) 

SW^ = Ao + Ai cos p + Bi sin p + A2 cos 2p + B2 sin 2p (4.2.8) 

where P = (D-21)(360/365), D is time of the year in days, and the coefficients 

are functions of latitude (see Table 1 from Schiano, 1996). This formula has 
been checked against a few hundred coastal observations by Reed (1977) and 
against observations over the oceans by Reed (1982) and Reed and Brainard 
(1983). Cloud cover is usually measured in oktas (l/8th of the sky) and Eq. 
(4.2.4) is vaUd only for C > 2 oktas. For lesser values, clear sky values need to 
be taken. This formula has proved useful although it overestimates the clear sky 
insolation in the tropics by 2%. It also gave generally good agreement with 
measurements over the western Mediterranean given the increased aerosol 
content and hence lower atmospheric transmission coefficient. Tabata (1964) 
recommends a formula similar to Eq. (4.2.7), but with coefficients of 0.00252 
and 0.716 instead. Simpson and Paulson (1979), Isemer and Hasse (1987), and 
Dobson and Smith (1988) have used Tabata's formulation. Simpson and Paulson 
(1979) and Frouin et al (1988) have evaluated different insolation formulas and 
conclude that Reed's formulation is the simplest to use, even if it overestimates 
by as much as 6%. Garrett et al (1993) and Oilman and Garrett (1994) have also 
found Reed's formula to overestimate the solar insolation, but this is attributed to 
incorrect use for very low cloud covers (<6%) and the effect of aerosols. Schiano 
(1996) also found the effect of atmospheric aerosols to be the principal factor in 
the error, but overall its daily insolation value agreed well with the 
measurements over the western Mediterranean, except for a bias of 5 W m~̂ . 

From midlatitude data, Laevastu (1960) suggested 

SW^ =SW^ (1-0.6 C^) (4.2.9) 
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which has been used by Parkinson and Washington (1979), but this generally 
overestimates the SW radiation except for high values of C. Berliand (1960) 
suggested a quadratic dependence on cloud cover, 

SW| =SW^(1-0.38 C-aC^) (4.2.10) 

with the coefficient a dependent on latitude (0.14 at 85°, 0.41 at 55°, and 0.38 at 
45°) (Budyko 1974). Bishop and Rossow (1991) consider this to be better than 
Reed's over land surfaces, although it is considered to be poor over the ocean. 
Lumb (1964) used an equation of the type like Eq. (4.2.1) for cloudy skies, but 
with the coefficients dependent on nine categories of cloud types. 

By far the most complex is that of Shine (1984), which includes the surface 
albedo a and cloud optical depth (unitless) dc, 

SW|=SWj^(l-C) + C{(53.5 + 1274.5cose,)cos^-^eJl + 0.139(l-0.935a)dJ"^} 

(4.2.11) 

where the first term is given by Eq. (4.2.5). From comparisons with in situ 
measurements. Key et al (1996) find this to be the most accurate for use at high 
latitudes and for sea-ice modeUng. However, Reed's formula over the ocean and 
Berliand's over land are much simpler to use. 

4.2.2 DOWNWELLING LONGWAVE RADIATIVE FLUX 

The clear sky downwelling LW flux depends on the near-surface air 
temperature Ta and vapor pressure pv and is usually parameterized as 

LW^ = oT,̂  (a + bp^-^) (4.2.12) 

where a is the Stefan-Botzmann constant, a and b are constants assigned 
different values by different investigators. Brunt (1932) suggests a= 0.526, 
b=2.372; Berhand and Berliand (1952) use a=0.61, b=1.834; Marshunova 
(1966) suggests a=0.67, b=1.581 for Arctic drifting stations, and average values 
of a = 0.65, b=1.866, for coastal Arctic stations. Efimova (1961) suggests 
instead 

LŴ ^ =aT,^0.746 + 6.6pJ (4.2.13) 

for low humidities typical of the Arctic. 



4.2 Radiative Flux Parameterization 425 

From low and midlatitude data Swinbank (1963) suggests 

LW| =oT,^9.365 10-^T,^) (4.2.14) 

for the temperature range 275 K < Ta < 302 K. Zillman (1972) uses a coefficient 
of 9.2 instead of 9.365 for the southern oceans. Note that this formula depends 
on only the air temperature. 

A more general formula was developed by Idso and Jackson (1969): 

LW^=aT,'^[l-0.261exp{-7.77xl0"^273.15-TJ^}] (4.2.15) 

There are formulas based on both temperature and vapor pressure 

LW^ =aT,^[0.70+5.95xlO"^pt^^^^^^] (4.2.16) 

by Idso (1981) from measurements in Arizona. However, for Arctic applications 
Andreas and Ackley (1982) suggest a value of 0.601 for the first constant. 
Parkinson and Washington (1979) use Eq. (4.2.13) in ice modeling. 

For cloudy skies, it is necessary to increase the clear sky value because of LW 
emission by the cloud base. Jacobs (1978) suggests 

LW^ =LW| (1 + 0.26 C) (4.2.17) 

This is similar to Marshunova (1966) but the constant is different: 0.16 for 
Arctic stations and 0.22 for drifting stations in summer, and 0.31 and 0.30 
correspondingly for winter. Budyko (1974) suggests a quadratic dependence on 
cloud cover. Zillman (1972) suggests 

LW^ = LW^ +0.96 C aT^\l-9.2xlO"^T/) (4.2.18) 

Maykut and Perovich (1987) suggest for the Arctic 

LŴ ^ = aT,\0.7855 + 0.2232C^'^^) (4.2.19) 

By far the most complex is the parameterization suggested by Schmetz et al. 
(1986) based on cloud properties such as cloud base temperature, 

LŴ ^ = LW^ + (1 - e)8,C aT,4 exp[(Tb + T J / 46] (4.2.20) 
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where £ and 8̂  are effective sky and cloud emissivities, and Tb is the cloud base 
temperature. However, there is usually inadequate input for use of this kind of 
equation. Instead, simpler ones are more widely used. Key et al (1996) find Eqs. 
(4.2.13) and (4.2.14) to give best results for the Arctic. 

Bignami et al. (1995) have compared their measurements of up welling and 
downwelling LW fluxes in the Mediterranean with many of the above 
formulations and have concluded that the Efimova-type parameterization 
(4.2.13) with constants 0.684 and 0.0056 fits their clear sky hourly data quite 
well with nearly zero bias and a rms of about 10 W m~̂ . For cloudy skies they 
find 

LW^ =LWj^(H-0.1762C^) (4.2.21) 

fits their data well with a near zero bias and a rms of 14 W m~̂ . None of the 
other formulas that they used for calculating the LW flux had as small a bias and 
rms error. 

Josey et al. (1997) have compared measurements of downwelling LW flux in 
the North Atlantic and the Southern Ocean to estimations based on Clark et al. 
(1974), Bunker (1976), and Bignami et al. (1995) formulas, and conclude that 
the Clark et al. (1974) formulation for the net LW flux led to the least bias and 
recommend its use in midlatitudes. It contains a latitude-dependent cloud cover 
coefficient. 

4.2.3 UPWELLING SHORTWAVE AND LONGWAVE 

RADIATIVE FLUXES 

upwelling SW flux results from specular and diffuse reflection of incident 
SW radiation by the underlying surface, whereas the upwelling LW flux is due 
not only to reflection of downwelling IR energy, but also emission by the 
underlying surface. The upweUing SW radiative flux is 

SW^ = aSW; (4.2.22) 

where a is the albedo of the surface, which depends very much on the nature of 
the surface [see StuU (1988) and Garratt (1992) for tables of albedo and 
emissivity of natural surfaces]. Soil albedo can vary from 0.1 for a wet soil to as 
much as 0.35 for a dry one. Ice albedo is typically 0.6, whereas snow albedo can 
be as high as 0.9. The albedo of plant canopy varies between 0.1 and 0.2. The 
albedo of the ocean depends on the sea state and the sun angle; it is typically 
0.05 for high sun angles, and varies between 0.1 and 0.5 for low sun angles 
(Payne, 1972). 



4.3 Flux Balance at the Air-Sea Interface 427 

The upwelling LW flux is 

LW^ = E(fT^ + aiLW^ (4.2.23) 

where Tg is the surface temperature, 8 is the emissivity of the surface, and aj is 
the LW reflectance or albedo of the surface (-0.045 for the ocean). Emissivity 
typically ranges between 0.95 and 0.98, the typical value being 0.97 for the 
ocean (see Stull, 1988; Garratt, 1992). Often the upwelling and downwelling LW 
fluxes are combined in the same formula (for example, Bignami et al, 1995) 
assuming that Ts and Ta are equal (if only one of these quantities is known, there 
is no recourse but to assume they are the same). 

It is apparent that the best way to characterize the SW and LW radiative 
fluxes at the bottom of the atmospheric column is either to measure them in situ 
accurately or, if this is not possible, to appeal to radiative models and satellite 
data [ISCCP, International SateUite Cloud Climatology Project (Rossow and 
Schiffer, 1991)] with sufficient input data on the state of the atmospheric 
column. However, simple bulk parameterizations such as the ones discussed 
above will continue to be useful, especially for modeling the various components 
of the Earth's systems. It must be kept in mind that these formulas can often 
involve significant errors, especially due to inaccurate estimation of cloud cover 
and the atmospheric transmission coefficient due to aerosols. 

4.3 FLUX BALANCE AT THE AIR-SEA INTERFACE 

From the point of view of both the oceans and the atmosphere, we need to 
determine the sensible and latent heat fluxes from the ocean to the atmosphere. 
These fluxes are central to the interaction and coupling between the atmosphere 
and the ocean. There must also exist a net momentum balance. However, for air-
sea exchange purposes, we need to know simply the momentum flux from the 
atmosphere to the oceans, and therefore the transfer of momentum from winds to 
surface waves is usually relevant only in so far as it affects the net transfer to the 
ocean currents. Similarly, the water vapor and gas fluxes from the oceans to the 
atmosphere, which are usually net losses to the ocean, need to be determined. All 
these fluxes of heat, mass, momentum, and gases are determined by turbulent 
processes in the surface layers of the atmosphere and the oceans adjacent to the 
air-sea interface, with surface waves playing an important role by virtue of their 
ability to act as sinks of momentum, to determine the "roughness" of the sea 
surface, and to disrupt the aqueous molecular sublayer responsible for transfer of 
scalar properties across the interface. At sufficiently high wind speeds, spray and 
droplets ejected into the atmosphere and air bubbles entrained into the ocean 
during wave breaking directly affect the water vapor and gas exchange between 
the two media. 
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Figure 4.3.1 shows the heat and momentum balance at the air-sea interface; 
that at the air-ice interface is also shown . If these interfaces are assumed to be 
infinitesimally thin, then the net fluxes of all scalars, including heat, must vanish 
at the interface. For the air-sea interface, this means 

SW^ +LW^ +Hp, -SW^ -LW^ - H , - H L -SWf =0 (4.3.1) 

where SW^ = a SW ;̂ a is the albedo of the ocean surface. There is thus a 
balance between the downwelling shortwave (SW^) and longwave (LW^) 
radiative fluxes, and the upwelling SW^ and LW^ fluxes, the sensible (Hs) and 
latent (HL) fluxes, the heat flux due to any precipitation (Hpr), and the solar 
radiative flux penetrating into the ocean (SW|) . As in Eq. (4.1.1), these 

quantities are in W m~̂  and the sign conventions are the same. The radiative 
fluxes as written above are all positive quantities. The sensible and latent heat 
fluxes are normally positive (heat loss for the ocean and a gain to the 
atmosphere) and the precipitation heat flux is negative. 

Over the sea, if the diurnal variability of the sea surface temperature is small, 
there is little deviation in either the latent heat flux or the sensible heat flux from 
day to night. Also, under conditions when the air temperature over water does 
not deviate strongly from the sea surface temperature, the sensible heat flux is 
small compared to the latent heat flux. 

Figure 4.3.1. The flux balance at the air-sea and air-ice interfaces. The fluxes are as given in the 
text. 
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There are several additional terms in Eq. (4.3.1) which are particular to the 
air-sea interface. Hpr is the heat flux due to any rain or snow. Since raindrops are 
usually at the wet bulb temperature T^b, it can be written as 

Hpr=PfCpfP,(T,b-Ts) (4.3.2) 

where the density and the specific heat pertain to fresh water. P̂  is the rainfall 
rate (m s" )̂; Ts is the skin temperature. In the tropics, T^b is usually less than the 
ambient air temperature by a few degrees, typically 3°C (see Gosnell et al, 
1995) and therefore rainfall normally constitutes a heat loss at the interface (and 
hence promotes mixing). It is, however, theoretically possible for the ocean to 
gain heat by precipitation over cold oceans during warm air outbreaks. Using 
Classius-Clapeyron relationships, it is possible to derive an expression for heat 
flux in terms of air-sea temperature difference (Gosnell et al, 1995): 

Hpr=PfCpfPrY(Ta-T,) 

Y = 8(l + B,-^) (4.3.3) 

8 = 1 + 
T. -T \ 

wb 

qs(Twb)-q(Ta) 

dqs 
dT 

-1 

; B , -
LE(qs(Ts)-q(Ta)) 

For the western Pacific region that is typical of the tropics, the wet bulb factor 8 
~ 0.2 and the Bowen ratio Bj ~ 0.1, and for a rainfall rate of 2 cm hr~\ the 
negative heat flux is as high as 250 W m~̂ . This is a significant factor in oceanic 
mixing on timescales comparable to the rain duration. Over longer timescales, 
the average value of this heat loss is a few W m~̂  (average rainfall rate ~ 0.04 
cm hr~\ with an air-sea temperature difference of 1.5°C) and therefore 
negligible. The buoyancy effects due to freshwater precipitation overwhelms the 
heat loss effects and the net effect is that mixing is suppressed in the upper 
layers. 

If the precipitation is in the form of snow, the ocean must give up heat to melt 
the snow and hence 

Hpr =PfCpfPsn(Tsn " T J - p f P ^ ^ L p (4.3.4) 

where P̂ ^ is the snow fall rate and Lp is the latent heat of fusion. To a good 

approximation, the snow temperature Tsn can be taken as 0°C. Precipitation is 
also associated with a mass flux (so is evaporation) and a salt flux; the former is 
inconsequential (in a Boussinesq fluid) and is usually neglected, while the latter 
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is important to the salt budget and the mixed layer dynamics. The saHnity flux 
due to precipitation is 

Fspr=Pr , sn ( -Ss ) (4.3.5) 

where Sg is the surface salinity of the ocean and the salinity of precipitation has 
been safely ignored. The net salinity flux to the ocean is 

Fspr = (Pr,sn "EX-SJ ; E = Hi / L E (4.3.6) 

where Pj. ^̂  is the precipitation rate (m s" )̂, E is the evaporation rate, and LE is 

the latent heat of evaporation. Precipitation tends to suppress mixing because of 
the stabilizing effect of fresh water precipitated onto the salty water of the ocean. 
The net buoyancy flux due to precipitation is normally stabilizing, since the 
salinity effect overwhelms any thermal effect, 

V=g(P^^ -PsFsp r ) (4.3.7) 
pCp 

where the properties now pertain to saline ocean water, p and p^ being the 

expansion coefficients for heat and salt, respectively. Positive buoyancy flux is 
stabilizing. 

Momentum (and mass) is a conserved quantity. (Mechanical energy is not, if 
we ignore conversion to heat, which does not play any role in the dynamics or 
thermodynamics for the low velocities typical of geophysical flows.) Therefore, 
the momentum flux must also be in balance at the air-sea interface. This just 
means continuity of stresses at the interface, in particular, tangential stresses, 

^ a + V ^ ' ^ w + ' ^ w v (4.3.8) 

where x̂  is the air-side stress (the shear stress applied by the atmosphere to the 
ocean), x^ is the water-side stress (negative of the drag exerted by the ocean on 
the atmosphere), T^̂  is the momentum flux radiated out by propagating surface 
waves generated by the wind, and Tp̂  is the momentum flux due to 
precipitation. Enormous effort has gone into parameterizing T^ in terms of the 
atmospheric variables (see the rest of this section) and x^^ (see Chapter 5), 
since they determine the value of x^ . The momentum flux to the surface waves 
is a drag exerted on the atmosphere and is therefore important. It is especially 
important in the initial stages of development of the wave field (meaning short 
fetches or small times since the any changes in the wind), since a considerable 
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fraction of the momentum flux from the atmosphere goes then into generating 
the waves, with the remainder going directly into ocean currents. For a mature 
wave field, however, equilibrium conditions prevail (see Chapter 5) and most of 
the momentum flux put into waves is immediately "lost" and transferred to the 
currents, and x^^ can be safely neglected. It is difficult in practice to compute 
T̂ v without a wave generation model such as WAM, and it is a normal practice 
to ignore T^̂  and put x^ = x̂  in the absence of any precipitation. 

The momentum flux due to precipitation arises from the fact that the 
raindrops (or snow particles) carry horizontal momentum at the time of their 
impact with the ocean. Normally, a major fraction of the deceleration of air 
occurs in the bottom few tens of meters and therefore the precipitation traversing 
this thin layer does not have a chance to equilibrate with the ambient airflow 
speed and hence hits the water surface with a forward momentum. The velocity 
at the time of impact is a complicated function of the history of momentum 
exchange between the falling drops (flakes) and the atmosphere. For practical 
purposes, one can assume that the precipitation has the same velocity as the 
atmosphere at some height (normally taken as anemometric height, 10 m), and 
then one can compute the reduction in its velocity due to the drag of the 
atmosphere in its further descent to the ocean surface. This reduction is a strong 
function of the particle size involved, since the settling velocity depends on the 
size. Settling velocity can be computed by balancing the gravitational force on 
the drop by the vertical component of the drag. Stokes' law, valid for low 
Reynolds numbers, can be used even for large drops and, in general, correction 
to this law due to finite droplet concentration per unit volume of air is negligible. 
Large raindrops (>l-2 mm in diameter) fall quickly and therefore experience 
little deceleration. Very small drops, because of their small settling velocities, 
experience large deceleration. In practice, it is not worthwhile solving for the 
forward velocity; instead, it is assumed to be a fraction f of the velocity at 
anemometric height (Caldwell and Elliott, 1971) and therefore 

Xp,=mpfP,Uio (4.3.9) 

with m ~ 0.85. The importance of this momentum flux in high precipitation rates 
can be seen by taking its ratio to x^, 

R = Xp, /x , - (PAoO/u* ' , (4.3.10) 

neglecting the difference in density of fresh and salty waters. For 8 m s~̂  winds, 
u*w is 0.01 m s"̂  and this ratio is roughly unity for a rainfall rate of -5 cm hr"\ 
not unusual during intense squalls and storms. Even for a more reasonable 



432 4 Surface Exchange Processes 

rainfall rate of 1 cm hr~\ this ratio is -20% and cannot be ignored. This 
represents a direct transfer of momentum from the upper parts of the atmosphere 
to the water surface through raindrops. 

Both rain-induced buoyancy flux and momentum flux must be taken into 
account in computing quantities such as the M-0 length scale (Section 3.3): 

(4.3.11) 

For completeness, we will now deal with the air-ice interface (see Figure 
4.3.1). As shown, the air-ice interface is very similar to the air-sea interface 
except that the albedo is much higher for ice (and snow if the ice is covered by 
snow, as it invariably is during wintertime) and hence the portion of shortwave 
flux penetrating into ice is much smaller. Also, there is a conductive heat flux 
from (or to) the ice/snow cover. During winter, this heat flux can be substantial 
and hence important to the ice budget, because of the large difference between 
the air-side (-20 to -30°C) and water-side (-1.7°C) temperatures of the ice/snow 
cover. This heat flux is however determined by the amount of heat transferred by 
the ocean to the underside of the ice. During summer, some of the snow and ice 
at the surface melts and the latent heat of fusion needed for this phase conversion 
Hm must also be accounted for: 

SW^ +LW^ +Hp, -SW^ -LW^ - H , - H L + H , - H ^ = 0 (4.3.12) 

The momentum balance now involves ice dynamics. Normally, the balance is 
between the stress exerted by the atmosphere, the drag exerted by the ocean on 
the ice floe, and the Coriolis acceleration. This is called free drift and is a good 
approximation in the interior of the ice pack. However, close to shore, the 
internal ice stresses (Xj) become large and constitute a significant component of 
the momentum balance. It is not unusual for the internal ice stresses to nearly 
balance the applied wind stress, leading to little ice motion and very little drag 
exerted on the water. In addition, the ice has a different roughness length, and 
thus the exchange of turbulent heat energy between the ice and the atmosphere 
will be different than that between the air and the water. 

4.4 FLUX BALANCE AT THE AIR-LAND INTERFACE 

For an air-ground interface, the heat balance is similar to that shown in Eq. 
(4.1.1), except that it is also necessary to include the molecular energy transfer 
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into the soil (Hg) and the heat flux due to precipitation as described in the 
preceding section (Hpr). Hg can either be positive or negative (into or out of the 
ground) depending on whether it is daytime or nighttime and summer or winter 
(see Garratt, 1992, for a thorough discussion of this aspect). While this flux (a 
few tens of W m"̂ ) is not too important to the net heat flux at the bottom of the 
atmospheric column during the day, it is important for the nocturnal boundary 
layer, and for freezing and thawing of permafrost surfaces in high latitudes. The 
balance can be written as 

SW^+LW^+Hp,-SW^-LW^-H3-HL-Hg=0 (4.4.1) 

As shown in Figure 4.4.1, the energy balance across a soil surface is 
considerably simpler than that across a water surface. A soil surface is much less 
changeable in time than is a water surface, and thus it is much easier to 
characterize the surface roughness, which directly impacts the transfer of heat 
between the atmosphere and the surface. Surface roughness lengths for various 
types of terrain are shown in Figure 3.2.3. Some typical values for these fluxes at 
various times and differing soil types are shown in Figure 3.4.4. In contrast to 
the values at the air-sea interface, in general, the latent heat flux is smaller, since 
the evaporation is less. The sensible heat flux is also much greater and has a 
stronger diurnal variability, due to the larger change in ground temperature from 
day to night and the larger difference between the ground and the air temperature 
than in the air-sea system. 

However, once vegetation exists on the surface, there are a number of other 
parameters which need to be determined, such as the vegetation coverage, the 
canopy height, and plant reflectivity. A small fraction (-2%) of the SW flux is 
consumed by energy requirements of photosynthesis (SWph) if vegetation is 
present. The evaporative flux, and hence the latent heat flux, is a complicated 
function of the vegetation covering the surface and the availability of water. 
Thus the heat flux balance becomes: 

SW^ +LW^ +Hp, -SW^ -LW^ - H , - H L -Hg -SWp^ =0 (4.4.2) 

The most important aspect of scalar transfer through a plant canopy is the 
close association between the sensible and the latent heat flux. The latter is 
governed by the evaporation from leaf surfaces and is therefore dependent on 
whether the stomata are exerting control as in dry conditions or whether the 
water is plentiful so that plant physiological control is unimportant. Evapotrans-
piration is one of the most important aspects of hydrological balance. The ratio 
of the latent heat flux to the total heat flux is given by combination equations 
(3.9.8) or (3.9.13). For more details, see Section 3.9. 
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Figure 4.4.1. The flux balance at the air-ground interface. The fluxes are as given in the text. 

The momentum flux balance at the air-land interface is less complicated than 
that for the air-ocean (or air-ice) interface. The stress exerted by the atmosphere 
is equal to the drag exerted by the ground surface, even if the surface is mobile, 
such as over sand dunes, since the radiated momentum flux is not important. 
This balance is shown in Figure 4.4.1. A further description of the impact of 
flow over rough terrain can be found in Chapter 3. 

4.5 BULK EXCHANGE COEFFICIENTS 

It is easy to see that air-sea exchange involves complex turbulent processes in 
both media. The air-ground case is somewhat simpler as it involves only one 
turbulent layer. Traditionally, the turbulent surface fluxes have been 
parameterized by bulk transfer laws, with coefficients empirically determined. 
This pushes all our "ignorance" of details of air-sea interaction into the bulk 
coefficients, and naturally there has been a considerable effort in determining the 
dependence of these coefficients on various parameters in the problem, 
principally the wind speed and stratification, and increasingly the surface wave 
field as well for use over water. It is important to note that the following 
treatment is equally applicable to the air-ice interface with appropriate changes. 

The momentum, sensible heat, latent heat, water vapor, and gas fluxes across 
the air-sea interface can be written as 

T = - p u w = pu* (4.5.1a) 

H, =-pCpWe = pCpU*e* (4.5.1b) 

HL =-pLEwq = pLEU*q* (4.5.1c) 
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E=:-pwq = pu*q* = H L / L E (4.5.Id) 

G = - p wc = p u*c* (4.5. le) 

where the bars denote covariances between the fluctuating vertical velocity and 
the appropriate fluctuating quantity being transferred across the interface, p is 
the density of air, u* is the friction velocity, 0*=Hs/(pCpU*) is the surface layer 
temperature scale, q*=HL/(pLEU*)=E/(pu*) is the surface layer humidity scale, 
c*=G/(pu*) is the surface layer concentration scale, x is the shear stress, Hs is the 
sensible heat flux, HL is the latent heat flux, E is the water vapor flux, and G is 
the gas flux. Cp is the specific heat and LE is the latent heat of evaporation. The 
surface layer is the region of the boundary layer near the interface (as discussed 
in Chapter 3). 

It is preferable to deal with kinematic fluxes, which are the covariances, 

Q s = - ^ = Hs/pCp (4.5.2a) 

Q J = - ^ Z = H I / P L E (4.5.2b) 

Q g = - ^ = G/p (4.5.2c) 

where Qs is the kinematic sensible heat flux, Qi is the kinematic latent heat 
(evaporative heat) flux, and Qg is the kinematic gas flux. Note that all the 
quantities above pertain to air. For example, u* is the friction velocity on the air 
side (the value on the ocean side would be smaller by a factor of 32). 

The surface turbulent fluxes can also be written using bulk formulas, 

^ = pCDh(Ua-U3f (4.5.3a) 

Hs=pCp(U,-U,)CHh(T3-T,) (4.5.3b) 

HL=pLE(U,-U3)CEh(qs-qa) (4.5.3c) 

E = p (Ua-U, )CEh(qs -qa) (4.5.3d) 

G = p(Ua-U3)CGh(Cs-Ca) (4.5.3e) 

where Ua is the wind speed at reference height Z), above the surface (usually 10 
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m, the standard anemometric height), and Ug is the component of surface 
velocity along the wind direction (zero for a stationary surface). T is the 
temperature, q is the specific humidity, and c is the gas concentration. Subscripts 
a and s denote values pertaining to the atmosphere at height Zh and immediately 
above the surface, with the exception of Cs, which denotes the surface value of 
the concentration of the dissolved gas in the ocean. Note that qs should be the 
value over salty water (roughly 98% of the pure water value) if measurements 
are being made over the ocean. In regions of the global oceans where currents 
are strong (1-2 m s~̂ ) and winds are weak (a few m s~̂ ), such as in the tropics 
during easterly trade wind regimes. Us is not negligible compared to Ua, although 
in most cases. Us is usually ignored in the above bulk formulas. Also while the 
above expressions are strictly valid only for potential temperature 0, within the 
thin surface layer, where the above relations are valid, in most cases, it is 
possible to use the actual temperature T since adiabatic compression effects are 
negligible (potential temperature is higher by 0.01 z). 

Coh is the drag coefficient, and Cch is the gas transfer coefficient. Coefficients 
of heat and water vapor exchange Cnh and CEH are also known as Stanton and 
Dalton numbers. The subscript h in these is to remind ourselves that the values 
of these coefficients depend on the reference height Zh, although it is traditional 
to omit it, in which case it is implied that standard anemometric height is used as 
the reference height. If some other height is used (usually smaller values, for 
example, 2 m for ocean buoys), as long as it is within the constant flux layer, it is 
possible to derive the anemometric height values appealing to Monin-Obukhoff 
similarity theories (Section 3.3). See Donelan (1990) for systematic errors 
introduced by assuming the fluxes are constant in the constant flux layer. 

(4.5.4a) 

-Hh 

-Eh 

r. U* 

H/pCp u*0* 

( U , - U , ) ( T , - T , ) (U, -U3)(T3-T, ) 

E/p _ u*q* 

( U a - U , ) ( q s - q a ) ~ ( U a - U , ) ( q , - q a ) 

(4.5.4b) 

(4.5.4c) 

C = ^^P = "*^* (4 5 4d) 
"-^^ - ( U . - U , ) ( c , - c , ) ( U , - U , ) ( c , - c J '•• ' 

The importance of the bulk exchange coefficients Coh, Cnh, Cfih, and Cch lies 
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in the fact that the surface turbulent fluxes are seldom measured directly, but are 
instead inferred from measurements of atmospheric properties such as wind 
speed, temperature, humidity, and gas concentration at a particular height (the 
anemometric height) in the atmospheric surface layer using the above bulk 
formulas. Therefore any errors in these coefficients translate to quite serious 
errors in the values for the fluxes. 

4.5.1 FLUX MEASUREMENTS 

Direct accurate measurements of turbulent momentum and heat fluxes, 
whether over land or sea, require great care given to many details such as the 
frequency response of sensors, processing of the resulting time series, and the 
nature and location of the measurement site (Lenschow, 1994; Dabberdt et al, 
1993; Kaimal and Finnigan, 1994). Direct measurement of gas exchange is even 
harder since fast response instruments measuring gas concentrations are not 
available and a modification of the eddy correlation method (see below) called 
the eddy accumulation method must be used, where air is collected in two 
reservoirs, one when the vertical velocity is positive and another when it is 
negative (Dabberdt et al, 1993; Smith et al, 1996a). Most of our knowledge 
about air-surface turbulent fluxes comes from measurements in the surface layer 
over land from well-instrumented towers (for example, Dabberdt et al, 1993). It 
is assumed that some of this is directly transferable to air-sea exchanges by 
invoking the Monin-Obukhoff surface layer similarity theory, even though there 
is a significant difference between the two cases in the form of a mobile interface 
entertaining surface wave motions that constitute dynamics-determined, ever-
changing surface roughness elements in the latter. There have been very few 
direct measurements of fluxes, especially over the oceans, since they are hard to 
make, and require sophisticated instrumentation and extreme care in interpreting 
the results. Direct measurements of fluxes over the sea can be made only from 
specially equipped oceanographic research ships, aircraft, and stationary masts 
or moorings, with sensors fast enough to sample the turbulent fluctuations of the 
relevant quantity in the entire frequency space of interest (see Smith et al, 
1996a). 

A simpler flux inference technique involves measuring the relevant mean 
properties at two or more levels in the surface layer and deducing the vertical 
gradient of the property. Invoking Monin-Obukhoff similarity theory, one can 
deduce the flux of the property involved. This is the so-called profile method, 
which while well suited to flux measurements over land, is unsuitable for 
measurements from ships since even small flow distortions due to the ship 
superstructure and the ship's heat island effect can lead to large errors in 
gradients and hence fluxes deduced from them. 
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A direct flux measurement method involves measurements of the covariances 
of the fluctuating velocity in the vertical w and the fluctuations of the relevant 
property pertaining to the flux (the fluctuating velocity component in the 
direction of the wind, temperature, humidity, and gas concentration), using 
sensors capable of resolving these fluctuations well, in the frequency space of 
interest. It is called the eddy correlation method (Smith et al, 1996a) and even 
under ideal conditions the accuracy of the method depends very much on the 
averaging interval for the covariances. Clearly, the averaging interval must be 
long enough to encompass turbulent fluctuations of all frequencies, but only 
turbulent fluctuations, and hence must exclude secular changes in mean 
quantities from contaminating the results. More serious is the fact that the 
sensors are often attached to a nonstationary platform. The method works best 
when the sensors are immobile. Measurements made from aircraft are subject to 
contamination by aircraft motions in response to wind gusts and control surface 
actuations. In measurements over sea by a ship, which executes complex motions 
in space in response to the wave field, unless these motions are measured and 
accounted for, the results are likely to be seriously contaminated by ship 
motions, especially in high seas. Consequently, corrections due to ship motions 
can be several orders of magnitude higher than the turbulent fluctuations that are 
being measured (Dupuis et al, 1997). Also any measurements from ships 
involve flow distortions due to the superstructure of the ship itself, and require 
great care in ensuring that the sensor is on the upwind side of the ship and far 
away from the ship to safely neglect ship-induced flow distortions. In contrast, 
measurements from masts are mostly immune to such errors, but are essentially 
confined to shallow waters. Even then there are considerable difficulties in 
making these measurements. At high wind speeds over the ocean, contamination 
of sensors by salt spray is a perennial problem (see DeCosmo et al, 1996, for a 
thorough discussion of the analysis procedures and uncertainties of flux 
measurements). At low wind speeds, sampling problems cause uncertainties (for 
example, Mahrt et al, 1996). Measurements over land are somewhat easier as 
the platform (such as a mast or tower) is stationary. However, the cost of the 
fast-response instruments is still large and distortion of the flow near the sensor 
still occurs. 

The second direct method involves measuring the spectra of velocity and 
scalar fluctuations in frequency space and relating these measurements to the 
dissipation rates of TKE and scalar variances. Once the dissipation rates are 
determined, similarity laws of the atmospheric surface layer can be invoked to 
extract the needed fluxes from the dissipation rates. This method is called the 
inertial dissipation method and is the preferred method when making flux 
measurements from moving platforms, since fluxes can be derived without 
knowledge of platform motions. The method is, however, indirect (unlike the 
eddy correlation method) and its accuracy is very much dependent on the 
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validity of underlying implicit assumptions that the turbulence is isotropic and in 
local equilibrium so that the production of TKE and various variances which are 
dependent on the corresponding turbulent fluxes are in balance with their 
dissipation rates. It also requires transformation of the measured spectra from 
frequency space to wavenumber space, and invoking the existence of the inertial 
subrange in the wavenumber spectrum, where the Kolmogoroff -5/3 law prevails 
for both the velocity and the scalar spectrum and relates the spectral density to 
the dissipation rate. In order for this method to work, a broad inertial subrange 
must exist and remain uncontaminated by platform motions. These conditions 
are usually met. The conversion from frequency space to wavenumber space 
involves appealing to Taylor's frozen turbulence hypothesis, which states that 
the turbulent fluctuations seen by a sensor when the flow sweeps the turbulent 
eddies past the sensor appear as if the turbulence is frozen and remains 
unchanged, which is equivalent to k = n/U, where k is the wavenumber, and n the 
frequency. Using n = kU in the one-dimensional longitudinal velocity spectrum 
Eii(k) (Section 1.5), one can obtain the frequency spectrum S(n), 

En(k) = ̂ Ce'^\-'^' =^ S(n) = ̂ Ce'^'u'^'n-'^' (4.5.4e) 
55 55 

where the Kolmogoroff constant C ~ 1.6. By fitting a -5/3 power law regression 
line to the inertial subrange in a log-log plot of S vs n, one can determine the 
dissipation rate E. For transverse velocity spectra E22 or E33, C = 2.13 (equal to 

4/3 X 1.6). The factor 4/3 in the relationship between longitudinal and transverse 
spectra has been verified by Dupuis et al. (1997). Once 8 is known, appealing to 
the TKE equation for a stationary, horizontally homogeneous surface layer, 

<I>e(C) = ̂ e = * M ( 0 - C - « > T ( 0 (4.5.4f) 
u* 

where the last term accounts for local imbalance due to turbulence transport 
terms in the equation and provides the relationship needed to determine u*. Large 
and Pond (1982) and Fairall and Edson (1994) ignored the last term and 
considered turbulence to be in local equilibrium, but this is valid only under 
near-neutral conditions and Dupuis et al. (1997) suggest that over a range of 
conditions from neutral to highly unstable, the term should be parameterized as -
0.65 ^. Thus the universal functional form for Ô  is known and knowing the 
value of the Monin-Obukhoff length scale L enables u* to be determined. Since 
L involves u*, this is usually an iterative process and care must be exercised to 
ensure convergence. Dupuis et al. (1997) suggest that the imbalance term is 
essential for convergence. Determination of L itself requires knowledge of the 
buoyancy flux, or equivalently the virtual temperature flux in the atmosphere. If 
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the scalar spectrum is also measured, a similar approach can be used to 
determine the buoyancy flux. For example, the virtual temperature flux, 
neglecting the turbulent transport terms in the variance conservation equations, is 

wT^ = (KZU*8TV^TV ( Q / ' ' (4.5.4g) 

where Ojv is a universal function assumed to be the same as OH. In cases where 
the scalar spectrum is not measured, one simply uses bulk parameterization to 
determine the buoyancy flux and hence L and the momentum flux. Still, the free 
convection limit is a major problem, leading to a nonzero value of u* for zero 
wind speed. 

Taylor's frozen turbulence hypothesis requires that the turbulence intensity u 
be small compared to the mean flow speed relative to the sensor Ur (see Chapter 
1). This condition is approximately u < 0.1 Ur but may not always be satisfied, 
whether the measurement is made from a moving ship or a stationary mast [but 
see Lumley and Terray (1983), who suggest that the hypothesis is still valid if C 
and U are suitably redefined], especially for highly unstable conditions and ship 
speeds less than 1 m s"\ Aircraft measurements, on the other hand, are well 
suited to this method, simply because irrespective of the wind speed, the sensors 
are being traversed at great speed across the turbulent fluid and the eddies are 
effectively "frozen" during sampHng by the probe. Nevertheless, the method is 
somewhat insensitive to motions of the platform itself and as long as the 
turbulence is being swept past the sensor at a large enough mean speed, it is a 
viable technique (see Fairall and Larsen, 1986). See Fairall et ah (1990, 1996a) 
and Smith et al (1992) for a comparison of the eddy correlation and inertial 
dissipation methods. Considerable uncertainty exists still as to which method is 
better. Janssen (1999) argues that the inertial dissipation involves so many 
assumptions that do not account for the sea state and the many corrections 
needed can be so uncertain that eddy correlation technique is preferable. 
However, the latter suffers from the influence of platform motion and flow 
distortions, so that both methods appear to have deficiencies. 

Use of the bulk formulas is based on the hope that if the bulk coefficients can 
be determined and their functional dependence on various parameters discerned 
accurately from those few observations, where surface fluxes and the relevant 
parameters have been measured accurately, then these formulas can be used with 
confidence to infer fluxes in situations when only the relevant parameters are 
known. Though straightforward in principle, the application is beset with 
problems since the functional relationships are not known unambiguously and 
not all the relevant parameters are accurately measured during the calibration 
process. Most current efforts have concentrated on deducing the dependence of 
bulk exchange coefficients Coh, Cnh, CEH, and Coh on wind speed and the 
stability of the air column. Over the ocean there is an implicit assumption that 
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the underlying surface wave field is fully developed and hence the sea surface 
roughness can be inferred without knowing the details of the wind wave 
spectrum. This assumption is seldom satisfied, as the scatter in the functional 
relationship is quite large and the resulting accuracies of fluxes compromised to 
varying degrees. Even though the dependence of bulk coefficients on surface 
waves is approximately known, most often surface wave field observations are 
not available, and the best that can be done is to use bulk coefficients that 
assume a fully developed wave field. Over land, if vegetation exists, the 
roughness length and bulk transfer coefficients must be adjusted appropriately. 
The adjustment is based on the types of plants, the average canopy height, and 
the areal density of the vegetation. 

Another problem in the use of these bulk formulas over the ocean is the fact 
that they are valid only for forced convection conditions of air-sea transfer and 
are not valid in the limit of zero wind speed (more appropriately, zero Ua - Us), 
the free convection limit. While the bulk formulas indicate correctly a zero stress 
at the air-sea interface in this limit, the scalar fluxes are not necessarily zero. 
While it is possible to account for low wind speeds by large increases in 
exchange coefficients, the physics of air-sea exchange is fundamentally different 
when the wind speeds are low, and free convection is the dominant mechanism 
of transfer. Finally, at large wind speeds at which there is extensive breaking of 
surface waves, the scalar fluxes are affected by the direct transfer of heat, water 
vapor, and gases across the air-sea interface by spray and droplet ejection and 
air bubble entrainment mechanisms. Bulk formulas can be looked upon as linear 
approximations that retain only the leading linear term in what should 
appropriately be an infinite series involving nonlinear terms that presumably 
account for some of these additional physical mechanisms. Once again, suitable 
adjustments in bulk coefficients are possible, but fail to account for the 
fundamentally different mechanism of transfer that prevails when the interface is 
torn apart violently and periodically as compared to when it is basically intact. 

In spite of the above-mentioned problems, considerable effort has been 
expended over the past few decades in determining the bulk transfer coefficients 
(Garratt, 1977; see also Garratt, 1992). A recent review can be found in 
Geernaert (1990). Blanc (1985) also provides a summary, and Smith (1988) 
summarizes evaporation measurements. Smith et aL (1996a) catalog the many 
field experiments (IIOE, BOMEX, ATEX, GATE, AMTEX, JASIN, MARSEN, 
HEXOS, CODE, FASINEX, TOGA/COARE, RASEX, MBLP, COPE) that have 
been conducted over the past 30 years that involve measurement and study of 
air-sea fluxes, and provide a succinct summary of progress in air-sea flux 
research over that time. Large and Pond (1981, 1982) made the now-classic 
measurements of air-sea fluxes, but more recent ones can be found in Godfrey et 
al (1991) and Fairall et al (1996a). The advantage of the latter two stems from 
the fact that very careful measurements were made in low wind regimes 
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characteristic of the tropical Pacific during TOGA/COARE using several 
modem techniques, specifically to provide a more accurate means of quantifying 
the air-sea evaporative fluxes. DeCosmo et al (1996) have measured the heat 
and moisture transfer coefficients at high wind speeds. Enriquez and Friehe 
(1997) report on measurements during CODE in 1982 and SMILEX (Shelf 
Mixed Layer Experiment) in 1989 obtained by aircraft in coastal waters. 

The bulk exchange coefficients over the ocean are a function of height, wind 
speed at that height, ambient stratification, and the surface wave field. Height 
dependence can be avoided by considering values at a standard reference height 
(10 m, anemometric height). The usual practice is to convert measurements at 
whatever height they were made to the standard anemometric height using well-
known profile laws in the atmospheric surface layer. In the absence of ambient 
stratification, one can expect the bulk coefficients to be functions of only the 
wind speed and surface wave field, if the wave field is not in equilibrium with 
prevailing winds. The atmosphere over the ocean is seldom neutrally stratified, 
although it is often close to neutral stratification (unlike the ABL over land). In 
that case, the coefficients are converted to equivalent neutral values using the 
well-known Monin-Obukhoff similarity law for the surface layer (see Chapter 
3). Briefly, the profiles of velocity, temperature, humidity, and gas concentration 
in the marine surface layer (normally a few tens of meters thick) are written as 

Kz 3U ^ ( z 
— ^ - = <t̂M -u* az I L 

(4.5.5a) 

Kz a r^p (z_ 
e* az "̂ ^̂ ^ L 

(4.5.5b) 

Kz dq e A r ^ 
— — = SCt(^E -
q* dz I L 

KZ ac e A r ^ 
— — = SCt(|)G -
c* dz I L 

(4.5.5c) 

(4.5.5d) 

where L is the Monin-Obukhoff length scale and z/L is the Monin-Obukhoff 
similarity variable ^ (see Chapter 3): 

L= 
-u^T. 

Kgwe^ 
(4.5.6) 

Note the presence of the turbulent Prandti and Schmidt numbers on the RHS of 
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Eqs. (4.5.5b-d). This definition avoids the problem of integrabihty of stabihty 
functions (|)H,E,G (see Appendix A of Enriquez and Friehe, 1997). The constant K 

is the von Karman constant (0.40-0.41). Ty is the virtual temperature equal to T 
(1 + 0.61 q) and wO^ is the net heat flux at the air-sea interface that accounts 
for the moisture flux as well: 

wO^ =we (1 + 0.61 q) + 0.61Twq (4.5.7) 

Note that the temperatures are absolute values and should be in K (°C + 273.15). 
The principal contrast to land surfaces is that the influence of humidity and 

moisture flux cannot be neglected over sea under most conditions. The air is 
always moist over the sea (and ice) and the evaporative flux significant. The 
functional form of the Monin-Obukhoff similarity (profile) functions on the 
right-hand side is well known from extensive measurements over land surfaces. 
It is often assumed that the same forms are obtained over sea as well. This is 
only approximately true since the underlying surface wave field is a major factor, 
especially in heavy seas or in the presence of large swells. Nevertheless, 
algebraically simple forms deduced from land ABL measurements and 
conducive to analytical integration in the vertical are used (Paulson, 1970) (see 
Chapter 3). Henceforth, we assume that the velocities are indeed referred to the 
moving air-sea interface and put Us = 0. Integration in the vertical (see Chapter 
3) gives (note C, = z/L) 

U ( z ) - U , = — 
K 

In V M ( 0 (4.5.8a) 

T(z)-T, = 
Pr,G, 

In V | / H ( 0 
^OT 

(4.5.8b) 

In- - ¥ E ( C ) 
^OE 

(4.5.8c) 

where 

:(z) c z - c , = 
PrtC 

In VG(Q 
'•OG 

VM, ,H.E.G(C) = J [ I -VH.E ,G(C ' ) ]S 

(4.5.8d) 

(4.5.9) 
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and we have substituted Pr̂  for Sct in Eqs. (4.2.8c) and (4.2.8d). These are all 
turbulent quantities and should be the same irrespective of which scalar is being 
transported. Prt, the turbulent Prandtl number, is -0.86. Quantities ZQ, ZQT, ZQE, 
and ZoG are known as roughness length scales for momentum, temperature, 
humidity, and gas. These roughness scales are directly related to the bulk 
exchange coefficients: 

CDh = - rr (4.5.10) 
Zh 

ln^-¥M(Ch) 

•'Hh,Eh,Gh 

Prt In^-VM(Ch) In 
^OT,OE,OG 

-VH,E,G(Ch) 

(4.5.11) 

In other words, knowing the roughness scales is equivalent to knowing the bulk 
exchange coefficients and vice versa, provided the stratification is also known. 
The standard practice is to put Zh = 10 m in the above equations. The exchange 
coefficients often carry a subscript 10 to denote standard anemometric height 
values (e.g., CDIO)- Notice that the exchange coefficients are functions of 
stratification. The exchange coefficients that would be realized under neutral 
stratification conditions are functions of only the roughness scales, so that 
roughness scales determine the so-called "neutral" exchange coefficients: 

-DNh 

I n ^ ^ 

(4.5.12) 

-HNh,ENh,GNh 

Prt In 
^ON 

In 
Z0TN,0EN,0GN 

-DNh KC 
1/2 
DNh 

(4.5.13) 

Prt 
1 1 ^ 1 / 2 1 ZoTN,OEN,OGN 
1—CcNhln 

K ZQN 

Prt In 
Z0TN,0EN,0GN 

The utility of the above expressions is that flux measurements under various 
stratification conditions are converted to CDNĤ  CnNh, CENH, and CGNH values for 
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easy comparison between observations. Note that the scalar coefficients are 
related to the drag coefficient through the corresponding roughness scales. A 
suffix of 10 is often used to denote standard anemometric values of the neutral 
exchange coefficients as well (e.g., CDNIO )• The nonneutral values at any 
reference height can be related to neutral values at the 10-m reference height (to 
which observations are often reduced to for easy comparison between different 
data sets) by 

^ D h -
-DNIO 

I + ̂ ^DNIO^DNIO l^T7r~¥M (Ch ) 

-HN10,EN10,GN10 
' c V 

-DNIO 
-Hh,Eh,Gh-

-1/2 
1+~ CHNIO,ENIO,GNIO^DNIO 

K 

(4.5.14) 

ln^-¥H.E.G(Ch) 

(4.5.15) 

Functions ([) and \|/ depend on the height normalized by the Monin-Obukhoff 
length scale. The usual practice is to assume algebraically simple expressions for 
(|)M,H,E,G (for example, Oncley et al, 1990), 

PrtVE,G=Prt(l + PsC) 
Pr, ~ 0.72-0.90, a^ ~ 8.1, p^ ~ 9.4 

(4.5.16) 

(4.5.17) 

for stable conditions (^>0), and 

<l>M=(l-«uO 
-1/4 

PrtVE,G-Pr,(l-Pug 
a„~15, |3„~9 

-1/2 

(4.5.18) 

(4.5.19) 

for unstable conditions (C, < 0), so that analytical expressions are possible for the 
stability factors (Paulson, 1970), 

¥ M = - a s ^ , VH,E ,G=-PSC (4.5.20) 
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for stable conditions and 

4 Surface Exchange Processes 

¥ M = 2 In 

- 2 tan" 

2 
+ ln 1+<I>M j 

2 J 

'N]-f 
(4.5.21) 

¥H,E,G = 2 In 
l+<t>H!E,C (4.5.22) 

for unstable conditions. These do not obey the free convective similarity scaling 
under the free convective limit. Note the presence of Pr, on the LHS of Eqs. 
(4.5.17) and (4.5.19), consistent with definitions of stability functions (|)H,E,G in 
Eq. (4.5.5). This is what makes closed form expressions possible for \\f in Eq. 
(4.5.22) (Enriquez and Friehe, 1997). There are however many other possible 
profiles that are in use, for reasons of both analytical integrability and numerical 
well behavedness. Benoit (1977) recommends for unstable conditions 

¥M=ln +ln 
(5Co+l)(%o+lf 

( x ' + i ) ( x +1) 

+ 2[tan- 'x-tan-^Xo] 

(4.5.23) 

¥H,E,G = In + 2 In Xo+1 

X o = | l - 1 6 ^ 

Beljaars and Holtslag (1991) use for stable conditions 

xl/4 

VM=a(C) + b k - ^ exp( -dg + b 

3/2 

¥H,E,G =1 l + | a C 1 + b | C - ^ ]exp(-dO + b ^ - l 

(4.5.24) 

(4.5.25) 

where a, b, c, and d are empirical constants. A scalar profile that satisfies 
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asymptotic (f) ~ ^ ''^ behavior in the Umit of free convection is (Fairall et al., 

1996a) 

¥H,E,G=l-5 1n 

x=(i-pcr 

X +X + 1 -V3 tan 
-1 2X + 1 

^ ' ^ (4.5.26) 

Large et al. (1994), on the other hand, use profiles of the form of Eqs. (4.5.14) 
and (4.5.15) for stable conditions, but for unstable conditions, they splice -1/3 
profiles in the free convection limit to profiles of the form of Eqs. (4.5.16) and 
(4.5.17). Because of the large scatter in the basic observations, especially in the 
limit of the M-0 length L ^ 0, it is not clear which profile is preferable. 

The neutral bulk exchange coefficients are related to nonneutral values: 

^DNh - CBh +-¥M(Ch)- - ln 
K K 

f. ̂ON 

n-2 

(4.5.27) 

^HNh,ENh,GNh " ^DNh 

^-1/2 

-Hh,Eh,Gh 
- +—¥Hh,Eh,Gh(Ch)—^In 

ZOTN,OEN,OGN 

ZOT,OE,OG 

(4.5.28) 

While the roughness scales with stratification are different than those that 
would be attained under neutral conditions, often this distinction is ignored as far 
as scalar roughness lengths are concerned and the last term on the RHS of Eq. 
(4.5.28) is put to zero. For ZQ, if one invokes Chamock's law, then ZQN/ZO = 
CDN/CD and 

^ D N -
K K 

/ / 

V 

-DN 

1-2 

(4.5.29) 

4.5.2 MEASUREMENTS OF AIR-SEA BULK 

TRANSFER COEFFICIENTS 

Most measurements for air-sea fluxes ignore the surface wave field and 
present bulk exchange coefficients as functions only of the wind speed. The 
usual form is 
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CDN,HN,EN,GN = ^D,H,E,G + t>D,H,E,G UJQ ' ' ' (4 .5 .30) 

Since it is the usual practice to report the exchange coefficients at the standard 
anemometric height, irrespective of whether they were measured by aircraft 
flying at heights of 30-50 m, buoys at a height of -2-4 m, or ships, we will 
henceforth ignore the subscript 10 on exchange coefficients. Table 4.5.1 (from 
Geemaert, 1990) shows a compilation of numerous measurements of the drag 
coefficient CDN over the oceans, and Figure 4.5.1 shows the corresponding 
variation of CDN with wind speed. Figure 4.5.2 shows CD values compiled by 
Said and Druilhet (1991) corresponding to the investigations listed in Table 
4.5.2 (from Said and Druilhet, 1991). The scatter in both plots is quite large and 
some of it at least can be attributed to the fact that the underlying surface wave 
field has been assumed to be in equilibrium with the wind. This fact is 
underscored by the outliers in Figure 4.5.3, which shows measurements of CD by 
the inertial dissipation method in the western tropical Pacific by Bradley et al 
(1991) during low wind conditions. The outliers correspond to situations where 
there was a sudden shift in the winds and presumably the surface wave field did 
not have time to adjust to the shifting winds. For most open ocean applications 
one can use the relationship due to Garratt (1977) to within 30% accuracy 
(Geemaert, 1990): 

10^ CDN =0.75 + 0.067 Uio (4.5.31) 

More recent measurements by Atakturk and Katsaros (1999) over Lake 
Washington suggests coefficients 0.87 and 0.078 in Eq. (4.5.31). They made 
careful measurements including the surface wave field spectrum, and were able 
to reduce the scatter in the above correlation by making explicit use of the root-
mean-square deviation of the sea surface in determining the roughness scale and 
hence CDN-

Measurements of CHN^ GEN at sea are much harder to obtain and less frequent 
than those for CDN- The few measurements that exist are summarized in Table 
4.5.3 (from Geemaert, 1990; see also Smith, 1988, 1989) and Table 4.5.4 (from 
Said and Dmilhet, 1992). Most of these use eddy-correlation methods, but some 
use inertial dissipation techniques. Geemaert (1990) suggests that to within 30% 
accuracy, 

I O ^ C E N =0.48+ 0.083 UIO (4.5.32) 

10^ CGN =0.55 + 0.083 Uio (4.5.33) 

Figure 4.5.4 shows recent measurements of CH, CHN and CE, CEN during a 
1988 cmise in the westem tropical Pacific (Bradley et al, 1991). Figure 4.5.5 
shows measurements of CEduring a 1990 cmise (Bradley et a/., 1993). These 
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Figure 4.5.1. Dependence of neutral drag coefficient with wind speed: 1) Large and Pond (1981), 
over deep open ocean; 2) Smith (1980) over deep, coastal ocean; 3) Smithe and Banke (1975) over 
deep water; 4) Geemaert et al. (1987) over North Sea depth of 30 m; 5) Geemaert et al. (1986) over 
North Sea depth of 16 m; 6) Sheppard et al. (1972), over Lough Neagh depth of 15 m; 7) Donelan 
(1982) over Lake Ontario at 10-m depth; and (8) Graf et al. (1984) over Lake Geneva at 3 m depth. 
(From Geemaert, 1990, with kind permission from Kluwer Academic PubUshers). 

are some of the most recent and the most accurate measurements of evaporative 
fluxes made using the eddy-correlation method. Figure 4.5.6 shows bulk 
coefficients estimated from ATLAS buoy observations in the tropical Pacific. 
Figure 4.5.7 shows a compilation of evaporation measurements of Bradley et al. 
(1991) at low wind speeds plotted along with the high wind speed observations 
from Large and Pond (1982) by Wu (1992), who recommends 

10^.CpKr=1.12-0.601nUio 0.1 < U^ < 0.85m s"̂  10 

= 1.20-0.121nU 10 

1̂0 

0.85 <Uio< 6.5 ms" 
(4.5.34) 
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Figure 4.5.2. Neutral drag coefficient as a function of Uĵ  (from Said and Druilhet, 1991 with kind 

permission from Kluwer Academic PubUshers). The numbers refer to the authors quoted in Table 
4.5.2. 
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TABLE 4.5.1 
Surface Layer Measurements of the Neutral Drag Coefficient (from Geemaert, 1990) 

Source 

Geemaert 
etal.(19Sl) 

Geemaert 
etal. il9S6) 

Graf etal. 
(1984) 

Donelan 
(1982) 

Large & 
Pond (1981) 

Large & 
Pond (1981) 

Smith (1980) 

Krugermeyer 
etaL(191S) 

Khalsa& 
Businger 
(1977) 

Smith & Banke 
(1975) 

Hedegaard 
(1975) 

Kondo(1975) 

Davidson 
(1974) 

Wieringa 
(1974) 

Denman & 
Miyake (1973) 

Kitaigorodskii 
etal. (1973) 

Hicks(1972) 

Paulson 
etal. (1912) 

Sheppard 
etal. (1972) 

DeLeonibus 
(1971) 

Pond et al. 
(1971) 

Windspeeds 
(m/sec) 

5-25 

5-21 

7-17 

4-17 

5-19 

4-10 
10-26 
6-22 

3-8 

3-12 

2.5-21 

3-14 

3-16 

6-11.5 

4.5-15 

4-18 

3-11 

4-10 

2-8 

2.5-16 

4.5-14 

4-8 

lO'Cj,^ 

.58 + .085U 

.43 + .097 U 

1.09+ .094 U 

.37 + .137 U 

.46+.069 U 

1.14 
.44 + .063U 
.61 + .063U 

1.30 

1.42 

.63 + .066U 

.64+.14U 

1.2 + 0.25 U 

1.44 

0.6 U 
0.86+ .058 U 
1.29 + .03U 

0.9 to 1.6 

0.5 U-̂  

1.32 

.36 + .1U 
0.86+ .058 U 
1.14 

1.52 

Seat 
(%) 

20 

12 

— 

28 

28 

16 
16 
25 

30 

22 

30 

30 

15 

? 

20 

17 

> 

25 

25 

20 

30 

20 

N 

116 

186 

145 

120 

120 

590 
1001 
120 

394 

12 

111 

80 

114 

126 

70 

29 

75 

19 

233 

78 

20 

[Method] 

ec 

ec 

wp 

ec 

ec 

diss 
diss 
ec 

wp 

diss 

ec 

ec 

waves 

ec 

ec 

diss 

ec 

ec 

wp 

wp 

ec 

ec 

Platform 

tower 
North Sea 

mast 
North Sea 

mast 
Lake Geneva 

tower 
Lake Ontario 

tower 
Atlantic 

tower/ship 
open ocean 

tower 
Atlantic 

buoy 
North Sea 

ship 
open ocean 

mast 
Atlantic 

mast 
Kategatt 

tower 
Pacific coast 

FLIP buoy 
open ocean 

tower 
Lake Flevo 

ship 
open ocean 

tower 
Caspian Sea 

tower 
Bass Strait 

buoy 
open ocean 

tower 
Lough Neagh 

Bermuda tower 
Atlantic Ocean 

FLIP buoy 
open ocean 

(continues) 
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TABLE 4.5.1 {continued) 

Source 
Windspeeds 

(m/sec) 10^ C^ 
Seat 
(%) N [Method] Platform 

Brocks & 
Krugermeyer 
(1970) 

Hasse (1970) 

Miyake et al. 
(1970) 

Ruggles (1970) 

Hoeber (1969) 

Weiler & 
Burling (1967) 

Zubkovskii & 
Kravchenko 
(1967) 

3-13 

3-11 

4-9 
4-9 
2.5-10 

3.5-12 

2-10.5 
2.5-4.5 
3-9 

1.18+ .016 U 

1.21 

1.09 
1.13 
1.6 

1.23 

1.31 
0.90 
0.72+.12U 

15 

20 

20 
20 
50 

20 

30 
75 
15 

152 

18 

8 
8 

276 

787 

10 
6 

43 

wp 

ec 

ec 
wp 
wp 

wp 

ec 
wp 
ec 

buoy 
North Sea 

buoy 
North Sea 

UBC site on 
Spanish Bank 

mast 
Buzzards Bay 

buoy 
open ocean 

UBC mast on 
Spanish Bank 

buoy 
Black Sea 

15 
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Q 
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* •• • Claysonetal 

» I . !1 I ! I I 
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Wind speed (m/s) 

Figure 4.5.3. Drag coefficient measured by inertial dissipation method over the western tropical 
Pacific (from Bradley et al, 1991). Models are from Liu et al (1979), Geemaert et al (1988), 
Fairall et al (1996) and Clayson et al (1996). 

The measurements of evaporative fluxes from the ocean are particularly 
important since a major fraction of the heat transfer in the tropics is through 
evaporation and this drives the coupled atmosphere-ocean system responsible 



TABLE 45.2 
C, Values Compiled by Said and Druilhet (1992) Corresponding to the Values Shown in Figure 4.5.2 

Comp. Exp. U(10) 
Author scheme mean Exp. ~ o ~ c , ( ~ o )  ms range lo3cd N O  

Davidson (1974) 

Deacon and 
Webb (1962) 

Donelan (1982) 
Francey and 
Garratt (1978) 

Garratt (1977) 

Geernaert 
et al. (1986) 

Kondo (1975) 

Large and 
Pond (1981) 

Merzi and 
Graf (1985) 

Sheppard 
et al. (1972) 

Smith (1974) 

Smith and 
Banke (1975) 

Smith (1980) 

Wieringa (1974) 

Wu (1980) 

Eddy correl. 

EC 
EC 

EC 
P 
E C  

M 

D 
EC 
P 

P 

EC 

EC 

EC 
P 
EC 
P 

P 

T 
T 

P 

P 

B-S 

P 

P 

P 

BOMEX 
Barbads 
COMPIL. 

Lake Ontario 
Amtex 75 

COMPIL. 

MARSEN 
North Sea 
Sagami Bay 
(Japan) 
Jasin and 
Bredford 
Lake Leman 

Lough Neagh 

Atlantic Ocean 
Lake Ontario 
COMPIL. 

Sable Island 
(Nova Scotia) 
Lake Flevo 

COMPIL. 



ra 
Garratt (1977) COMPIL. 0.51 U 0.45 4-21 1.47 18 rn 
Wieringa (1974) EC P Lake Flevo 0.7 u$' 5-15 1.4 19 bJ 

P 
Kitaigorodskyi (1973) EC T Caspian Sea 1.2 (~e*)'." 1-22 1.56 20 

2 
m 

and Wu (1980) 3 
Andreas and EC M Leads and 1.49 2-8 1.49 21 g 
Murphy (1986) P Polynyas 3 

Dunckel et al. EC B ATEX 1.39 4.5-11 1.39 22 % 
(1974) D Equatorial 1.26 1.26 0 

P Atlantic 1.56 1.56 
Hasse et al. (1978) P B GATE-Tropical 1.25 1-12 1.25 23 # 

Atlantic E' 3 
Krugermeyer (1976) P B 1.34 3.5-11 1.34 24 t: 
Mitsuta and E C  S NW Pacific 1.2 3-9 1.2 25 
Fujitani (1974) 

Nicholls (1985) EC A JASIN 1.29 f 0.08 6-11 1.29 26 
Pond and EC P BOMEX 1.5 f 0.26 4-7 1.5 27 
Phelps (1971) D S 1.5 f 0.40 

Emmanuel (1975) EC Lake Hefner 1.15 f 0.2 2.7-8 1.15 
P 1.34 f 0.3 

Greenhut (1981) EC A GATE-Tropical 1.87 5-6 
Atlantic 1.21(Z0 = aU*) 

Greenhut and EC A EPOCS 2.37 (Z, = au*) f 0.56 2.5-15 
Bean (1981) Equat. Pacif. 

Greenhut (1983) EC A NORPAX 1.9 7-12 
N Pacific 1.22 (Z, = aU') 

Hicks and E C  P Bass Strait 1.1 f 0.1 2-10 1.1 
Dyer (1970) Australia 

McBean and EC A Ontario Lake 2.6 2.6 
McPherson (1976) 

Pond et al. (1974) P Arabian Sea 1.49 f 0.28 2-8 1.49 
P BOMEX 1.48 f 0.21 2.5-8 1.48 

Smith and EC near Sable 1.6 8-21 1.6 
Banke (1975) Island 

Tsukamuto EC AMTEX 1.32 3-13 1.32 
et al. (1975) China Sea 

A 
Wl 
W 
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TABLE 4.53 
Surface Layer Measurements of Stanton and Dalton Numbers (from Geemaert, 1990; 

see also Smith, 1988,1989) 

Source lO^CHN 10^ CEN Remarks 

Geemaert et al. (1987) 
Large and Pond (1982) 
Anderson and 
Smith (1981) 

Smith (1980) 
Davidson effl/. (1978) 
Friehe and 
Schmitt ((1976) 

Smith (1974) 
MuUer-Glewe and 
Hinzpeter (1974) 

DunckeU^fl/.(1974) 
Fond etal, (1914) 

0.75 
0.69/1.08 
0.82/1.12 

0.83/1.10 
1.2 
0.91 

1.2 
1.0 

1.5 
1.5 

— 
— 
1.27 

— 
1.10 
0.64 

1.41 
0.77 

1.40 
1.55 

Slightly stable only 
Stable/unstable 
Cfjj^: stable/unstable 

Stable/unstable 
Diss method 

X 
m 

O 

10 "-«~T-

2 3 4 5 
Wind speed (m/s) 

2 3 4 5 
Wind speed (m/s) 

Figure 4.5.4. Eddy correlation measurements of heat and moisture bulk transfer coefficients in the 
western tropical Pacific in 1988 (from Bradley et al., 1991). Models are from Fairall et al. (1996), 
and Clayson et al. (1996) and Kondo (1975) for neutral conditions (1975). SoUd circles show 
measured values; hollow circles show neutral values. 

for the ENSO phenomenon. These observations are particularly difficult to make 
at the low wind speeds characteristic of the tropics. Nevertheless, careful 
measurements by Fairall et al. (1996a) in the western Pacific region during 1992 
suggest a near-constant value for CEN of 1.11 X 10"̂  with a sHght decrease with 
wind speed. They also find that stress measurements by inertial dissipation 
techniques involve far less scatter than those by covariance methods, mainly due 
to the difficulty of correcting for ship motion. Enriquez and Friehe (1997), in 
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Figure 4.5.5. Measurements of moisture bulk transfer coefficients in the western tropical Pacific 
(from Bradley et ah, 1993). Measurements were all performed during mainly low wind periods of 
May 1988 and 15 September 1990. Bulk model values of Liu et al (1979) are shown by the hne. 

measurements over coastal waters during CODE and SMILE, found that, while 

CDN - (0.509 +0.065 Uio) x 10" ,̂ despite the large scatter, CHN and 
CEN are 

roughly constant at (1.05 ± 0.39) x 10" .̂ The consensus at present therefore is to 
regard CHN and CEN as roughly constants with wind speed at a value of about 1.1 
X \Qr\ 

Very careful measurements at high wind speeds up to 18-23 m s"̂  of heat and 
water vapor exchange during the Humidity Exchange Over the Sea (HEXOS) 
Main Experiment (HEXMAX) from a fixed tower in the North Sea in 1986 also 
indicate a near-constant value of 1.1 x 10"̂  for CHN (Smith et al, 1992). 
Elaborate precautions were taken during these observations to prevent sensor 
contamination by salt spray at high wind speeds. The reader is referred to this 
paper for an idea of the difficulties in making accurate reUable measurements of 
air-sea transfer at sea, even from fixed platforms. Dupuis ^r«/. (1997) used the 



TABLE 4.5.4 
Measurements of CHN, CEN (from Said and Druilhet, 1992) 

Author 
Comp. 
scheme 

U(10) 
lo3 ~ ~ ( 1 0 )  lo3 ~ ~ ( 1 0 )  range 

Anderson and 
Smith (1981) 

Sable Island 
(Nova Scotia) 

Andreas and 
Murphy (1986) 

Antonia et al. (1978) 
Coulman (1979) 
Dunckel(1974) 

Emmanuel (1975) 
Francey and 
Garratt (1978) 

Friehe and 
Schmitt (1976) 

Fujitani (1981) 
Garratt and 
Hyson (1975) 

Greenhut and 
Bean (1981) 

Hasse (1978) 

Hicks and Dyer (1970) 

M 
COMPIL. 
P 
A 
B 

Leads & 
Polynyas 
Bass Strait 
Coral Sea 
ATEX 
Equat. Atlant. 
Hefher Lake 
AMTEX 75 

COMPILATION 

AMTEX 74-75 
AMTEX 74 

EPOCS 
tropic. CLM 
GATE-Tropical 
Atlantic 
Bass Strait 
(Australia) 

S: 1 0 3 ~  N: 1.27 ( f 0.26) 5.4-11.3 
= 0.82 UAT + 1.69 0.55 + 0.083 U 

I: 103 W'T' 
= 1.12 UAT + 2.24 

1.0 = C, 2-8 

1.15 (k0.3) 1.34 (h0.4) 3-7 
lo3 W'T'= 1.41 UAT 1.32 ( f  0.7) 
+ 1.2 A 

1.05 5-15 [n 

1.2 (+ 0.3) 1.6 ( k  0.3) 4-16 3 
8 



ta 
ul 

Hicks et al. (1974) EC Coral reef 1.1 3-10 tu 
(Australia) 5 = 

Kitaigorodsb (1973) EC T Caspian sea = C,(lO) 1.1(1~-o.616+ 0.137 u ) 1-22 hl 
1.2 to 10 m/s $ 

Kriigermeyer (1976) P B 1.42(1 - 1.6/u2) 1.2(1 - 1.4/uZ) 3.5-11 F 
3 

Kruspe (1977) EC S German Bight 1.36 ( + 0.25) 9-10 ";% 
Baltic Sea c3 

Large and Pond (1982) D B-S Jasin and S: 0.66 1.15 (k0.22) 4-14 
EC Bredford I: 1.13 

$ 
f. 

Miiller-Glewe and EC Baltic Sea 1 .O 8 
Hinzpeter (1974) 

$ 
Nicholls (1985) EC A JASIN 0.9 (* 0.1) 6-11 
Pond et al. (1971) EC P San Diego 1.0 4-7 

EC P BOMEX and 1.18(*0.17) 4-7.5 
D S San Diego 1.20 ( +  0.25) 

Pond et al. (1974) P P Arabian Sea 1.36 ( i- 0.40) 2-8 
P B BOMEX 1.47 ( k  0.64) 1.41 (k0.18) 2.5-8 

Smith (1974) EC T Lake Ontario 1.3 (k0.5) 1.2 (* 0.3) 3-10 
Smith and Banke (1975) EC offshore Sable 1.5 ( f 0.4) 8-21 

Island 
Smith (1980) EC P Sable Island S: IO~W'T' 6-22 

= 0.93UAT + 0.1 

I: 103 W'T' 
= 1.1UAO + 3.2 

Smith and EC P HEXOS 1.2 5-18 
Anderson (1988) North Sea 

Thorpe (1973) EC M Arctic Sea 1.2 (k0.7) 0.55 ( + 0.23) 
Tsukamoto EC AhITEX 1.40 1.28 3-13 

et al. (1975) China Sea 
IP 
(n u 
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Figure 4.5.6. Measurements of bulk exchange coefficients from buoys in the tropical Pacific (from 
Liu et al, 1990). (a) and (b) show values from the western and eastern tropical Pacific Ocean, 
respectively. Values of C^ are shown on the left, and those of C„ are shown on the right. 

inertial dissipation method to measure CDN and CHN , CEN at low wind speeds and 
suggest 

I O ^ C D N =0.668 + 11.7 Uif, 10 Ujo < 5.5m s" 

10^. CpisT= 0.66 +2.79 U 10 Ujo < 5.2m s'̂  (4.5.35) 

= 1.20=10 -C™ Uin> 5.2ms -HN 

implying a rapid increase in the exchange coefficients as the wind speed 
decreases within the smooth flow regime. 

Taken together with the TOGA/COARE measurements of Fairall et al 
(1996a), the constancy of the scalar bulk transfer coefficient is hard to explain. 
The surface area covered by whitecaps from breaking waves increases as the 
cube of the wind speed. Breaking waves are important to air-sea transfer, 
because of the entrainment of air bubbles into the water and ejection of droplets 
by breaking waves into the air, which constitute mechanisms that circumvent the 
molecular sublayers at the air-sea interface and hence presumably are more 
efficient in effecting air-sea transfer of water vapor and gas. Therefore, at high 
wind speeds, the water vapor flux across the air-sea interface is a combination of 
the usual evaporative flux from the interface and the evaporation from spray 
droplets ejected into the atmosphere from breaking waves. As the wind speed 
increases, the spray droplet contribution can be expected to become more 
significant to the water vapor flux (Andreas, 1992, 1998 for example). Some 
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Figure 4.5.7. Bulk transfer coefficient for moisture at low and intermediate wind speeds (from Wu, 
1992). Those reported by Bradley et al. (1991) are reproduced as open circles and those by Large 
and Pond (1982) as sohd circles. 

theoretical studies suggest an effective transfer rate 2-3 times larger than that 
indicated by conventional bulk transfer across the air-sea interface at wind 
speeds of 15-25 m s~\ Yet the observations do not indicate this. On the contrary, 
the measurements are in agreement with the surface renewal theories (for 
example, Liu et al, 1979), even though these theories do not account for 
breaking waves and droplet ejection. One possibihty is the negative feedback of 
evaporating droplets, which increase the humidity adjacent to the air-sea 
interface and hence decrease the evaporative transfer across the interface, which 
offsets the evaporation from droplets. The droplet evaporation should also lead 
to a decrease in the air temperature and hence an increase in sensible heat flux 
from the ocean. It is worth noting that only the direct evaporative flux from the 
air-sea surface is relevant to the ocean-side heat balance, since the ejection and 
subsequent evaporation of droplets do not extract any heat from the ocean. The 
effect on the ocean is only indirect in the sense that the change in the air 
properties adjacent to the ocean surface can cause changes in the sensible and 
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latent heat fluxes from the ocean. If the droplet evaporation plays an increasing 
role in water vapor transfer as wind speed increases, the constancy of CEN 
implies that the ocean is actually losing relatively less heat from evaporation at 
high wind speeds than it would in the absence of wave breaking, even though the 
net evaporative transfer is the same! However, no measurements exist of the 
actual loss of heat by the ocean due to evaporation at these high wind speeds. 

When a very moist, warm air mass moves over cold coastal waters, direct 
condensation of water vapor can occur at the ocean surface, with an equivalent 
heat transfer to the ocean from the atmosphere of as much as 50 W m~̂ . This is 
similar to the process of condensation over land from warm moist air over cooler 
land surfaces, leading to similar heat transfer rates (Garratt, 1992; Enriquez and 
Friehe, 1997). 

The large scatter in the functional relationships of the exchange coefficients 
with wind speed is due to surface layer processes that are not properly 
understood and parameterized (Donelan, 1990), especially those related to the 
surface wave field, which may not always be in equilibrium with the prevailing 
wind. It is the wave field that determines the roughness characteristics of the sea 
surface and hence the fluxes across the air-sea interface. For a fully developed 
sea, the roughness scale is given by the Chamock relationship, 

2 

Zo=c^— (4.5.36) 

The value of the Chamock constant in literature ranges from 0.011 to 0.0185 
(Garratt, 1992). A value of 0.016 is often used [recent measurements by Fairall 
et al (1996a) indicate a value of 0.011]. The state of a surface wave field can be 
characterized very simply by the value of the ratio of the phase speed c to u* of 
the peak of the spectrum. Wave age c/u* is large (close to 20-30) for fully 
developed wave fields and smaller for developing ones. For a developing wave 
field the roughness scale should be a function of c/u* as well. Therefore it is 
reasonable to expect that the drag coefficient should be a function of c/u*. 

CDN 10^ =0.012 
/ V2/3 

C 

v ^ ' y 

(4.5.37) 

Figure 4.5.8 (from Geemaert, 1990) and Figure 4.5.9 (from Bergstrom and 
Smedman, 1994) show measurements that indeed support this functional 
relationship. However, as Bergstrom and Smedman point out, the correlation 
between CDN and c/u* could be spurious, since u* is the normalizing variable on 
both axes. Other recent measurements disagree with the functional form for CDN 
presented by Geemaert (1990). 
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Figure 4.5.8. Neutral drag coefficient as a function of wave age (from Geemaert et ah 1987). The 
upper panel shows data from the North Sea, the lower panel from the MARSEN experiment. The 
best-fit line is C„^ = 0.012 (C /uj-^^^. 

As we saw earlier, CDN and the roughness scale ZQ are simply related to each 
other by Eq. (4.5.12), but the latter is directly related to the properties of 
underlying surface wave field. Therefore, it is more logical to derive relations for 
Zo instead. Generalizing Chamock's expression for ZQ to make the Chamock 
constant a function of wave age. 

g ZQ/U * = f (c/u*) ~ Co (c/u*)" (4.5.38) 

Maat et al (1991), after a careful examination of HEXMAX 1986 field data, 
conclude that m = -1 ; CQ ~ 0.48 according to Smith et al (1992). 

The value of m, the exponent of (c/u*) in Eq. (4.5.38), has important physical 
implications. Toba et al. (1990) suggest that this exponent should be +1, which 
implies that mature waves are aerodynamically rougher than young waves. This 
is contrary to the notion that in a mature wave field, a considerable portion of the 
wave spectrum is moving at speeds close to the wind speed and hence extracting 



462 4 Surface Exchange Processes 

o 
X 

Q 

o 

1 « 1 ŝ  r 
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Figure 4.5.9. Neutral drag coefficient at 10 m as a function of wind speed (top panel) and wave age 
(from Bergstrom and Smedman, 1994 with kind permission from Kluwer Academic Publishers). 

little energy from the wind, whereas in early stages of wind wave development, a 
larger fraction of the spectrum is moving much slower than the wind speed and 
hence capable of extracting energy from the wind. In other words, younger 
waves should be more aerodynamically rougher than more mature waves. This 
calls for m to be negative. Indeed, there is increasing evidence and support for 
m = -1 (see references cited in Atakturk and Katsaros, 1999). The Chamock 
formulation implies m = 0. 

Chamock's expression for the roughness scale ZQ is vahd for fully developed 
"rough" seas. Often for near-calm wind conditions the sea surface appears 
"glassy," the boundary layer immediately adjacent to the air-sea interface is 
viscous and laminar, and the "roughness" scale is the molecular sublayer 
thickness (v/u*). When the winds increase but are still low, the first set of waves 
generated are capillary gravity waves, and therefore at low wind speeds the 
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roughness is determined by capillary waves, the scale being (y/u*^). An 
approximate relationship that takes into account these aspects can be written 
(Wu, 1994; Bourassa et al, 1995) with Zo [remember Zo and CDN are related by 
Eq. (4.5.12)] as a linear combination of the above three scales: 

Zo=Ci—+ C2-V + C 3 — - ^ (4.5.39) 
u* u* c/u* 

Ci~0.11, C2-'0.016, Cg'-O.S 

A relationship such as this permits an initially laminar boundary layer, whose 
thickness (and therefore ZQ) decreases with increases in wind speed until 
capillary waves are generated by laminar instability of the air-sea interface to 
wind forcing. This occurs at about u* = 0.044 m s"̂  for a clean surface (0.2 m s"̂  
if the surface is covered by a slick). For typical oceanic conditions, it is possible 
to use a u* of 0.07 m s~̂  (Uio ~ 2 m s~̂ ) as the condition for onset of capillary 
waves (note that the waves begin to appear on the surface at u* value of about 
0.02 m s"\ but they are nearly invisible to the naked eye). ZQ increases at this 
point to values much above the equivalent laminar values. At higher wind 
speeds, the short gravity waves begin to dominate the drag and ZQ (U* ~ 0.15 m 
s"\ Uio ~ 4 m s~̂ ). Beyond this point, it is the gravity waves that are important in 
determining the sea surface roughness. The composite ZQ given by the following 
relationship, where the dependence of ZQ on wave age in the gravity wave limit is 
ignored and replaced by Chamock's relationship, is shown in Figure 4.5.10: 

t _ V y 1 u? 
Z Q — Ci h C9 — + C^ 

u* uJ g (4.5.40) 

Ci~0.11, C2-0.016, c^~ 0.016 

Also shown is the effective roughness scale ZQ, which uses only the 
appropriate viscous, capillary, and gravity wave roughness scales as the wind 
speed increases. The comparison between ZQ̂  and ZQ shows that, given the 
uncertainties in parameterizing ZQ, the difference between the two is not too 
significant and either can be used to obtain ZQ as a function of u*, and by 
extension in Eq. (4.5.39), which includes the wave age dependence of ZQ, as well. 
Normally, wave age is unknown and therefore Eq. (4.5.40) is more practical. 

Using data collected during the Riso Air Sea Experiment (RASEX) from a 
tower 2 km off the Danish coast but in shallow waters 4 m deep, Mahrt et al. 
(1996) attempted to investigate whether the roughness scale increases due to 
capillary waves under light wind conditions (Wu, 1994) or if smooth conditions 
prevail as predicted by Liu et al. (1979). The extraordinary difficulties of making 
stress measurements at weak winds by the eddy correlation techniques resulted 
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Figure 4.5.10. Roughness scale as a function of friction velocity, showing the influence of capillary 
waves. 

in large uncertainties that precluded any conclusions in this regard. The drag 
coefficient did however reach a minimum of about 10"̂  at about 4 m s~\ before 
increasing to -2-3 x 10"̂  at about 1 m s"\ Vickers and Mahrt (1997) also report 
on these measurements. For a given wind speed, they found larger Co for 
younger steeper slow-moving waves representative of short fetches than for 
longer fetches. They found that their measurements were even more strongly 
dependent on wave age and the above formula, while fitting their data well, 
overpredicted Co but underpredicted the sensitivity to wave age. They seem to 
conclude that the capillary wave term was not important. 

It is now generally accepted that the neutral drag coefficient CDION depends 
not only on the wind speed, but also the sea state, with its value increasing with 
decreasing wave age, because of increased surface roughness associated with 
younger waves (Donelan, 1990; Smith et al, 1992; Donelan et al, 1993). 
However, the influence of swell on the drag coefficient is still uncertain. 
Donelan et al. (1997) present measurements that show that the presence of cross 
and counter swells can result in much higher values for the drag coefficient than 
the value for the normal sea. They also suggest that inertial dissipation method of 
measuring the momentum flux may result in significant errors in the presence of 
swells. Instead, eddy correlation methods, with sensor motion corrected using 
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modem highly sensitive motion sensing technology, may be superior to inertial 
dissipation techniques, even when the measurements are made from ships and 
buoys. 

4.5.3 MEASUREMENTS OF BULK TRANSFER COEFFICIENTS 

OVER L A N D 

The bulk coefficients CR, CE,, CC, and CA over land are given by 

H S = P C P ^ C H ( T , - T , ) 

E = p ^ C H ( q , - q a ) = P ^ C c ( q f - q s ) 

(4.5.41) 

and 

H , = p L E - f C A ( q r - q a ) (4.5.42) 

While CD, CH, and CE have their usual meaning (drag coefficient and Stanton 
and Dalton numbers), Cc is proportional to the inverse of the stomatal resistance. 
It is supposed to capture the ease of water vapor transfer from the leaf interior to 
the surface, with the transfer assumed to depend on the ambient specific 
humidity qs and the specific humidity in stomatal air cavities qŝ \̂ which is 
assumed to be saturated at the leaf temperature Ts. It can be called the stomata 
number. The coefficient CA is supposed to represent the ambient total heat 
transfer coefficient with respect to a specific saturation deficit at level z. Note 
that 8s is the rate of change of saturated specific humidity with temperature 
(-2.2 at 20°C): 

e^=-^-^^— (4.5.43) 
Cp dT 

Also 
H, = H3 + L E E = SW^ +LW^ -SW^ -LW^ -U^ -SW^^ (4.5.44) 

where SW and LW indicate the short- and longwave radiative fluxes (the arrows 
the downwelling and upwelling aspect), HQ is the heat flux to the ground or to 
storage, and SWph is the amount consumed by photosynthesis of plants (-2% of 
the net SW and LW flux). 
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Equations (4.4.2) and (3.9.8), and (4.5.41) and (4.5.42), are used for 
parameterization of evaporation in global models and estimating the evaporation 
rate over land surfaces. Equation (3.9.8) has very interesting Hmiting properties 
(Thom, 1975; Kaimal and Finnigan, 1994): 

1- CH,E«CC. Here vegetation is wet and stomatal resistance is not an 
important factor, and the third term in the denominator drops out. This 
corresponds to the case of "potential evaporation," since evaporation can be as 
much as physically feasible with no control exerted by the physiology of the 
plants. 

2. CC,A»CH,E. Here Hi = E^Rs- This corresponds to "equilibrium 
evaporation," where physiology of plants exerts no control, because the limiting 
factor is the ability of the water vapor to diffuse away from the leaf surface. The 
situation corresponds to light winds and humid conditions, such as asymptotic 
conditions downstream of well-irrigated crops (i.e., crops free from water stress). 

3. Cc,A « CH,E. Here stomatal control is dominant and the situation 
corresponds to dry windy conditions over irrigated crops, "oasis evaporation." 

Parlange et al. (1995) present a slightly generalized version of Eq. (3.9.8), Eq. 
(3.9.13), which is repeated here for convenience: 

H L = L E E = P ^ s H t ^X5 ^ D 
p L E ^ C H ( q f - q a ) 

H-B-

Cg CQ C E CQ 

(4.5.45) 

where A and B are constants that take different values in different formulations. 
For example, for the potential evaporation case A = B = 1, for equilibrium 
evaporation A = 1, B = 0, etc. (see Parlange et al, 1995). The Budyko-
Thomwaite-Mather parameter |3 is taken as some function of surface water 

availability, put equal to 1.0, but allowed to go to zero as water availability 
becomes less and less. 

4.6 SURFACE RENEWAL THEORY 

Bulk transfer relationships outlined above are entirely empirical, and invalid 
in the free convection limit and perhaps at high wind speeds as well. It is 
therefore preferable to derive functional relationships for air-sea fluxes that are 
rooted firmly on theoretical arguments based on the physics of air-sea transfer. 
The surface renewal theory of Brutsaert (1975) is an example of an attempt to 
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bring turbulence theory to bear on the problem. Liu, Katsaros, and Businger 
(1979) were the very first ones to derive a physics-based model of air-sea 
transfer. This theory has been employed recently by Clayson et al. (1995). In this 
section, we will examine the basics of these two formulations for examination of 
air-sea fluxes. We will also discuss the use of surface renewal theory in plant 
canopies. 

If we recognize the fact that the only mechanism for scalar transfer through an 
air-sea interface at low to moderate wind speeds is the molecular diffusion 
through thin molecular sublayers that exist on either side of the interface (Figure 
4.6.1), then it is natural to attempt to derive an expression for the thickness of 
these sublayers that in turn determines the magnitude of the fluxes. These layers 
have temporal and spatial variabihty, since they are easily disrupted by eddies in 
the adjacent turbulent regions of the boundary layers (and any wave breaking 
processes). If t* is the average time during which the sublayers exist between 
disruptions, then the average thicknesses of the sublayers are 

5~(vt*) ; 5T,E,G~{kT,E,Gt*) (4.6.1) 

The kinematic fluxes are 

2 AU AU , , ^ , , 
u* ~ V —^ ~ V — (4.6.2) 

S (vt*f 

AT AT 
Q H ~ k , — ~ k , - - — (4.6.3) 

5T (k,t*) 

5E 
( k H t f 

Q E ~ k E ^ ~ k E ^ ^ (4.6.4) 

Q G - k o - f - k o - ^ ^ (4.6.5) 

where A denotes the change across the sublayers. Therefore 

/ * \l/2 
AU ft 1 

u* — 
U* V 

V J 

(4.6.6) 
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Figure 4.6.1. An idealized version of the air-sea interface showing the laminar sublayers on the air 
and water side. Also shown are velocity and temperature profiles. 

AT AT 
9* Q H / U * 

Aq Aq 

r t* V̂ ^ 

KTT 

/ * \l/2 
' t I 

q* Q E / U * 

(4.6.7) 

(4.6.8) 

Ac Ac 
c* Q G / U * ~u* 

^ * >^l/2 

v'^o. 
(4.6.9) 

The crucial question concerns the timescale t*. If one assumes that t* is the 
timescale of the Kolmogoroff eddies in the turbulent flow and if we take the 
roughness scale ZQ as the integral length scale (so that dissipation e ~ u*V ZQ), we 
get 

vl/2 * / / \ l / 2 / , 3 \ ^ / ^ 

t =(v/8) ~(^VZo/u*j (4.6.10) 

u* 
(4.6.11) 

6* 
(4.6.12) 
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^ - R e / ' V ^ (4.6.13) 

^ ~ R e / ' ^ L e ' ' 2 (4.6.14) 
c* 

where 

RQ^= ^ , Pr= — , Sc= — , L e = — (4.6.15) 
V K-p Kg K Q 

The corresponding layer thicknesses are 

5 = (4.6.16) 
u* u 4: U * 

8 T = ^ — (4.6.17) 
u* 0* 

k^ Aq 

u* q* 
(4.6.18) 

u* c* 
Note that other plausible scalings exist for t* (see Section 4.7) which would 

lead to different functional relationships in Eqs. (4.6.11) to (4.6.14). However, 
the Kolmogoroff timescale appears to be the most popular (Liu et al, 1979; 
Clayson et al., 1995). The constants in Eqs. (4.6.11)-(4.6.14) can be determined 
by matching the profiles in the laminar layers to the turbulent profile outside. 
Following extensive measurements on viscous sublayers in laboratory turbulent 
boundary layers, which indicate an exponential profile within the viscous layer, 
Liu et al. (1979) assumed 

U-U, = AU[l-exp(-z/6)] (4.6.20) 

T-T3 = AT[l-exp(-z/5x)] (4.6.21) 

q-q,=Aq[l-exp(-z/5E)] (4.6.22) 
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c-Cs = Ac [l- exp (-Z/ 5G )] (4.6.23) 

where 

(4.6.24) 

(4.6.25) 

(4.6.26) 

(4.6.27) 

The subscript s denotes the surface values whereas the subscript b denotes the 
bulk values. The profiles in the turbulent region outside are given by Eqs 
(4.5.8a)-(4.5.8d) and (4.5.9). Now one requires that the profiles in the molecular 
sublayer and the turbulent region outside match smoothly at some value of z. 
This requires continuity of both the value and the slope of the variables at the 
matching point. This in principle determines the values of 

C = ^ . ^ (4.6.28) 
U* V 

S = — = ^ ^ I ^ = CPr"^ (4.6.29) 

D = ^ = - ^ ^ ^ = CSc"^ (4.6.30) 

D ^ = ^ = : ^G^ = CLe''^ (4.6.31) 
C* Kn 

The above arguments are valid when the sea surface appears 
hydrodynamically rough to the turbulent boundary layer flow. Under these 
conditions, momentum is transported across the air-sea interface by pressure 
forces acting on roughness elements. This requires that the Reynolds number 
based on the roughness scale be large, Rer>1.2. However, the same relationships 
hold even when the sea surface is hydrodynamically smooth and the momentum 
is transported by viscous diffusion across the interface, if ZQ is replaced by the 
viscous scale v/u*. Liu et al (1979) explored the matching conditions for 
smooth flow conditions and discovered that a value of ZQ = 0.11 v/u* gives a 
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smooth transition between the laminar and turbulent profiles for the velocity at z 
= 47 v/u* and C = 16. The profiles for other properties such as temperature are 
also found to match smoothly at this value of z and therefore it is possible to find 
the values of the "roughness" scales for scalars as well: 

Z0T,0E,0G _ 47 

zo Re. 
exp - : ^ ( S A D o ) (4.6.32) 

Note that Rê  = 0.11, and S, D, and Do are known from Eqs. (4.3.29H4.3.31) 
once C is known. Figures 4.6.2 and 4.6.3 show the excellent agreement of the 
model with some laboratory data (Liu et al, 1979). 

For the hydrodynamically rough regime ( Rer > 1.2 ), Liu et al find that 

C-9.3Re; 1/4 (4.6.33) 
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Figure 4.6.2. The velocity and temperature profiles in the laminar sublayer evaluated with the Liu 
et al. model compared with laboratory measurements by Deissler and Eian (1952) (from Liu et al, 
1979). 
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Figure 4.6.3. Normalized temperature and humidity changes across the laminar sublayer as a 
function of the roughness Reynolds number RCj. (from Liu et al, 1979). Measurements in the top 
panel are from Chamberlain (1968), and those in the bottom panel from Mangarella et al. (1973). 

best describes the velocity transition, but were unable to find matching 
conditions for scalars that would enable us to find expressions for roughness 
scales for scalars. At this point they abandon the approach detailed above for 
determining the scalar roughness scales and instead recommend empirical 
parameterizations of the form 

(4.6.34) 

where the values of a, b, c, and d are given in Table 4.3.1. Note that these values 
are specific to air for which Pr ~ 0.71 and Sc ~ 0.595. They do not present 
values for gas transfer. 

So far we have not commented on the surface values of temperature, 
humidity, and gas concentration. The air is always assumed to be saturated with 
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water vapor (100% relative humidity) at the sea surface and therefore the value 
of specific humidity is known if the surface temperature is known. However, in 
many observations, surface temperature is seldom measured. Instead a bulk 
temperature at some depth is measured, and because of the existence of 
molecular sublayers on the water side of the air-sea interface, the surface 
temperature differs from the bulk temperature (see Section 4.7) and the two need 
to be related to each other. The difference depends principally on the net heat 
transfer at the air-sea interface. The ocean loses heat normally by sensible and 
latent heat fluxes and longwave radiation, but gains heat by longwave radiation 
from the atmosphere and clouds, and during the day by solar heating. The net 
heat loss is a complicated function of mixing and heating processes on the water 
side and the net fluxes on the air side. Nevertheless, it is possible to include the 
bulk-skin temperature difference in computing fluxes across the air-sea 
interface. For many practical purposes, it may suffice to reduce the bulk 
temperatures by 0.3°C to obtain surface or skin temperatures. However, caution 
is necessary since during the day solar heating can lead to large bulk-skin 
temperature differences. Then the only recourse is to employ a turbulent mixing 
model on the water side to determine what the bulk-skin difference should be, 
and this involves knowing the air-sea fluxes so that the problem is intricately 
coupled, but nevertheless solvable (Wick, 1995; Wick et al, 1996; Clay son et 
aU 1996). 

The velocity at the air-sea interface. Us, is seldom zero, even in the absence 
of strong oceanic currents. Wind-induced drift current studies show that it is a 
good approximation to take Us ~ 0.55 u* (Wu, 1975). Of course in the presence 
of strong currents and weak winds, it is essential to add the component of the 
surface current in the direction of the wind as well. This is particularly important 
for the tropics, where the easterly trade winds that prevail are weak (a few m s~̂ ) 
and the surface currents in the equatorial wave guide are strong (1-2 m s" )̂. 

That leaves only the momentum roughness scale ZQ to be determined. The 
scalar roughness scales can then be parameterized in terms of the momentum 
roughness scale and the problem reduces to solving Eqs. (4.5.8), (4.5.14)-
(4.5.20), and (4.6.28)-(4.6.31) along with the equation for ZQ for u*, 6*, and q*, 
and hence air-sea fluxes. This is done iteratively starting from neutral values, 
and if only bulk temperatures are available using a mixed layer model on the 
water side as well in the iterative process. The roughness scale can be 
determined from an equation such as Eq. (4.5.33). Since ZQ and the drag 
coefficient CD are related [Eq. (4.5.10) or (4.5.12), for example], it is often 
possible to use an empirical relationship [Eq. (4.5.24) or (4.5.25)] for the drag 
coefficient to determine ZQ. Since these empirical relationships assume zero 
surface current (Us = 0), it may be necessary to multiply ZQ SO determined by a 
factor exp (kUg/u*) - 1.25. However, given the large scatter in these empirical 
relationships, this refinement may be quite inconsequential. 
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In the limit of zero wind speed, or more appropriately zero (Ua - Us), the 
above scaUng based on u* fails. In this free convection limit, the heat transfer 
across the air-sea interface is by free convection processes, for which 

Nu ~ Râ ^̂  (4.6.35) 

where 

Nu = - ^ ^ (4.6.36) 
ICTAT 

is the Nusselt number and 

gB AT d̂  
Ra = ^t^ (4.6.37) 

vk-r 

the Rayleigh number, is a good approximation so that 

Q, - (g^kjf\ATf^ Pr"̂ ^̂  (4.6.38) 

can be used for the heat transfer. A similar relationship can be used for gas 
transfer. 

Figure 4.6.4 shows calculations of sensible and latent heat fluxes using the 
Liu et al. method compared to the eddy-correlation measurements made during 
the TOGA/COARE cruise in the tropical western Pacific. The agreement is quite 
reasonable. 

The widely used Liu et al. (1979) parameterization for air-sea fluxes invokes 
a particular form for the surface renewal time and uses a particular form of 
empirical relationships for scalar roughnesses. Other forms are possible as well 
(see Section 4.7). There exists an extensive engineering literature on heat and 
mass transfer across smooth and rough surfaces in a turbulent boundary layer 
(for example, Yaglom and Kader, 1974; Kader and Yaglom, 1972; Kader, 1981) 
that can be brought to bear on the air-sea transfer problem. Brutsaert (1975) was 
one of the very first to point out that the roughness scales for scalars are 
necessarily different from that for momentum and that ignoring this disparity can 
lead to serious errors. Yaglom and Kader (1974) pointed out that because the 
molecular sublayers intervene for scalar transfer even in a hydrodynamically 
rough flow, the scaling is such that scalar transfer can actually be smaller for 
rough surfaces compared to smooth ones! We will outline here an alternative 
approach to deriving the scalar roughnesses. 

Consider for simplicity a neutrally stratified flow, a condition applicable to 
most laboratory investigations of heat and mass transfer in engineering 
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Figure 4.6.4. Comparison of latent and sensible heat fluxes measured by eddy correlation methods 
with those calculated from Liu et al. (1979) bulk formulas (from Bradley et al, 1991). 

applications. Then the profiles of velocity and temperature in the turbulent 
region outside the molecular sublayers can be written as (assuming Us = 0) 

1 
U/u* =—ln(z/zo) (4.6.39) 

0* K 
(4.6.40) 

where Tb, the bulk temperature, is unknown. Now, the temperature equation can 
be rewritten as 

so that 

A 
= —^In 

f r.\ 

V ^ y 

(4.6.41) 

ZQT 
= exp 

JL AT 
Prj e* 

(4.6.42) 

This shows that the distinction between the temperature and the momentum 
roughness scales arises simply because of the existence of a change in 
temperature across a molecular sublayer. If this change is deduced on a 
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semianalytical basis (Yaglom and Kader, 1974), or simply empirically, it is 
possible to compute the temperature roughness scale. Brutsaert (1975) tabulates 
the various observations for both hydrodynamically rough (Rcj > 2.0). and 
smooth (Rcr = 0.135) surfaces. For a smooth air-sea interface, 

^OT 
:exp 

K 13.6Pr^/3_13^ 

Prt 

(Brutsaert, 1975) 

= exp 

(Kader and Yaglom, 1972) 

- - ( 1 2 . 
Prt ̂  

5Pr^^^-10.24) 

(4.6.43) 

(4.6.44) 

7.4 
: — e x p 

Pr 
-^(3.85Pr^^^-1.3f 
P r / ' 

(Kader, 1981) 

(4.6.45) 

Of these, Kader's (1981) formulation is the most recent and the most 
preferable. For a rough air-sea interface, Brutsaert (1975) recommends 

^OT 
= exp _JL(7.3Rel^4pri^^-5Prt) 0.6 < Pr < 6 (4.6.46) 

while Yaglom and Kader (1974) suggest 

\l/2 
^OT 

^0 
= exp _ J L o . 5 5 f ^ ^ l (pr2/3_o.2) + 9 . 5 - ^ l n ^ 

Pr J 1̂  V J ^ ^ K zo 
Pr<14 

(4.6.47) 

where ho is proportional to the actual height of the roughness elements, which 
can be taken as 20 to 30 ZQ. For very large values of Pr (or Sc) (irrelevant to the 
air-sea interface, but important for salt transfer across the ice-ocean interface). 

1/3 o ^ 2/3 A T / e * ~ R e / ' ' P r (4.6.48) 

For the transition regime (0.135 < RCr < 2.0), it is necessary to interpolate 
between the smooth and the rough values. 

The Brutsaert formulation is perhaps the simplest to use for the air-sea flux 
problem and was used by Clayson et al (1996) to compute the sensible and 
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latent heat fluxes in the TOGA/COARE region using surface renewal theory. 
Their results show some definite improvement over Liu et a/.'s formulation 
(Figure 4.6.4), when compared with measurements made using eddy-correlation 
techniques. 

Surface renewal techniques over surfaces with vegetation have a slightly 
different meaning than when the term is used for air-sea exchange processes. 
Over a surface with vegetation, the vegetation is usually assumed as acting as a 
source of the appropriate scalar in question (heat, moisture, etc.). In this case, 
when a parcel leaves the atmosphere above the canopy and enters the canopy 
(which is also referred to as sweeping), the parcel is now in contact with a source 
region in which dissipation effects are important. The parcel is ejected from the 
canopy into the atmosphere above the canopy when another parcel displaces the 
original parcel. The original parcel now has altered characteristics based on the 
sources within the canopy itself. Katul et al. (1996) contains a review of the 
work in this area. 

4.6.1 HIGH WIND SPEEDS 

Finally, it is important to remember that the surface renewal theory is only 
valid for low to moderate wind speeds, where the air-sea interface is more or 
less intact. At high wind speeds, bubble injection into the water and droplet and 
spray ejection into the air radically transform the underlying processes of heat 
and mass transfer across the air-sea interface and hence the fluxes. On the ocean 
side, wave breaking has even more serious consequences. Recent measurements 
have shown that in the upper 1-2 m, breaking processes produce highly elevated 
dissipation rates, and the implications for the molecular layers and air-sea fluxes 
even without spray ejection and droplet injection are quite substantial. Farmer 
(1998) provides a succinct discussion of processes occurring on the ocean side 
of the air-sea interface at high wind speeds. 

Air-sea exchange processes are highly nonlinear functions of the wind speed, 
and one severe oceanic storm can effect exchanges equivalent to long periods of 
relative calm. Yet it is precisely these high wind conditions that are least 
understood, principally because of the difficulty of making ship-based in situ 
measurements and the problems associated with contamination of sensors by sea 
spray and the violent sea surface. Remote sensing is devoid of these difficulties 
but usually lacks adequate ground truth data essential for calibration. 
Nevertheless, recent advances such as observations of bubble clouds by 
underwater acoustic (sonar) sensors are enabling progress to be made (Farmer, 
1998). At high wind speeds, wave breaking begins to dominate the air-sea 
interface (Thorpe, 1995; Melville, 1996). The fraction of the ocean surface 
covered by breaking waves increases rapidly with wind speeds beyond 10-15 m 
s" , and at speeds of -30 m s"̂  and beyond, nearly the entire air-sea interface is 
covered by breaking waves and the associated droplets and spray on the air side 
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and air bubbles on the ocean side. This means that on the air side, the 
atmosphere senses a layer of air heavily laden with water droplets of various 
sizes, rather than the air-sea interface directly. On the water side, extensive 
bubble clouds inhabit the inmiediate vicinity of the interface. Under these 
conditions, our conventional notion of an "intact" air-sea interface undergoing 
sporadic disruptions is no longer valid, and droplets and bubbles mediate air-sea 
exchanges, especially the water vapor transfer to the atmosphere, and gas 
transfer to the ocean, respectively. 

On the ocean side, bubble clouds due to air entrainment by breaking waves 
are important to air-sea exchange processes. The clouds penetrate to depths on 
the order of the amplitude of the breaking waves. While large bubbles rise 
quickly to the surface, smaller ones are carried deeper by vertical motions due to 
processes such as Langmuir circulations. Fortunately, air bubbles resonate at 
natural frequencies that are functions of principally the bubble radius, and it is 
therefore possible to measure bubble cloud properties such as size distributions 
either by passive hydrophone arrays or by active sonars. Acoustic energy 
transmitted by sonars is scattered most efficiently by bubble clouds with natural 
frequencies close to that of the sonar frequency and this enables various bubble 
properties to be measured "remotely." Given the importance of dissolution of 
gases such as CO2 carried by bubbles in seawater (Farmer et al, 1993), it is 
likely that increasing emphasis will be placed in the coming years on observing 
and understanding air-sea exchanges at high wind speeds. 

On the air side, droplets created by breaking waves provide an additional 
pathway for the transfer of water vapor to the atmosphere (Wu, 1974, 1990). 
Droplet-mediated transfer however involves no latent heat transfer from the 
ocean. The heat needed to evaporate the droplets comes instead from the layers 
of the atmosphere adjacent to the air-sea interface. This in turn cools that part of 
the boundary layer. The droplet evaporation also increases its humidity. The 
result is that the droplets cause the surface layer of the ABL to be wetter and 
colder. If all the droplets ejected evaporate fully, the heat flux at the air-sea 
interface would remain unaltered. However, not all droplets evaporate, and those 
that fall back into the ocean are colder and this therefore constitutes additional 
sensible heat loss to the ocean. At high wind speeds, the droplet-mediated 
sensible heat flux from the ocean to the atmosphere, Hsd, can be substantial. As 
far as the atmosphere is concerned, there exists an additional latent heat flux 
from the lower layers to the upper layers. As can be expected, the ability of the 
droplets to transfer water vapor to the atmosphere depends on the difference 
between the degree of undersaturation. Clearly, if the layers are saturated, the 
droplets fall back without any evaporation. Thus, the droplet-mediated latent 
heat flux, H^, could be parameterized as being proportional to the difference 
between the saturation humidity qsa and the humidity qa at the reference height. 

Let Fd be the flux of droplets near the surface. Then the potential evaporative 
heat flux, if all the droplets evaporated, is Hip = Lg Fd. However, according to 
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Fairall et al (1998), who have attempted a systematic look at the problem of 
parameterizing Hsd and H^, the fraction of the droplets evaporated is usually less 
than 0.5. They define a droplet-affected layer of thickness Zd (which should scale 
like U^/g) and parameterize Hid as proportional to (qsdw - qd)» where d denotes 
conditions at z = Zd. The subscript w denotes the value at the wet bulb 
temperature. Since T^ = T - (Le/Cpa)(dv/dt) (qsw -q), where dy and dj denote 
diffusivities of water vapor and temperature, and since the Classius-Clapeyron 
condition relates qsw to qs by qsw = qs + (e/R)(Le/T^)(Tw - T), the quantity (qsw -
q j = p = [1 + (8Le )̂/(RCpaT )̂]~\ The value of p ranges from 0.21 at 303 K to 
0.59 at 273 K. The latent heat flux HM ~ pd (qsd - Qd) = Ypa (qsa - Qa), where yhas 
a value around unity [0.9 at 15 m s~̂  to 1.08 at 40 m s~̂  according to Fairall et 
al (1998)]. The droplet-mediated fluxes can therefore be written as 

Hid = pa Le Pa Y Cfid (Qsa " Qa) 

H s d = P a C p a Y C H d ( T s - T a ) (4.6.49) 

Indications are that the coefficients Cnd and CEd are strong functions of the wind 
speed, being proportional to U" and U"̂ , respectively, the area fraction of the 
whitecaps A^c being an important parameter of dependence. Fairall et al (1998; 

see also Andreas, 1992) indicate that Cgd - 3.6 x 10"̂  Uio^ "̂  and Cnd ~ 3.2 x 10"̂  

Uio^^ Ling (1993) suggests instead that CEd = 0.88 x 10"̂  Uio .̂ While careful 
observations do indicate that the surface layers cool appreciably (by several K) 
during tropical cyclones, measurements needed to accurately parameterize 
droplet-mediated fluxes at high wind speeds are very sparse. According to the 
Fairall et al (1998) parameterization, the droplet-mediated latent heat flux 
becomes comparable to the regular latent heat flux at a speed of about 28 m s~\ 
At 40 m s~\ the droplet-mediated sensible heat flux becomes comparable to the 
regular sensible heat flux. This is the same speed at which the whitecap area 

fraction reaches unity. Since Fd ~ 5.0 x 10"̂  pw Awe, the absolute upper bound to 
the latent heat flux is Hip ~ 12,000 W m"̂ . 

On the other hand, there have been suggestions (for example. Smith et al, 
1993; Wu, 1998) that the contribution of sea spray to the moisture flux is likely 
to be modest even under high wind conditions. It is important to remember that 
the moisture flux is not only a function of the wind speed, but also of the 
undersaturation of the surface layer. Relevant observational data are sparse and 
the influence of droplet evaporation on the heat budget in the marine boundary 
layer is still an open question. More recently, Andreas (1998) has examined sea 
spray generation up to wind speeds of 32 m s"\ 
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4.7 COOL SKIN OF THE OCEAN 

The skin of the ocean is found to be invariably a few tenths of degrees cooler 
than the water a few millimeters below the surface (Ewing and McAlister, 1960; 
Saunders, 1967; McAUster and McLeish, 1969; Paulson and Parker, 1972; 
Grassl, 1976; Katsaros, 1980; Paulson and Simpson, 1981; Robinson et al, 
1984; Schluessel et al, 1990). Much larger temperature differences can be found 
between the skin and the waters a few meters below, especially during strong 
insolation and weak winds (Coppin et al, 1991). This is called the bulk-skin 
temperature difference and is of importance to considerations of heat storage in 
the upper layers of the ocean, and heat and mass exchanges across the air-sea 
interface. In air-sea exchange, it is the SST or the temperature of the skin that is 
important. It is also the skin temperature that satellite-orbited radiometers such 
as the AVHRR sense. However, the heat storage capacity of the skin layer, 
which is only a millimeter thick, is negligible, and it is the bulk temperature in 
the OML that determines the heat storage in the upper layers of importance to 
long-term air-sea interactions. 

The existence of the cool skin of the ocean (Figure 4.7.1) is simply due to the 
fact that right at the surface, the net heat balance even during strong solar 
insolation and weak winds is from the ocean to the atmosphere. This is because 
normally the sensible and latent heat fluxes at the air-sea interface are net losses 
from the ocean. Added to this sensible and evaporative cooling of the surface is 
the net longwave emission at the surface (the difference between the outgoing 
LW radiation emitted by the ocean surface and the incoming LW radiation 
emitted from the atmosphere and the clouds), which is also normally a heat loss. 
The incoming shortwave solar visible, infrared, and ultraviolet radiation is 
absorbed by the upper layers to differing degrees, with the infrared and near-
infrared absorbed within the upper meter of the water column (the ultraviolet 
part is absorbed in the upper 3-5 m), but the visible part penetrates up to 100 m 
depending on the turbidity of the water. Consequently, the SW solar absorption 
in the millimeter skin of the ocean is usually small and the ocean surface 
normally loses heat even during a calm, cloudless summer day. This heat loss at 
the surface requires a flux of heat from the interior. However, the only 
mechanism that can transfer this heat from water to air across an intact air-sea 
interface is molecular conduction; turbulence is damped close to the surface. In 
order to accommodate the large heat losses at the surface by conduction right 
below, the temperature gradient has to be large enough. This causes the skin 
temperature to drop such that the resulting temperature gradient can 
accommodate the heat flux from the interior. The result is a cool skin that is 
normally a millimeter or so thin with a skin temperature 0.1-0.5°C below the 
bulk temperature a millimeter or so below the surface. 
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Ts - Skin Temperarture 
Tb" Bulk Temperature 

Figure 4.7.1. An idealized rendering of the upper ocean showing the skin and various bulk 
temperatures during day and night. 

A similar effect occurs also for gas transfer at the air-sea interface. In fact in 
many ways, the air-sea transfer of dissolved gases is similar to the air-sea 
transfer of heat and water vapor. Unlike the momentum exchange between the 
ocean and the air, which can proceed by mediation of pressure forces, air-sea 
transfer of scalar properties can only take place through the molecular sublayers 
by molecular diffusion. There are no terms analogous to pressure gradient terms 
in the momentum equation in the scalar conservation equations. This has some 
interesting consequences. Normally, laws of turbulent exchange do not involve 
molecular properties of flow, and hence are independent of molecular properties 
of the fluid in the asymptotic limit of large enough Reynolds number. For 
example, the roughness length scale for momentum exchange for a fully 
turbulent boundary layer adjacent to the air-sea interface is independent of 
molecular viscosity, and depends only on the size of the roughness elements. 
However, the roughness length scales for scalar transfer, such as heat, water 
vapor, and dissolved gases, in such a fully turbulent boundary layer are functions 
of molecular diffusion coefficients, since ultimately the exchange between air 
and sea right at the interface is by molecular diffusion (Yaglom and Kader, 
1974). 
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Temperature measurements from in situ sensors on buoys and moorings, and 
measurements using buckets or engine intakes on ships, measure the bulk 
temperature a few tens of centimeters to a few meters below the surface. 
However, satellite remote sensing of the ocean SST has the best coverage of the 
global oceans, both temporally and spatially. In order for this to be useful for 
applications to heat storage considerations, it is essential to relate the skin 
temperature sensed to the bulk temperatures representative of the OML. 
Traditionally, algorithms such as MCSST (Multichannel SST) and CPSST 
(Cross Product SST) have been used to regress the radiance sensed by the 
radiometer to buoy-measured temperatures. These algorithms have a bias of 
about 0.1-0.2°C and an rms error of 0.7-1.2°C (Wick et al, 1992). The 
principal problem is simply the wide variation in bulk temperatures depending 
on the intensity of solar insolation and the wind stress at the sea surface. Figure 
4.7.1 also shows typical nighttime and daytime temperature profiles in the upper 
few meters of the ocean. Due to the absence of solar insolation, the ocean 
normally cools during the night and the resulting convection essentially 
homogenizes the upper layers so that the bulk temperature is roughly the same 
no matter what depth it is referred to as long as it is a few millimeters below the 
surface and within the mixed layer. The skin-bulk temperature difference is 
always negative. However, during the day, because of solar volumetric heating in 
the bulk, the bulk temperature depends very much on the depth of the 
measurements, and the skin-bulk temperature differences can reach values as 
high as 2-3 °C. More seriously, neither the bulk nor the skin temperature is 
representative of the heat storage in the mixed layer under these conditions. 
Also, the degree to which the surface layers can be heated depends also on the 
salinity stratification. If there exists a brackish layer at the surface due to a 
rainstorm or runoff, then this tends to suppress mixing and lead to larger 
temperatures close to the surface. 

It is therefore important to remember that a nighttime bulk temperature is 
more representative of the heat storage in the mixed layer, especially after 
convection has had a chance to mix the heat deposited in near-surface layers 
through the bulk of the mixed layer, but has not gone on long enough to have 
caused significant cooHng of the mixed layer itself. It is also interesting to note 
that the nighttime bulk-skin temperature difference is a direct indicator of the net 
heat loss at the sea surface and hence it may be possible to infer the hard-to-
measure turbulent sensible and latent heat exchanges from this difference. This 
idea has been tested with an in situ sensor designed to determine the bulk-skin 
temperature difference and thus to calculate the surface heat flux (Suomi et aL, 
1996). McKeown et al. (1995) have used a radiometer on an aircraft to measure 
the bulk-skin temperature difference by making dual-channel measurements. 
With this information and knowledge of the wind stress from an active 
microwave device and plausible corrections for net LW loss at the sea surface, it 
may in principle be possible to infer the combined sensible and latent turbulent 
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heat fluxes at the sea surface remotely, provided the various quantities can be 
measured with adequate precision. 

The bulk-skin temperature differences on diurnal timescales are shown in 
Figures 4.7.2 and 4.7.3 from observations by Coppin et al. (1991) in the western 
tropical Pacific. Figure 4.7.4 shows a histogram of bulk-skin temperature 
differences with a mean value of around 0.3°C. 

The cool skin of the ocean is continuous neither in space nor temporally. The 
skin is readily disrupted by breaking waves and occasional sweep-past of eddies 
from the adjacent turbulent region. However, because the timescales involved 
are molecular and the thickness rather small, the layer reestablishes itself quite 
readily, within a matter of several seconds after disruption by eddies or wave 
breaking. It is this average timescale during which the molecular layer exists that 
determines its average thickness and hence the bulk-skin difference. Various 
parameterizations proposed for the skin layer can be looked upon as essentially 
proposing different residence timescales for the molecular layer. If t* is the skin 
timescale, then the thickness of the molecular sublayer is 

5T~(kt j (4.7.1) 

Then the kinematic heat flux through the sublayer and hence through the air-sea 
interface is 

AT kAT 
Q H - k — ~ — - ^ (4.7.2) 

^T (kt ) 

where AT is the temperature drop across the molecular sublayer. This can be 
rearranged to write 

AT AT ^^ ^ 

T* (QH/U*) 
~ u* 

t (4.7.3) 

where T* is the friction temperature. Note that once we know what t* is, we 
know what the bulk-skin temperature difference is, given the heat flux across the 
air-sea interface. Here QH is a heat loss (kinematic) and the skin is a cool skin. If 
for some reason QH is a heat gain, then we have a warm skin. The skin is seldom 
warm and is always cool during the night because of the absence of SW heating 
of the skin. This is often a powerful check against instrumental and measurement 
errors. 

The first model for the cool skin was proposed by Saunders (1967). His 
model is equivalent to a skin timescale t* = t*i ~ (v/u*^). ThenS^ ~ v/u* and 

— = W (4.7.4) 
I* 
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sea temperature and the sea surface temperature in addition to model predictions. 
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Figure 4.7.3. Measurements of heat flux parameters (upper panel) and the air, skin, and bulk sea 
temperatures (lower panel) in the western tropical Pacific (from Coppin et al, 1991). 

This has been observed to be roughly valid at moderate wind speeds. At low 
wind speeds, free convection dominates and if one uses the high Rayleigh 
number limit of the Nusselt number Nu and the Rayleigh number relationship in 
free convection, namely the 1/3 power law (there are indications that this power 
law may not be strictly correct, but it is a good approximation for most 
purposes). 

Nu: QH 

kAT kv 
= Ra 1/3 (4.7.5) 



486 4 Surface Exchange Processes 

100 

Skin-bulk temperature (°C) 
Figure 4.7.4. Histogram of bulk-skin temperature differences (from Coppin et al., 1991). 

Rearranging, one gets (Katsaros, 1976) 

T. EPQHV 

,1/4 

= Pr^^^Ri;r (4.7.6) 

where Pr is the Prandtl number, Ra is the Rayleigh number, and Rics is the 
Richardson number, 

p . _ gPQnV 
^Ics 1 

U* 
(4.7.7) 

The residence timescale is t* = t*2 = (v/gpQn)^^^ • 
For large values of wind speeds, intermittent disruption of the sublayer by 

wave breaking becomes important (Wu, 1985; Csanady, 1990). Since wave 
breaking requires vertical accelerations at the wave crests to be comparable to 
gravitational acceleration, the relevant timescale is u*/g, and if we choose t* = 
t*3 ~ u*/g, then 

AT 

T* 

r 3 \i/2 
u* 

v ^ ^ 

= Pr 1/2 
f 3 Y .1/2 

gv 
••Fr'^'Kc'^' (4.7.8) 

where Ke is the Kuelegan number (u*Vvg). This is the wave breaking limit 
quoted by Soloviev and Schluessel (1994). If one assumes that the surface wave 
field is fully developed, then Chamock's relationship relates the roughness scale 
to u* and g: ZQ ~ u*Vg, and therefore the timescale is t* = t*3 ~ ZQ/U*. 
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There are systematic departures from Saunders' law for the cool skin and the 
proportionality constant is a function of wind speed (Schluessel et al, 1990), and 
an alternative timescale can be proposed for t* based on the surface renewal 
hypothesis of Brutsaert (1975). Here it is assumed that the turbulent eddies in the 
adjacent turbulent boundary layer periodically sweep the molecular layer away. 
The smallest eddies possible in any turbulent flow are the Kolmogoroff eddies. If 
one assumes then that the residence timescale is this Kolmogoroff timescale, t* = 
t*4 ~ (v/e)^^^. If we take the integral scale to be ZQ, the roughness scale, then 

8 = u* / ZQ and t*4 

Chamock's law, t*5 -

(vzo/u*^)^^l If one assumes fully developed seas and 

(v/u*g)^^^and 

AT 

T* 
Pr 1/2 

f 3^ /4 

gv 
= WYit"' (4.7.9) 

Note that t*4 is the geometric mean of t*i and t*3; in other words, the timescale 
for the skin under the surface renewal hypothesis is the geometric mean of those 
under Saunder's and wave breaking limits: t*4 ~ (t*i V^^f^. Extensive and very 
careful analyses of bulk-skin observational data by Wick (1995) suggests that at 
low to moderate wind speeds, it is possible to approximate the bulk-skin 
difference by a formula that transitions smoothly between the free convection 
and surface renewal hypothesis limits. 

t* = a4t4 + (a2t2 - a4t4) exp (RI^^ / Ri^^) 

AT 
"-Pr 1/2 

^-,1/2 
U*t 

(4.7.10) 

where a2, a4, and Ricŝ  are empirically determined. Soloviev and Schluessel 
(1994) suggest 

AT 1/9 r r 1-1/4 r r^-^''^ 
— ^Vv''^\l + Ki,jml\ [l + Ke/Ke^J (4.7.11) 

Ri^3~ 1-5 10-4, K e ^ ~ 0 1 8 

The data at wind speeds above 8 m s"̂  are unreliable because of the various 
errors in radiometer and bulk temperature measurements, but the wave breaking 
limit should be valid at high wind speeds. Figure 4.7.5, from Wick et al. (1996), 
shows the variation of AT with wind speed and heat flux. Note the roughly 
linear increase with QH and u* and then the leveling off at high wind speeds. 
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Figure 4.7.5. Nighttime bulk-skin temperature difference as a function of wind speed and heat flux 
(from Wick, 1995). 

Wick (1995) restricted his analysis to nighttime data, when it is assured that 
the skin is cool and there are no complications due to the solar heating of the 
upper layers. His results (Figure 4.7.5) indicate a cool skin difference of 0.1-
0.4°C, consistent with all carefully made observations of the cool skin. Even this 
seemingly small difference can amount to a large error in deducing the sensible 
and latent heat fluxes across the air-sea interface. For example, if the air-sea 
temperature difference based on bulk temperature is 1.5°C, a 0.3°C cooler skin, 
if not taken into account in computing heat fluxes, amounts to an overestimate in 
the computed sensible heat flux of 25% and one in latent heat flux of 10%. In 
the region of the western tropical Pacific, where the latent heat fluxes are of 
O (100 W m"^), the error is 10 W m ^ (sensible heat flux is smaller and less 
important), a serious error if one remembers the net heat flux into the ocean in 
this region is of the same order. It is often said that for accurate modeling of the 
atmosphere over the tropics, an accuracy in SST of about 0.1 °C is desirable, 
which can be less than the bulk-skin temperature difference. 



4.7 Cool Skin of the Ocean 489 

Fairall et al (1996) follow Saunders' (1967) approach, but incorporate both 
free convective and shear-forced regimes to arrive at an expression for the 
constant in Saunders' equation that depends on the wind speed up to 3 m s"^ but 
remains constant at 6.0 thereafter: 

X = 6\l-¥ 
u*k^ aL 

(4.7.12) 

This parameterization includes the effect of evaporation by including salinity S 
and the salinity expansion coefficient p. 

Donlon and Robinson (1997) report on an extensive set of bulk-skin 
temperature difference (AT) measurements along a series of transects in the 
Atlantic from 20° S to 52° N in 1992. They found that AT decreases as the wind 
speed increases, asymptoting to about 0.1 °C at wind speeds larger than 10 m s"\ 
They also compare measured AT values to those inferred from various 
parameterizations, including those of Saunders (1967), Soloviev and Schluessel 
(1994), Fairall et al (1996), and Wick (1995; see also Wick et al, 1996), and 
conclude that while none of these adequately reproduce the measurements, Wick 
et al (1996) appears to be the best of the lot. In view of the dependence of AT 
on wind speed, they suggest that it is inappropriate to assume a constant value of 
0.3°C in cahbrating satellite IR measurements. 

Wick and Jessup (1998), after careful examination of the modulation of skin-
bulk temperature difference by swell, conclude that the major effect is due to 
preferential wave breaking on the forward face of the swell. This highlights the 
importance of taking into account the extent of wave breaking in modeling the 
skin-bulk temperature difference. Current models (Soloviev and Schlussel, 
1994; Wick et al, 1996) assume sporadic disruption of the skin layer, but do not 
explicitly account for wave breaking in deriving the mean time for 
reestablishment of the skin layer. 

Solar heating during the day complicates matters considerably. For 
calculating heat transfer across the air-sea interface, it is the skin temperature 
that needs to be used. Most often, it is some sort of bulk temperature that is 
available at some depth and clearly the resulting error can be substantial (see 
Figure 4.7.1 above). For low wind conditions in the tropics, Fairall et al (1996) 
saw afternoon peak differences between the skin and the 5-cm temperature 
approaching 4°C. Deducing the skin temperature for use in heat flux calculations 
from the bulk temperature measured at some depth clearly requires the mixing 
and the solar extinction in the upper layers to be modeled correctly and is 
therefore a nontrivial endeavor. Wick (1995) has used a mixed layer model 
based on second-moment closure (Kantha and Clayson, 1994) to compute the 
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skin-bulk temperature differences for various sets of data, including the Franklin 
data set taken during the TOGA/COARE program. Figure 4.7.6 shows a 
comparison between modeled and observed temperatures; the agreement is quite 
good given the various uncertainties such as the water clarity, horizontal 
inhomogeneity, and imprecisions in measurements of various parameters related 
to the air-sea heat exchange and the skin temperature itself. The heat flux itself 
is computed using the surface renewal hypothesis and not bulk formulas. Solar 
extinction in both the infrared and the visible portions of the spectrum is given 
careful treatment in Wick's model (see Wick, 1995, for details). 

There are many similarities between gas transfer and heat transfer across an 
air-sea interface (Brutsaert and Jerka, 1984; Soloviev and Schluessel, 1994). For 
one, both heat and gases have to be ultimately transferred across a molecular 
sublayer, and hence analyses similar to those for heat transfer apply to gas 
transfer. There has been a considerable amount of work done on this subject in 
recent years (see, for example, Kitaigorodskii, 1983, 1984; Brutsaert and Jerka, 
1984), and the topic has assumed much greater importance in view of the 
importance of greenhouse gases such as CO2 and photochemically produced 
gases such as carbonyl sulfide, which have high residence times in the 
stratosphere and therefore an influence on the ozone budget (Kantha and 
Clay son, 1994). Air-sea exchange of these gases has important climatic 
implications. 

The gas transfer rate across the air-sea interface can be written in terms of a 
gas transfer coefficient Cg, which has units of velocity and is often called the 
piston velocity (Peng et ah, 1979; Broeker et al, 1986): 

xl/2 

t 
(4.7.12) 

Cg can be written as Cg 
Hence 

~ ( kg / t* ) , where kg is the gas diffusion coefficient. 

u* 

xl/2 

(4.7.13) 

Using the various timescales deduced for the cool skin, we get in the convection 
limit of low wind speeds 

V 

^^Sc-^^^ 
u* 

gPgQg 

r 4 \-^"^ 

,gPgQgV, 
.Sc-"^Ri-"^ 

(4.7.14) 
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Figure 4.7.6. Comparison of modeled and observed skin temperatures for TOGA/COARE (from 
Wick, 1995). 

where Qg is the kinematic flux of gas across the interface (with units of 
concentration times velocity), and pg is the coefficient of expansion due to gas 
dissolution. Sc = (v/kg ) is the Schmidt number, the ratio of kinematic viscosity 
to gas diffusivity in water. Note that Ri is based on Pg . Saunders' formulation 
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for gas transfer becomes 

t =U =-

(4.7.15) 

- S c •1/2 

The wave breaking limit yields 

* * u* 
t = t 3 = — 

u* 

r.j \ 
1/2 

-1/2 

v S % 

= Sc-"^Ke-"^ (4.7.16) 

and the surface renewal hypothesis gives 

2i 
U* 

~Sc •1/2 
r„3 \ -1/4 

gv 
:Sc-i/^Ke-i/4 (4.7.17) 

Figure 4.7.7 (from Soloviev and Schluessel, 1994) shows measured gas transfer 
rates plotted against friction velocity. 

While we have referred to the skin as a cool skin, which it invariably is, it 
does not have to be. One can imagine situations where the ocean is a net gainer 
of heat. Take, for example, the situation when a warm continental air mass flows 
over a colder ocean and imagine a cloudy ABL. Under these conditions, the net 
heat flux is into the ocean and the skin will be warm. But such conditions are 
rather exceptional. 

The above models have concentrated on the skin under nonprecipitating 
conditions. However, rain can have a large effect on the skin and the skin-bulk 
temperature difference. Schluessel et al (1997) have investigated the effects, 
which include an alteration in the surface renewal theory due to increased mixing 
by raindrops, and additional cooling of the skin due to the cooler rain. The 
combined effects of these results on the bulk-skin temperature difference are 
shown in Figure 4.7.8. In addition, a haline molecular diffusion layer can be 
created which causes sahnities in the skin to be less than the bulk by up to 4 psu 
(Schluessel r̂ a/., 1997). 
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Figure 4.7.7. Gas transfer coefficient as a function of friction velocity according to Broecker and 
Peng (1974), Peng et al (1979), and Broecker et al (1986) (from Soloviev and Schluessel, 1994). 

The phenomenon of cool skin may provide an indirect and remote means of 
inferring the near-surface turbulence properties. Since the recovery time for the 
cool skin disrupted by breaking waves depends on the turbulence underneath, 
infrared probing of the sea surface by highly sensitive multichannel infrared 
sensors (Jessup et al, 1997a) might be helpful in not only inferring the cool skin 
characteristics at high wind speeds, but also the small scale turbulence near the 
air-sea interface. 
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rainrate for (a) u=l m s-1, (b) u=5 m s-1, (c) u=10 m s-1, and (d) u=15 m s-1 (from Schluessel et al 
1997, with kind permission from Kluwer Academic PubUshers). The curves correspond to 
differences due to coohng by turbulent and longwave fluxes (thin sohd), warming by solar ratiation 
(dashed), rain-induced cooling (dotted) and the combined effect (thick sohd). 
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4.8 SATELLITE-MEASURED FLUXES 

It is a difficult and costly endeavor to measure surface fluxes directly by 
appropriate in situ instrumentation over the global oceans and land system. Air-
sea fluxes are only measured directly occasionally as during the TOGA/CO ARE 
program (Webster and Lukas, 1992; Fairall et al, 1996). Even then, some piece 
of the puzzle is often missing and the missing information has to be deduced 
indirectly and often less accurately. Nevertheless careful point measurements 
such as by Young et al (1992) and Fairall et al (1996) have greatly increased 
the air-sea flux data base on which to base our ideas of air-sea exchange and 
derive more accurate parameterizations of such exchanges. It is less difficult and 
costly to measure the fluxes directly over land, and most of our information 
about the ABL and its structure comes from land programs such as BLX96 (Stull 
etal, 1997) and Kansas (Izumi, 1971). 

A more likely scenario that prevails most often is that only certain parameters 
central to the global exchange of heat, moisture, momentum, and mass are 
available from either observations or as products of NWP (numerical weather 
prediction) models from various regional centers. In situ observational data are 
quite sparse temporally and spatially, and cannot be relied upon on a global 
basis. The NWP products are inevitably affected by the skill of the model used, 
and even with the best model, the model-produced flux parameters are of uneven 
validity on all time and space scales of interest, especially parameters such as 
cloud cover and precipitation. These are the primary reasons for the attrac-
tiveness of satellite-derived fluxes. They have global coverage and often good 
temporal sampling as well. If parameters relevant to surface exchange can be 
obtained from satellite-borne sensors and the fluxes deduced, the vastly im-
proved temporal and spatial coverage would be useful for routine monitoring of 
the exchanges as well as input into models of the land/atmosphere/oceans, that 
could in turn increase our understanding and ability to predict the behavior of the 
coupled system. 

The principal problem in using remote sensing is that the remotely sensed 
electromagnetic radiation as measured by the sensor orbiting several hundred to 
thousands of kilometers above the Earth's surface must somehow be related to 
the geophysical parameters of interest. For remote sensing of properties at or 
near the surface, the intervening atmosphere is a "nuisance" that often corrupts 
the signal emitted by the surface as seen by the sensor aloft. For an altimeter, 
which essentially measures the time for a microwave signal emitted by it to be 
reflected by the sea surface back to the device, propagation delays induced by 
the intervening troposphere and ionosphere are effects that need to be corrected 
before the distance between the sensor and the sea surface can be deduced to the 
precision required, usually an rms value of a few centimeters. The fact that 
modem altimeters such as TOPEX/Poseidon can do so is a real testimony to the 
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advanced science and technology that can be brought to bear on the problem. 
For a sensor such as SeaWIFS that measures the ocean color and hence 
indirectly the oceanic primary productivity, the majority of the signal at the 
sensor is that from the intervening atmosphere and considerable ingenuity is 
needed to detect the small shift in the spectral intensity of upwelling radiation 
from beneath the ocean surface from the predominantly blue part of the spectrum 
to blue-green due to the chlorophyll concentration in the upper layers. 

Deducing air-sea fluxes remotely requires measurements of the parameters 
governing air-sea heat balance (see Section 4.1). This includes the shortwave 
and longwave radiation impinging on the ocean surface and the longwave 
emission from the sea surface, in other words, components of the radiation 
balance at the air-sea interface. It is in principle possible to measure these 
quantities by radiometers (Katsaros, 1990). On the other hand, measurement of 
turbulent air-sea fluxes cannot be done directly and these quantities need to be 
inferred (Liu, 1990). In order to determine the surface turbulent fluxes using 
satellite-based data, it is necessary to use the bulk equations (4.5.3) and a 
formulation for determining the turbulent fluxes from these bulk parameters. 
This then requires the knowledge of the surface and near-surface air temperature 
(or the difference between the two), the surface and near-surface specific 
humidity (or the difference between the two), and the near-surface wind speed. If 
the fluxes are being calculated over land, further information is needed, such as 
the type and coverage of vegetation. Because of the advantages of the satellite-
derived fluxes, this is an active area of research, and thus what follows is only an 
overview of various methods being used to determine the fluxes from satellites. 

For remote sensing of air-sea fluxes, the principal oceanic quantity of interest 
is the sea surface temperature. Infrared and microwave emissions from the ocean 
surface can be used to deduce the SST, but careful considerations have to be 
given to the absorption characteristics due to gases and aerosols in the 
intervening atmosphere. Principally, strong absorption bands have to be avoided 
and only those spectral ranges where the atmosphere is sufficiently transparent to 
upgoing longwave infrared and microwave radiation have to be measured. 
Infrared sensors such as AVHRR employ different spectral bands so that 
radiances from these bands can be combined optimally to obtain the SST more 
accurately. The technique is useful only in cloud-free regions, which severely 
restricts its usefulness in many regions of the world where cloud cover is a rule 
rather than an exception. Even then, accounting for water vapor in the 
intervening atmospheric column is a difficult task. Nevertheless, it is now 
possible to sense the SST in cloud-free regions by AVHRR with a bias of a few 
tenths of degrees and an rms of less than 1°C (Wick et ai, 1992). The fact that 
most of the infrared and near-infrared radiation sensed comes from the skin of 
the ocean is quite useful to air-sea exchange since it is the skin temperature that 
governs the air-sea transfer. Several methods are being evaluated in order to fill 
in the gaps left by cloud coverage [see Figure 4.8.1 and Clayson et al. (1996)]. 
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Figure 4.8.1. Time series of sea surface temperature for three different time periods during 
TOGA/COARE. Ship measurements at a 5-cm depth are shown by the solid hne, values of skin SST 
determined from AVHRR data are shown by the diamonds, and the sateUite-derived values of skin 
SST using the Clayson et al. (1996) parameterization for diurnal amphtude is shown by the dotted 
line (from Clayson et al., 1996). 

Passive microwave sensors primarily detect the changes in the radiance 
brought on by changes in roughness of the sea surface due to the action of the 
prevaiUng winds, and hence the wind stress (and wind speed) acting at the sea 
surface (Swift, 1990, for example). They do contain information on the 
temperature of the upper few centimeters (depending on the wavelength) and 
hence possibly information on bulk ocean temperatures. But the frequency bands 
of currently orbited microwave sensors such as SSMI are ill suited to deriving 
the bulk temperatures and are optimized primarily for detecting the increased 
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microwave brightness from a rough sea surface. If it ever became possible to 
remotely measure the bulk and skin temperatures accurately, the difference 
contains information vital to deducing the net air-sea heat transfer rate directly 
without having to measure the ABL properties remotely and appeal to bulk 
formulas. 

Determination of the temperature over a land surface contains some simi-
larities to methods used over the ocean. As with sea surface temperature 
measurements, ground temperature measurements can be deduced from infrared 
and microwave emissions, with appropriate consideration to absorption 
characteristics in the atmosphere. Thus the AVHRR is a useful tool for the 
ground temperature as well. However, the existence of a vegetation canopy over 
many land surfaces greatly complicates the estimation of the ground temperature, 
particularly in regions in which there is a mixture of vegetation and bare soil. A 
satellite-based estimation of the vegetation density, provided by the NOAA 
AVHRR instruments, is used for determination of the vegetation type, density, 
etc. These data, called the Normalized Difference Vegetation Index (NDVI), are 
indicative of the level of photosynthetic activity in the vegetation. Various 
schemes for determination of the appropriate combined ground/canopy tempera-
ture to use for the sensible heat flux from the radiometer data exist. Dual-source 
models, or models using the radiometric temperature and other surface or 
satellite-based data, exist for relating the radiometric surface temperature to the 
true surface temperature, the vegetation temperature, and the temperature within 
the canopy itself. Zhan et al (1996) contains a description of various methods 
used for estimating the appropriate temperature for use in sensible heat flux 
calculations using satellite-based techniques. 

Another parameter needed for determining the surface sensible heat flux is the 
near-surface air temperature, which is difficult to measure directly. Current 
atmospheric profilers such as TOVS are not capable of providing accurate 
measurements of temperature (and humidity) in the lower parts of the ABL, and 
the surface values are at present beyond their capability because of the crude 
vertical resolution. One approach to determining Ta over the ocean from 
satellites is to use the satellite-derived values of qa with an assumed relative 
humidity in order to determine Ta (e.g., Liu, 1986). The use of relative humidity 
requires an accurate value of qa and a good assumption of the relative humidity. 
Jourdan and Gautier (1995) determined Ta from a relationship between Ta and 
precipitable water. Figure 4.8.2, from Liu (1990), demonstrates that there often 
exists an excellent correlation at high and midlatitudes between the saturation 
value and the humidity, suggesting that it is a good approximation to regard the 
relative humidity to be a constant. This is not always true, however, especially in 
the tropics. Fortunately, in the tropics, latent heat flux dominates sensible flux in 
air-sea exchange by a factor of more than four most often, and errors in retrieval 
Figure 4.8.2. Time series showing excellent correlation between the surface level humidity and the 
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Year 
saturation value (from Liu 1990). Top two panels are from OWS I (59° N, 19° W); bottom panels 
are from Truk atol (7° N, 150° E). (a) shows the surface-level mixing ratio and (b) the saturation 
mixing ratio at surface-level temperature. 

of sensible heat fluxes are less serious, at least in an overall sense. Clayson et al. 
(1996; see also Clayson, 1995) have used a different method to estimate (Ta-Ts) 
in the tropical western Pacific directly from observations on clouds, based on the 
hypothesis that the type of clouds present is a reflection of the prevailing static 
stabiUty in the atmospheric column. This hypothesis, though quite crude, might 
be better than assuming a constant relative humidity to obtain Ta from qa in the 
tropics. 

Determination of the near-surface air temperature over land surfaces makes 
use of essentially the same information as over the ocean. TOVS data can be 
used for this purpose; if used in conjunction with other data such as model data 
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or in situ data it is possible to retrieve fairly accurate near-surface air 
temperatures, especially at monthly timescales (e.g., Choudhury, 1997). 

Microwave radiometers on satellites can measure the precipitable water (W) 
in the atmospheric column to approximately the same accuracy as in situ sensors 
such as radiosondes, 0.2 g kg"̂  (Liu, 1990). W is the total (column-integrated) 
water vapor content. However, this is not the quantity of interest to deducing the 
latent heat flux at the air-sea interface. Instead one needs to know either the 
surface layer humidity or the difference between the ocean surface and surface 
layer humidities. Fortunately, there appears to be a very good correlation 
empirically between W and the surface layer mixing ratio. Figure 4.8.3, from Liu 
(1990), demonstrates this quite well (with a rms of 0.73 g kg"̂  and a correlation 
coefficient of 0.99!). Liu and Niiler (1984) demonstrated the feasibility of 
deducing surface level mixing ratios from microwave radiometer measurements 
by comparisons with measurements at 27 stations in the tropical oceans over 
nearly 4 years, with excellent results (see Liu, 1990). Other algorithms use 
combinations of W and SST in order to determine qa (Miller and Katsaros, 1992; 
Clsiyson et al, 1996). 

The precipitable water vapor can also be used for the determination of the 
surface air specific humidity over land surfaces . For these cases, W can be 
obtained from TOYS data. Semiempirical equations deriving the mean vapor 
pressure from W have been used (e.g., Choudhury, 1997) in order to determine 
the near-surface air specific humidity. 

The sea surface mixing ratio can be determined from the SST under the 
assumption that the air immediately adjacent to the air-sea interface is saturated 
and by appealing to the Clausius-Clapeyron equation (see Appendix B). 
However, accurate retrievals of SST are essential to accurate deduction of 
surface humidity. An error of 0.5°C in SST corresponds to an error of 0.6 g kg"̂  
in the surface mixing ratio. 

Over land, a determination of the appropriate surface humidity to use is much 
more complicated than that over the ocean. The complications arise in part 
because of the variable humidity characteristics of vegetation canopies and of 
bare surfaces, and because the humidity characteristics of each of these surfaces 
vary depending upon ambient conditions. Over bare soil, it is necessary to know 
both the ground temperature and the soil moisture content. The moisture 
availability of a vegetated surface depends upon the bulk stomatal resistance, 
which in turn depends upon a number of features. Estimates of these parameters 
using information from both ground temperature and NDVI data have been 
examined (Vukovich f̂ a/., 1997). 

Wind speed is a crucial feature to determine, as it affects both the latent heat 
flux and the sensible heat flux. Current methods for determining the surface wind 
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Precipitable water (g/cm )̂ 
Figure 4.8.3. Mixing ratio of water vapor as a function of precipitable water over the global oceans 
over a period of 17 years. Each point is a monthly average. The soUd Une represents the global 
relation by Liu (1986) (from Liu, 1990). 

speed over the ocean come from both passive and active microwave scanners 
(e.g., Wentz, 1992; Freilich and Dunbar, 1993), and infer the wind speed at a 
given height above the ocean from the roughness characteristics of the sea 
surface (Figure 4.8.4 shows a comparison and approximate satellite coverage). 
No comparable method has been found to use satellite-based data for estimating 
the wind speed over land. 

11 NOV 16 NOV 21 NOV 26 NOV 1 DEC 5 DEC 
Figure 4.8.4. Comparison of SSM/I derived wind speeds (diamonds) to measured values (Hnes) 
(from Clayson and Curry 1996). 
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Figure 4.8.5. Comparison of satellite-derived surface level mixing ratio derived from 
Nimbus/SMMR (dashed line) with in situ measurements (solid line) in the Pacific (from Liu 1990). 

With these parameters measured from sateUite-bome sensors, it is possible to 
deduce the latent and sensible heat flux at the air-sea interface from bulk 
formulas (see Section 4.2 and 4.3). An example of such a calculation from an 
earlier sensor (SMMR on Seasat) compared to ship measurements is shown in 
Figure 4.8.5, from Liu (1990). Satellite retrievals since then have enabled 
temporal and spatial variability of latent heat fluxes over important regions such 
as the Indian Ocean to be monitored and analyzed. Figures 4.8.6 and 4.8.7 show 
a global monthly average latent heat flux, and Figure 4.8.8, from Clayson and 
Curry (1996), shows comparisons of three-hourly values of latent and sensible 
heat flux in the western Pacific. 

Since a microwave radiometer measures radiances at various frequencies (10 
on SMMR, 4 on SSM/I), efforts have been made to relate the radiances directly 
to geophysically important quantities such as the latent heat flux, without the 
intervening step of deducing the mixing ratios and appealing to bulk formulas. 
Liu et al. (1990), shows the feasibility of such direct retrievals at least on certain 
spatial and temporal scales. 

Due to the fewer parameters available from satellite-based data over the land, 
generally either model or in situ observations are blended with the satellite data 
to derive the heat fluxes. Alternative methods to the bulk equations, such as the 
use of the Thomthwaite (1948) concept of potential evaporation, or the Penman-
Monteith equations for determination of the evaporation from a vegetated 
surface, have been explored. A summary of these and other similar schemes can 
be found in Jensen et al. (1990). 
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Figure 4.8.7. Comparison of zonal mean latent heat fluxes from ships (dashed line) and satellites 
(soUd hne) from 1982 (from Liu 1990). 
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Figure 4.8.8. Comparison of measured latent (top panel) and sensible (bottom panel) heat fluxes 
with sateUite-retrieved ones during TOGA/CO ARE (from Clay son and Curry 1996). 

The surface radiation budget at the surface requires measurement of the net 
shortwave radiation into, and the net longwave radiation out of, the ocean and 
land surfaces. ERBE (the Earth Radiation Budget Experiment) was highly 
successful in monitoring the global radiative budget as measured at a level much 
above the atmosphere from several sensors. Consequently, there has been a 
considerable increase in our knowledge, for example, of the overall albedo of the 
Earth and the meridional transport of heat by the atmosphere from the tropics to 
the high latitudes. However, measuring the surface radiation budget is much 
harder, since it requires knowledge of and or measurements of the radiative 
transfer through the atmospheric column. Heavy reliance has to be placed on an 
optimum combination of radiative transfer models of the atmosphere and 
satellite measurements. The transmissivity of the atmosphere is around 0.7, but 
can vary over quite a wide range depending on the state of the air column. 

While the SW radiative flux at the top of the atmosphere is well known, the 
value at the sea surface is a function of principally the absorption by water vapor 
and ozone, and scattering by aerosols in a cloud-free atmosphere, and the cloud 
cover. The water vapor and cloud cover are the most important to SW radiative 
flux at the surface. The LW radiative flux incident on the surface from the 
atmosphere itself depends on principally the CO2, ozone, and water vapor and 
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temperature in a cloud-free atmosphere, and radiation by the cloud bottoms 
depends on the type and extent of cloud cover. It is therefore essential to 
measure the temperature, water vapor, and cloud cover (especially low-level 
clouds for LW) distributions in the atmospheric column remotely to deduce these 
quantities. 

Katsaros (1990) indicates that Lumb's parameterization of hourly insolation 
in terms of cloud cover (Lumb, 1964) is perhaps the most accurate, while Reed's 
formula for daily averages (Reed, 1977) is roughly similar. It appears (Katsaros, 
1990) that surface SW irradiance can be obtained from satellite measurements 
with about a 10% error for daily averages, while hourly values can be in error by 
as much as 20% (compare this to the 5% accuracy of in situ measurements by 
pyranometers). Monthly averages can be estimated even more accurately. 
However, hourly values are needed for many applications. Since the SW 
irradiance at the ocean surface is the biggest component of the surface radiation 
budget, even small percentage errors are quite consequential. Nevertheless as 
Figure 4.8.9 from Gautier et al. (1980), shows satellite retrieval of surface SW 
irradiance is quite reliable at least on certain timescales. Use of satellite-retrieved 
profiles in combination with radiative transfer models has the potential for 
increased accuracies. The most widely used surface irradiance values (for 
example, Curry et al, 1993) use the values of cloud properties from the 
International Satellite Cloud Climatology Project (ISCCP) (Rossow and Schiffer, 
1991) and temperature and humidity profiles from an atmospheric sounder such 
as TOVS (Tiros Operational Vertical Sounder). Measurement of SW flux at the 
top of the atmosphere, combined with estimates of cloud properties, water vapor. 
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and aerosol content in the atmospheric column, has been used to derive surface 
irradiance from radiative transfer models routinely used in numerical models of 
the atmosphere. Atmospheric temperature and humidity profiles are retrieved 
from TOVS, and cloud properties such as optical thickness and cloud-top 
temperature are obtained from ISCCP data sets. Cloud base temperatures needed 
for calculating downwelling LW radiation cannot be measured from satellites 
and have to be supplied from the climatology of cloud thicknesses. Aerosol 
distributions also have to be estimated and appear to be the most uncertain for a 
cloud-free atmosphere. Typical results from such a "satellite" retrieval are shown 
in Figure 4.8.10 (from Curry et al, 1993), compared to in situ measurements. In 
general, there is a reasonable agreement between the satellite-retrieved radiative 
fluxes and in situ measurements. 

The outgoing SW radiation from the surface consists of the reflected part and 
the part that upwells from the interior. Over the ocean, it is essentially 
determined by the albedo of the ocean surface, which can vary between a low 
value of 0.06 when the Sun is overhead to as high as 0.40 at low incidence as, 
and ingles dependent on the diffuseness of incident radiation (Payne, 1972). 
Roughness of the sea surface also plays an important role. In general, these 
dependences are known, and albedo and hence outgoing SW radiation can be 
determined quite readily and quite accurately (Katsaros, 1990). The albedo over 
land or ocean surfaces can be determined from satellite data that accurately 
describe the surface characteristics (such as the NDVI for vegetation surfaces). 

vapor profiles, atmospheric gases, and most importantly the downward 
radiation from cloud bases. The Lind and Katsaros (1982) parameterization is 
typical of the generally high accuracies possible. Satellite-based retrieval 
schemes however depend on the use of satellite-derived (LW irradiance at the 
ocean surface is a function of the temperature and water such as TOVS) vertical 
profiles of temperature and water vapor content, and cloud properties, combined 
with a radiative transfer model. But cloud cover and cloud base temperature, or 
equivalently, cloud thicknesses, are needed and are hard to measure or estimate. 
In general, the accuracies are just about the same as empirical parameterizations. 
At low latitudes, the variability of LW radiation is quite small, because of the 
relatively constant humidities and air temperatures. It is the high latitudes that 
exhibit larger variability (Katsaros, 1990). Nevertheless, attractiveness of global 
coverage makes satellite retrieval of downwelling LW radiation at the sea 
surface quite useful, since errors appear, despite all the uncertainties, rather 
small, relative to those associated with the SW radiation (typically 15 W m~ )̂. 

Outgoing LW radiation from the sea surface can be readily estimated if the 
SST is known. The errors resulting from errors in the measurement of SST from 
satellites appear to be quite inconsequential compared to the other components 
of the radiation budget (-5 W m~ )̂. 



506 

1200 

CM 

E 

X 

800 \-

400 H-

OJ 

k-
§ 
X 
3 

450 

400 

350 

CVJ 

E 

X 
3 

4 Surface Exchange Processes 

1 \ \ 1 \ \ \ \ 1 T " 

Wil.MHim.H\;]i?ii.T i i M 
" I — \ — r 

J L J I L J L 

Julian Day 
Figure 4.8.10. Satellite retrieved (dashed line) downwelling SW (top panel), downwelling LW 
(middle panel), and net LW (bottom panel) radiative fluxes compared to measured in-situ values 
(solid line) during TOGA (from Curry et al. 1993). 

Net LW radiation over land surfaces requires similar input and techniques as 
over the ocean. Comparison of satellite-derived values for the incident longwave 
flux with surface observations provides an estimate of the rms error of 15 W m" 
and a bias of less than 15 W m"̂  (Rossow and Zhang, 1995). 

To conclude, given the promise of global coverage and reasonable temporal 
sampUng, satellite-derived fluxes are bound to be important components of any 
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future monitoring of the surface fluxes and important input to climate and a i r -
sea coupled models. The desired accuracies of 5-10 W m"^ needed for global 
climate change applications are still elusive, but the situation is improving 
steadily. 

LIST OF SYMBOLS 

8. &r,E,G Laminar sublayer thicknesses for momentum, heat, water 
vapor, and gas 

£ Dissipation rate of TKE 
Y Kinematic surface tension coefficient 
X Wavelength 
V, Vt Kinematic viscosity (molecular and turbulent) 
9* Friction temperature 
0* 9v, 6i Potential, virtual potential, and liquid water potential 

temperatures 
^M» ^H. ••• Monin-Obukhoff similarity functions 
VM» VH. ••• Stability profile functions 
p Density of air 
^ Monin-Obukhoff similarity variable 
K Von Karman constant 
XA, TW Shear stress on the atmospheric side and the water side of the 

interface 
Twv? V ' ^i Momentum flux to waves, momentum flux from precipitation, 

and ice stresses 
AU Velocity change across the sublayer 
AT, Aq, Ac Temperature, humidity, and concentration changes across the 

laminar sublayers 
Cp Specific heat 
c, Ca, Cs Concentration, concentration at anemometric height, and 

surface concentration 
c* Friction concentration 
f Coriolis frequency; also a fraction 
g Acceleration due to gravity 
ho Height of roughness elements 
k Magnitude of the wavenumber vector 
kx, kfi, ko Kinematic heat, water vapor, and gas diffusivities 
1 Integral microscale of turbulence 
q, q*, qs Specific humidity, friction specific humidity, and saturation 

specific humidity 
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* 
t 
Ua , U* 

Uf* 

X3 

Xi 

z 

Za 

Zo> ZQT, ZQE 

Ae 
A , B , C 

Br 
BF 

Cp 
Cg 
Cd 
CH, CE, CG 

CDN^ CHN 

E 

E 
Fr 
G 

KM» KH 

Ke 
Hs, Hi, Hpr 

Hg 
HAI, HIO 

L 
LE, Lp 
Le 
LW 
Nu 
Pr 

Prt 

P P 
^ r ' -*̂  sn 
Qb 
Qs, Qh Qg 
Ra 
RCr 

Rics 

Surface renewal timescale 
Friction velocity 
Free convection velocity scale 
Vertical coordinate 
Coordinates 
Vertical coordinate 
Anemometric height 
Roughness scale for momentum, heat, and water vapor 

Eddy viscosity 
Constants in the surface layer 
Bo wen ratio 
Buoyancy flux 
Wave phase speed at spectral peak 
Group velocity 
Drag coefficient 
Bulk transfer coefficients for sensible heat (Stanton number). 
evaporation (Dalton number), and gas 
Neutral bulk transfer coefficients 
Evaporative flux 

Evaporation rate 
Froude number 
Geostrophic velocity; also gas flux 
Turbulent (eddy) mixing coefficients for momentum and heat 
Kuelegan number 
Sensible, latent, and precipitation heat fluxes 
Heat flux to the ground 
Heat flux at the air-ice and ice-ocean interfaces 
Monin-Obukhoff length scale 
Latent heat of evaporation and latent heat of fusion 
Lewis number 
Longwave radiative flux 
Nusselt number 
Prandtl number 
Turbulent Prandtl number 

Precipitation rate of rain and snow 

Surface buoyancy flux 
Kinematic fluxes of sensible and latent heat, and of gas 
Rayleigh number 
Roughness Reynolds number 
Cool skin Richardson number 
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Rif, Rig Flux and gradient Richardson numbers 
Ro, Ro Rossby and friction Rossby numbers 
S, Ss Salinity and surface salinity 
Sc Schmidt number 
SF Salinity flux 
SW Shortwave radiative flux 
Swp, Sw^ Shortwave flux to photosynthesis and penetrative SW radiation 
T, Ty, Twb Absolute temperature, virtual temperature, and wet bulb 

temperature 
Tr, Tsn Temperature of rain and snow 
Ts, Ta Skin temperature and air temperature 
T* Friction temperature 
U, Uio, Ua Wind speed, wind speed at 10 m, and wind speed at 

anemometric height 
Us Ocean surface speed 
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Chapter 5 

Surface Waves 

In this chapter, we will discuss the important characteristics of the oceanic 
surface waves and their impact on the OML. We will address their generation, 
propagation, dissipation, and interactions. Surface gravity waves have been 
studied extensively for nearly two centuries and the resulting literature is both 
vast and varied. It is impossible to do justice to this vital topic in a brief survey 
such as this. All we can do is touch upon those aspects that are fundamental to 
the problem of the OML and air-sea exchange in the hope of providing some 
basic theoretical underpinnings and refer the reader to appropriate literature and 
many excellent monographs on the subject. Despite its age, Phillips' monograph 
(Phillips, 1977) is still an authoritative treatment of the subject and much of the 
elementary material here is derived from this book. A fascinating description of 
surface waves from a seaman's perspective can be found in Kinsman (1984). 
LeBlond and Mysak (1978) is another valuable reference. But by far the most 
useful is the recent summary of the dynamics and modeling of ocean surface 
waves by Komen et al. (1994), which is highly recommended as a reference 
source for students and experts alike. There exists of course a vast literature, 
literally thousands of articles on one or another aspect of surface gravity waves 
scattered around in myriad scientific journals, the most pertinent to our readers 
being the Journal of Fluid Mechanics, the Journal of Physical Oceanography, 
and the Journal of Geophysical Research (Oceans). Here we will attempt to 
provide a modem but succinct review of this fascinating topic. As we shall see, 
while much is known about surface gravity waves, despite two centuries of effort 
by many brilliant minds, many uncertainties remain and much work lies ahead. 
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especially in the area of breaking waves and the layers immediately adjacent to 
the dynamic, ever-changing air-sea interface. 

5.1 SALIENT CHARACTERISTICS 

Gravity waves on an air-sea interface are a fascinating as well as an important 
component of air-sea exchange. Surface waves mediate the exchange of 
principally the momentum between the winds and the upper ocean; however, 
they are important to heat, mass, and gas exchange as well. Breaking waves 
disrupt the pervasive molecular sublayer which exists adjacent to the air-sea 
interface and which regulates the transfer of heat and dissolved gases to the 
atmosphere. Air bubbles entrained into the water and the spray of tiny droplets 
entrained into the air during wave breaking are important mechanisms of mass, 
heat, and gas transfer that are also probably the least understood and not easily 
quantified. Most of the attention in the past has been focused on momentum 
exchange issues involved with surface waves, principally those that do not 
involve extensive breaking or "whitecapping." Only recently has wave breaking 
been given the attention it deserves in air-sea exchange (Banner and Grimshaw, 
1992; Banner and Peregrine, 1993; Melville, 1994, 1996). 

Surface waves are the inevitable consequence of wind action over the air-sea 
interface. While the causal relationship between the two is quite apparent even to 
a most casual observer, the details of the interaction are extremely complex, and 
despite decades of research, it is fair to say that an accurate theoretical model 
does not exist. This is not to say that we cannot model wave growth in the 
oceans. As a result of international collaboration among experts in the field, an 
empirical wave model WAM has been constructed and refined over the past 
decade (WAMDI Group, 1988; Komen et ah, 1994) that provides a reasonably 
good characterization of the oceanic surface wave field useful for many 
operations at sea. However, the model is empirical and not perfect in its 
depiction of wave-related processes, and the details of wind-wave generation, 
dissipation, and transfer of energy across the spectrum are still too poorly 
understood to be accurately quantified. 

Surface waves, like oceanic tides, were one of the very first topics that 
became amenable to theoretical analysis. Because it is possible to treat them 
using linear, inviscid governing equations (potential theory), and because the 
phenomenon is so fascinating to many, excellent theoretical treatments became 
available fairly early in the history of surface waves. While these treatments 
enabled a better understanding of surface waves, they were of little use in 
practical applications to understanding and predicting the oceanic sea state. The 
principal problem is the stochastic nature of the surface wave field in the oceans 
and the difficulty of quantifying the source, sink, and transfer terms in spectral 



5.2 Linear Waves from Potential Theory 513 

space. Not until the 1950s were plausible generation mechanisms postulated and 
quantified (Phillips, 1957; Miles, 1957) and spectral descriptions offered. 
Phillips' celebrated -5 power law for the frequency spectrum in the saturated 
range of the wind-wave spectrum (Phillips, 1958) was a landmark achievement 
akin to the Kolmogoroff universal range spectrum in turbulence. But unlike the 
Kolmogoroff spectrum, it has not stood the test of time and had to be revised 
when more accurate field observations displayed systematic departures of the 
wind-wave spectrum from this spectral shape (Kitaigorodskii, 1983; Phillips, 
1985). Not until the eighties did it become possible to construct an empirical 
model for the evolution of the wind-wave spectrum (SWAMP, 1985; WAMDI, 
1988; Komen et al, 1994), based partly on advances of the understanding gained 
by the work of Hasselmann et al (1985) on resonant wave-wave interactions 
(see also Phillips, 1977) and the transfer of wave energy in spectral space. It now 
appears that such interactions are key to understanding the resulting spectral 
shape of the wind-generated surface waves. 

Air-sea coupling involves surface waves at the air-sea interface. The details 
of the momentum transfer from winds to the ocean necessarily include surface 
waves. They figure prominently in the determination of the bulk transfer 
coefficients. As far as the OML is concerned, the direct influence is through the 
process of wave breaking. It is this process that alters mixing in the upper few 
meters of the ocean, disrupts the molecular sublayer that mediates heat and gas 
exchange with the atmosphere, and, if violent enough, causes extensive injection 
of droplets and spray into the air and air bubbles into the water. However, wave 
breaking is a hard process to quantify in a random wave field and herein lies one 
of the principal difficulties and the focus of current research (Jessup, 1995; 
Melville, 1996). 

5.2 LINEAR WAVES FROM POTENTIAL THEORY 

Gravity waves on an air-water interface were one of the early triumphs in 
application of Newton's laws of motion to practical fluid dynamical problems. 
The reason for this success is simply the fact that surface waves can be treated 
using linear, incompressible, inviscid, irrotational equations of motion, in other 
words, potential theory, to a fairly good degree of approximation. This is partly 
because in an otherwise quiescent fluid sustaining surface wave motions, the 
influence of molecular viscosity is confined to a very thin layer near the free 
surface, and the bottom (if the water is shallow). From simple dimensional 
analysis, the thickness 5 of these oscillating boundary layers can be shown to be 
O , where v is(v/n)^^^ the viscosity and n is the frequency. The scale of the 
wave is given by its wavelength X, the characteristic velocity is the orbital 
velocity of a fluid particle under the action of the wave (u ~ n X), and therefore 
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the relevant Reynolds number is R^ ~ (^^n/v) ~ (n/k^v), where k is the 

magnitude of the wavenumber vector. The ratio 5/X ~ Rw~̂ ^̂ , and this is a very 
small quantity. The rate of strain in these layers is also small and therefore their 
contribution to wave dissipation is small as well. Thus in idealized conditions at 
least, vorticity is confined to these very thin layers and therefore the bulk of the 
water column under wave motion is irrotational. This may be one reason why 
potential theory works so well for surface waves. However, in the real ocean, the 
layers adjacent to the air-sea interface are invariably turbulent and highly 
vortical. They can interact with the nearly irrotational wave motions and 
exchange energy with them. Nevertheless, the astonishing fact is that low 
frequency swell is known to propagate across entire ocean basins with little 
attenuation (Munk et al, 1963) and potential theory results are generally valid. 
This must mean that at least at some space/time scales (ignoring small capillaries 
where coupling appears to be strong), the coupling between the irrotational 
surface wave motions and highly vortical turbulent motions must be small. 

In an irrotational flow the vorticity, the curl of the velocity, is zero, so that a 
velocity potential ^ can be defined, Uj =3(|)/3xj, that automatically satisfies 
this condition. By virtue of the continuity equation for incompressible flows, 
3ui /3xj = 0, we obtain Laplace's equation for the velocity potential: 

^ ^ =0 (5.2.1) 
dx:dx 

Of course, this needs to be solved subject to boundary conditions at the bottom 
and at the free surface. The bottom condition is simply that it be impermeable. 
Let d be the depth of the fluid column. For a flat bottom, U3 =0, 

3(1) 
3Xq 

= 0 (5.2.2) 
=-d 

It is the top boundary condition that is quite difficult to treat, because the 
condition applies at the free surface deformed by the wave motion, whose shape 
is of course unknown a priori, and herein lies the difficulty of the subject. Even 
though the governing equations are linear, nonlinearity is introduced through this 
free surface boundary condition. The traditional simplification, due to Stokes, is 
to apply the boundary condition at the undeformed interface (X3 = 0) and invoke 
series expansions about it in terms of a small parameter, in this case the wave 
slope 8 = ka, where a is the wave amplitude. As long as the wave slope is small 
(it never exceeds a value of about 0.45, the Stokes limit for finite-amplitude 
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waves), this procedure is valid, although convergence has never been proved 
formally for the general case of unsteady waves (Phillips, 1977). 

At the free surface, both a kinematic and a dynamic condition need to be 
satisfied. If X3 = ^ (x„, t ) (a =1,2) denotes the free surface, then right at the free 
surface, the kinematic condition is 

3(|) 
3xq 

= u | = 
r d d 

—+U(^ — 
3t 3x^ V 

at dx^ dx^ 
(5.2.3) 

This condition requires that a fluid particle at the free surface remain there, in 
other words, the free surface is a material surface. The dynamical condition 
relates the pressure difference across the interface to the surface tension force. 
The momentum equation for an inviscid potential flow is 

aui 3 

3t 3X: 
P+-UkUk+gX3 = 0 (5.2.4) 

where p is the pressure. The convention followed here is that when Greek 
symbol a is used as a subscript, the sunmiation take place over a = 1 
and 2 only, since quantities pertaining only to the horizontal direction are 
involved. This restriction does not apply to summation involving other indexes 
suchasi, j , andk. 

For a potential flow, this can be integrated to yield the Bernoulli equation 

dt 2 dxy^ dxy^ 
(5.2.5) 

after incorporating the arbitrary integration constant (actually a function of time) 
into the velocity potential itself. Taking the total derivative of this equation. 

dt 

r:,2 

3. ' "^ 
9 < t > ^ „ ^ 

9X3 

3(1) 3 f 3(|) 9(1) 
9xi 9xi I 9xt 9x); 

= 0 (5.2.6) 
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The dynamical condition involves the pressure at the free surface and is 

P=Pa 
3^^ 

ax? 
1+ 

3x7 

\2 

1 + 
3x„ 9x„ 

-3/2 

1 + 
3xi 

-2- a'C ac 9C 
3xi3x2 3xi 3x2 

(5.2.7) 

where y is the kinematic surface tension, surface tension divided by density, and 
Pa is the kinematic atmospheric pressure. The surface tension term involves the 
sum of the inverse principal radii of curvature of the free surface. It is traditional 
to align the Xi-axis in the direction of wave propagation and hence retain only 
the terms involving Xi in one-dimensional wave propagation problems, and then 
Eq. (5.2.7) simplifies to a more familiar form in, for example, Phillips (1977). 
Note that both the kinematic and the dynamic boundary conditions have to be 
applied at X3 = ^, and the pressures as defined here are kinematic, that is, they 
have been divided by density. Note also the presence of nonlinear terms in the 
Bernoulli equation. The atmospheric pressure cannot usually be regarded as a 
constant and in fact must be obtained as part of the solution for problems 
involving wave generation, since the differential pressure between the forward 
and the rearward faces of the wave input energy into wave motion. However, for 
freely propagating waves, atmospheric pressure perturbations can be ignored and 
pa assumed to be constant (swell freely propagating against the wind can transfer 
its energy to the wind and this approximation must be relaxed if its decay is to be 
quantified). Now seek solutions in terms of perturbation expansions involving 
the wave slope as a small parameter (e = ka): 

<l) = X e > „ (5.2.8) 
n=0 

Substitution in the governing equation and the boundary conditions gives 

3x„ax„ =v'^„=o 

dt dx-j 

2 ^S-,__ I 

n - 0 , 1 , - -

dt' dx-i 3x„3x„ 

at X3 = 0 

(5.2.9) 

(5.2.10) 
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3 3t 3x^1 "̂̂  8x3 Bxfy 3x 

a (̂t)o 3(1)0 /-

at̂  
-+g 

3XQ 

3 I d% d(^o 
\ atX3=0 (5.2.11) 

and so on. 
Equations (5.2.9) to (5.2.11) can be solved readily to obtain solutions for 

surface wave motions. For simplicity, we can orient the Xpaxis in the direction 
of wave motion and consider the flow to be two-dimensional in the X1-X3 space. 
In that case, it is convenient to revert to the conventional notation and put Xi = x, 
and X3 = z. Dropping suffix 0 and letting 

^ = acos (kx-nt) (5.2.12) 

the velocity potential to zeroth order is 

nacoshk(z+d) , . 
(|) = ^ ^sin (kx-nt) 

ksinhkd ^ ^ 
(5.2.13) 

s,l/2 
For the general case, the wavenumber k = (k^ k„) and kx above has to be 
replaced by k„x .̂ Because of the dynamical condition at the free surface, the 
frequency n is related to the wavenumber k by the dispersion relation (see Figure 
5.2.1): 

n =gk 
2 ^ 

l+y-
g 

tanhkd (5.2.14) 

This can be obtained by substituting Eq. (5.2.13) into Eq. (5.2.10). Note that the 
dispersion relation involves only the magnitude of the wavenumber vector, not 
its direction (contrast this to small scale internal waves, whose dispersion 
relation is independent of the magnitude of the wave vector, but dependent on 
the direction of propagation with respect to the vertical; see Chapter 6). 
Therefore surface gravity waves are isotropic, in the sense that the direction of 
propagation does not matter in the dispersion relation. Note, however, that the 
directional distribution of surface waves is almost always nonisotrop?.^. The 
phase speed c = (n/k). The immediate consequence of the dispersion relationship 
(5.2.14) is that the group velocity Cg„ = 3n/3ko^ is in the same direction as the 
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Capillary Waves 
(Cg > C) 

Pure Gravity Waves 
(Y = 0) 

\ _ Gravity Waves 
(C < Cg) 

Nondispersive Shallow Water Waves 
(C=Cg) 

^ k 
Figure 5.2.1. The dispersion relation for gravity waves, delineating the different regimes. 

phase velocity, but in general, its magnitude is not the same as c. Since the 
dispersion relation is isotropic, we will use c and Cg to denote the magnitudes of 
the phase velocity and group velocity henceforth, with the understanding that 
since these velocities are in the direction of the wavenumber vector, one needs to 
multiply these magnitudes by the unit vector in the direction of the wavenumber 
vector to get the velocities. 

When kd « 1, the waves are called shallow water waves, and ignoring 
surface tension, the dispersion relation becomes 

n =gdk , c = Cg =(gd) 
1/2 

(5.2.15) 

Shallow water waves are nondispersive ( n / k = 3n/3k), which means if one 
creates an arbitrary deflection of the free surface composed of many different 
wavenumbers, all of them travel with the same phase speed and hence the 
disturbance travels without change of shape, at least in the limit of linear 
infinitesimal waves. 

When kd » 1, the waves are called deep water waves. In practice this 
condition is unnecessarily restrictive and waves are essentially deep water waves 
if kd > 7C or the water is deeper than half the wavelength! The dispersion relation 
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is then independent of the depth d of the water column: 

n ' = g k 
\ . y - ^ ' 

.2 g 
V 

1+ 

g 

yk 2 ^ 
(5.2.16) 

c 
^ 2 

1 + 3 
yk 2 V .,v2 T^ 

V 

1+ 
yk^ 

For deep water waves, ([) ~ e^, that is, the wave motion decays exponentially 
with depth, the scale of this decay being the wavelength. The phase velocity c 
has a minimum when k = (g/y)̂ ^̂ . For wavenumbers higher than this 
wavenumber, the restoring forces are due primarily to surface tension and the 
waves are called capillary waves, and for those less than this, the restoring forces 
are due to gravity and these are the deep water gravity waves. There is little 
energy in the capillary wave part of the amplitude spectrum of oceanic surface 
waves, but capillary waves do contribute significantly to the surface slope 
spectrum (Phillips, 1977). The wavelength associated with this minimum phase 
speed is -1.7 cm and the corresponding phase and group speeds are -23 and 18 
cm s~̂  for pure water (y ~ 7.4 x 10"̂  m^ s" )̂. The timescales for the generation of 
capillary/capillary-gravity waves is small and hence they quickly adjust to 
changing wind conditions. Microwave sensing of the sea surface involves 
principally these waves, since the scattered radiation is due to Bragg scattering 
and principally from waves with wavelengths twice the wavelength of the 
incident radiation, which is usually in the centimeter range. As such, it is thought 
that the scattered microwave energy has information about the "instantaneous" 
wind stress acting at the ocean surface. This is indeed extremely valuable for 
many applications that need information about the wind stress at the ocean 
surface. 

For pure capillary waves, g drops out of the dispersion relation: 

1/2 n ^ = y k ^ c=(yk) , Cg=3c/2 (5.2.17) 

Note that the group velocity of capillary waves is larger than the phase velocity! 
This is the reason that for a group of propagating capillary waves, wave crests 
appear to be destroyed at the front of the group and created at the rear, exactly 
the opposite of a group of gravity waves, whose group velocity is half their phase 
velocity, so that the crests appear to be created continuously at the front and 
destroyed at the rear of the group. 
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For pure gravity waves, the second term involving surface tension is small 
and the dispersion relation becomes 

n ' = g k , c={g/kf\ Cg=c/2 (5.2.18) 

Thus, for gravity waves, the group velocity lies in the range (c/2) < Cg < c, 
while for capillary waves, the range is c < Cg < (3c/2). There are several 
additional quantities of interest. The expressions for these correct to first order 
are given here without derivation (see Phillips, 1977, for details). Equipartition 
between kinetic energy and potential energy holds in a conservative system in 
the linear limit, and the total energy density (averaged over the wave period) for 
capillary-gravity waves can thus be written as 

2 2 

E=-P.iL?-cothkd (5.2.19) 
2 k 

The dependence on surface tension enters through the dispersion relation. For 
pure capillary waves, 

E=^yy,2^2^K^ (5.2.20) 
2 dXj dXj 

For pure gravity waves. 

E=-^ga^=pg^2 (5.2.21) 

These expressions can be used for an arbitrary spectrum of surface waves. Note 
the interesting fact that the energy density involves wave slopes for pure 
capillary waves and wave amplitudes for pure gravity waves. As we said earlier, 
the major contribution to the energy spectrum is from the gravity waves, and to 
the slope spectrum it is from the capillary range. If indeed the details of transfer 
of energy from wind to waves involve wave slope considerations at all spatial 
scales, capillary waves will figure prominently in air-sea exchange. At least for 
this reason they are important to study. The magnitude of the mean momentum 
per unit area (which can be interpreted as the mass flux per unit width defined in 

C 
the most general case as M̂^̂  = p û d̂z = -p^iO^a^' where the overbar 

—oo 

indicates average over a cycle and û  is the velocity component) is 
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M = - = -^na^ coth kd (5.2.22) 
c 2 

This is a general result that holds for two-dimensional waves and to all orders. 
The magnitude of the energy flux associated with these waves is given by Ef = 
ECg, while that of the momentum flux is Mf = Ef/c = ECg/c. These fluxes are of 
course in the direction of the propagation of waves. 

An additional quantity of great interest is the action density, which is defined 
as A = E/n. Irrespective of whether the waves are swiftly moving tsunamis, 
slower moving swell, or an entire spectrum of gravity waves, the wave 
propagation is governed by laws of conservation. In the presence of background 
ocean currents, the energy density of the waves is not a conserved quantity. 
Instead the action density is conserved following the wave group, if dissipation 
effects can be ignored (see Whitham, 1974, for a lucid discussion of these 
aspects). Thus, conservation of action is a useful alternative to conservation of 
energy in wave propagation problems (see Chapter 1 of Komen et al, 1994). 

The deviation of kinematic pressure from hydrostatic balance due to wave 
motion (to zeroth order, p = -3(|)/9t) is 

coshk(z+d) 
p = ga ^ cos (kx-n t) (5.2.23) 

cosh kd 

and therefore the average kinematic pressure is 

p = - - n V sinh^k(z+d)/sinh^kd (5.2.24) 

From the Eulerian point of view, the fluid particles under the action of a 
propagating surface wave execute, to zeroth order, perfect closed elliptic orbits 
with major and minor axes. 

cosh k(z+d) sinh kf z+d) 
a 5̂  ^, a ^ ^ (5.2.25) 

sinh kd sinh kd 

with the major axis aligned with the horizontal in the direction of wave motion. 
In deep water, these are perfect circles, with the diameter largest at the surface 
but decreasing exponentially with depth (Figure 5.2.2). For many considerations, 
the details of these particle motions themselves are of great interest. Transport of 
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Figure 5.2.2. Orbital velocities under the action of gravity waves for (a) deep water waves and (b) 
shallow water waves. 

pollutants, such as spilled oil, and floating debris is observed to have a nonzero 
mean velocity due to wave motion. Thus a Lagrangian point of view is more 
appropriate for transport considerations. Phillips (1977) shows that the 

Lagrangian velocity of a fluid particle initially at the position x̂ ^ = x^ is, correct 

to first order, 

u'a (xa,t) - u„ (x° ,t) + r £ u „ ( x : , , t ' ) d t ' l - ^ u „ (x° ,t) (5.2.26) 

Thus to zeroth order, the Eulerian and Lagrangian velocity fields are identical. 
Also there is no mass fiux below the troughs in the Eulerian frame of reference 
(Starr, 1945). The difference shows up when the first-order term is evaluated. 
This has a nonzero mean value in the horizontal direction. 

_i _ c 2 cosh2k(z+d) 

2 sinh^kd 
u = T(ka) ' . . , : . ^ = Vs (5.2.27) 

and U3 = 0. The particle orbits are not closed to this order and there is a slow 

drift in the direction of the wave motion on the order of (ka)^. This was pointed 
out by Stokes himself and is known as the Stokes drift. The Stokes drift is c 
(ka)^coth (kd) at the surface. For deep water waves (kd » 1 ) , the Stokes drift is 
equal to c (ka)^ exp (2kz). This is extremely important in the oceans as it causes 
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a steady drift of floating objects due to a propagating wave field even if there are 
no mean currents. The presence of the Stokes drift of the ocean surface wave 
field is also responsible for creating cellular motions in the OML known as 
Langmuir circulation (Leibovich, 1983). These make themselves visible by 
accumulating debris at regions of the surface convergences between counter-
rotating horizontal cells roughly aligned with the wind. They are also known as 
windrows (see Section 2.4). In his own wonderful, inimitable style, Longuet-
Higgins (1986) discusses the Eulerian and Lagrangian aspects of surface waves, 
including topics such as mass transport and particle trajectories in steep 
nonlinear waves. 

We mentioned briefly that there are very thin oscillatory vortical (boundary) 
layers at the surface and the bottom due to wave motions. The surface layer does 
not contribute much to dissipation of waves. In deeper water, the dissipation of 
wave motion is primarily due to viscosity, and by simple dimensional considera-
tions, it should be evident that the decay timescale should depend only on vk^. 
Phillips (1977) shows that 

1 r)F 
= -4vk^ (5.2.28) 

E at 

In shallow water, it is the bottom boundary layer that attenuates the wave and the 
attenuation rate is 

1 ^ = - [ ^ |cosech(2kd) (5.2.29) 

where 8 =(2 v /n)̂ ^̂  is the bottom boundary layer thickness. 
The surface boundary layer is sensitive to any contamination at the surface by 

a film of viscous oil (Phillips, 1977). Oil on the water has been known to very 
effectively damp short waves, which is responsible for the glassy appearance of 
the sea surface with an oil slick on it. For a densely packed surface film, Phillips 
(1977) shows that the rate of attenuation of wave energy is 

(kv/5)cothkd (5.2.30) 

which is a factor of (Rw)̂ ^̂  greater than that for a clean surface. 
The presence of the bottom boundary layer in water of finite depth also leads 

to small first-order mean velocity near the bottom in the direction of wave 



524 5 Surface Waves 

motion, called the streaming velocity (Phillips, 1977). This was shown by 
Longuet-Higgins to be 

_ , ^ 3 ^ ( 1 ^ (5.2.31) 
4 sinh^ kd 

Note that it is independent of viscosity even though nonzero viscosity is essential 
for its existence. It is also independent of the boundary layer thickness. This 
needs to be added to the Stokes drift, 

_ s ^ J _ _ c a ^ (5.2.32) 
2 sinh^ kd 

to obtain the total mass transport velocity near the bottom. This bottom 
streaming is of great importance to transport of sand and sediments by waves. 
When there is a surface slick, Phillips (1977) shows that the oil slick streams 
ahead of the fluid particles at the surface by a velocity excess of 

A u = - c (ka)^ coth^(kd) (5.2.33) 
4 

derived by assuming that the mean vorticity below the surface boundary layer 
vanishes to 0(ka)^ and invoking then an analogy with the bottom boundary layer 
to derive the velocity jump across the surface boundary layer. The result is 
independent of viscosity and the boundary layer thickness. The shear at the 
surface is also of interest and is 0 (Au /5 ) . However, the vorticity below the 

surface boundary layer is not negligible and Craik (1982) uses the argument that 
to prevent the waves from decaying, a vertical momentum flux equal to 
(l/c)(3E/3t) = -yE/c must exist. Since this is the viscous stress at the surface, 
pv(3u/3z)2^o' fro"^ Eqs. (5.2.19) and (5.2.30), the shear at the surface is 
2Au/(38), with Au given by Eq. (5.2.33). This is 0(k5)"^ times larger than the 
value for a clean surface. In addition, this surface layer is susceptible to spanwise 
perturbations that can produce streamwise rolls (Craik, 1982). 

One cannot but be amazed at how many important effects of surface waves 
can be explained simply by using linear wave theory with suitable modifications 
to account for viscous effects (or finite amplitude) effects! It is therefore no 
wonder surface waves are a shining example of success in applying the laws of 
nature to physical processes. However, a word of caution is also in order. The 
above results have been derived assuming the flow is laminar. Seldom does one 
invariably turbulent, and then even if one assumes that the molecular viscosity 
find surface waves propagating over a laminar ocean. The upper mixed layer is 
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invariably turbulent, and then even if one assumes that the molecular viscosity 
can be conveniently replaced by an effective turbulent viscosity for those 
quantities that depend expHcitly on viscosity, it is not clear what values, if any, 
one should use. There has been additional work done since Phillips (1977) on 
the surf ace-wave-induced bottom boundary layer (for example, Jacobs, 1984), 
but little is known about the boundary layer at the surface. Wave motions at the 
air-sea interface acted upon by turbulence in the adjoining ABL and OML are 
one of the hardest flow problems to tackle, and despite valiant attempts (for 
example, see Komen et al, 1994), much work remains. 

5.3 FINITE-AMPLITUDE EFFECTS 

Infinitesimal surface waves are sinusoidal and symmetrical w.r.t. the air-sea 
interface. Finite-amplitude waves, however, tend to have sharper crests and 
flatter troughs. In other words, they have harmonics bound to the primary 
sinusoidal wave. A wave of permanent but general form can be Fourier-
decomposed into an infinite sum of harmonic components, all of which must 
travel at the same phase speed in order that the waveshape be maintained without 
change. Thus the mth harmonic will be of the form cos [m(kx-nt)]. An infinite 
finite-amplitude wave train of single wavenumber component and permanent 
shape is called a Stokes wave. It is a nondispersive wave and is ideally supposed 
to propagate unchanged at its phase speed c. The existence of the Stokes wave 
was doubted ever since Stokes postulated it in 1840s, but Levi-Civita proved its 
existence in the 1920s. The limiting Stokes wave was shown to exist in as late as 
the 1980s. However, it turns out to be unstable to sideband instability and tends 
to degenerate into a group of waves. Nevertheless, a Stokes wave has properties 
germane to wind-generated waves. 

Calculation of the shape and propagation characteristics of a Stokes wave is 
difficult because of the nonlinearity of the free surface boundary condition, but 
perturbation expansions using the wave slope as a small parameter make it 
possible. Stokes computed the first five coefficients in the expansion. Kinsman 
(1984) presents expansions to fourth order, and Drennan et al. (1988) over 150! 
If we look at higher order solutions to account for nonnegligible wave slope (ka), 
we find to order eight (Drennan et al, 1988; Donelan and Hui, 1990) 

c' = 1 
, ,2 (ka) ' (kaf 22(kaf 

H-(ka) + ^ ^ ^ - + > ^ ^ '' 
2 4 45 

(5.3.1) 

k' , 
m=l 
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P3 = - ( k a ) + (ka) + (ka) 
^ 8^ ^ 128^ ^ 5120^ ^ 

o 27/, s6 13131/, >,8 
Pe = —(ka) + (ka) 

80 ^ ^ 5600 ^ ^ 

P, = i^(ka)^ 
46080^ ^ 
16807 

460 

^^ 315^ ^ 

where ka is the wave slope and a is the wave amplitude, half the crest to trough 
distance. 

The waveshape is shown for various wave slopes in Figure 5.3.1. The phase 
speed is now amplitude-dependent (see Figure 5.3.2) and reaches its maximum 
at ka ~ 0.437, well before ka ~ 0.4432, the theoretical maximum slope 
corresponding to the Stokes limiting wave. This may not be of much practical 
importance, since in practice, the waves break at ka values below 0.4, well 
before the theoretical maximum in phase velocity can be attained. Nevertheless, 
there is a weak ampUtude dispersion in surface waves, although the magnitude is 
not large enough to be important in most cases. Figure 5.3.2 also shows the 
phase and group velocities as functions of wave slope. It is interesting that the 
velocity at the wave crest increases with wave slope and approaches 90% of the 
phase speed for ka ~ 0.4. 

Stokes himself derived the limiting form for steady waves and showed that the 
limiting form for a finite-amplitude wave is a sharp crest subtending an angle of 
120° (see Lamb, 1945). This is obtained by imposing the condition that the 
forward fluid particle velocity be equal to the phase speed of the surface wave in 
this limit (Kinsman, 1984). It is easily shown that the vertical acceleration at the 
crest of the fluid particle in its orbital motion reaches a value equal to g/2 at the 
limiting condition. The corresponding wave slope (ka) is -0.4432 and the 
limiting phase speed is over 9% larger than that of the linear wave. Beyond this 
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Figure 5.3.1. Wave profiles for finite-amplitude waves, as a function of the wave slope (top). The 
bottom chart shows details near the crest for waves approaching maximum steepness (from 
DrennmetaL, 1988). 

slope, one can expect the particle velocity to exceed the phase speed and hence 
the wave to "break." The top of the crests is essentially torn off and "spilt," 
engulfing air and hence appearing as whitecaps to the naked eye. In shallow 
water, breaking also takes the form of plunging breakers in addition to spilling 
ones. 

There is, however, no observational evidence for the existence of a limiting 
Stokes wave, although Kinsman (1984) suggests that this limiting crest angle is 
indeed attained (even in shallow water, even though symmetry is lost). Only 
shorter waves in the deep water gravity wave spectrum ever approach this wave 
slope and this limiting angle. Also, this criterion applies only to a steady wave 
train. Most wave trains become unstable and break at far lesser values of the 
slope (Phillips, 1985). Around wave slopes of about 0.3, waves become 
susceptible to sideband Benjamin-Feir instabihties and at higher slopes to three-
dimensional instabiUties, both of which eventually lead to breaking (Melville, 
1996). The fastest growing Benjamin-Feir instability occurs at ka ~ 0.38, 
much less than the theoretical value, leading to wave breaking and whitecapping 
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Figure 5.3.2. Normalized phase and group velocities as functions of wave slope. Note the very 
small effect of finite ampUtude on wave propagation (figure courtesy of W. Drennan). 

beyond this amplitude. Longuet-Higgins and Dommermuth (1997) have shown 
that the flow in the vicinity of the crests of steep waves is unstable, leading to 
overturning at values of ka much less than 0.4432. Such overturning is purely an 
irrotational phenomenon, and neither surface tension nor viscosity enter the 
picture (Longuet-Higgins and Cokelet, 1976). Longuet-Higgins (1985a) 
discusses the distinction between the real, Lagrangian and apparent Eulerian 
accelerations in a Stokes wave, and also shows that unsteady waves can reach 
vertical accelerations that are larger than those in steady Stokes wave of the 
same steepness, and hence become more susceptible to breaking. Longuet-
Higgins (1972) shows that the profile of the limiting Stokes wave can be 
represented accurately by a simple expression of the form 

d^/dx=tanx, |x|<7r/6 (5.3.2) 
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by exploiting the analogy between a water wave and a grandfather clock 
(Longuet-Higgins, 1979)! Finally, Longuet-Higgins (1985b; see also Balk, 1996) 
has discovered quadratic Stokes identities that permit rapid and economical 
computations of steep Stokes waves and properties such as the mass transports 
and particle trajectories associated with them. These aspects are beyond the 
scope of this brief review, but suffice it to say that despite two centuries of 
theoretical work on water waves by powerful mathematicians and fluid 
dynamicists, there are still many surprises. 

5.4 RESONANT WAVE-WAVE INTERACTIONS 

The mere fact that the infinitesimal wave theory works well and can explain 
many saHent features of surface waves is proof enough that the nonlinear effects 
are rather small in most cases. Otherwise infinitesimal surface wave theory 
would not have been such an outstanding example of success in the application 
of natural laws to an important physical process so early in the history of 
quantitative science that Sir Isaac Newton and others launched. Nevertheless, 
these small nonlinear effects happen to play a very significant role in the transfer 
of energy in spectral space and current research indicates that they play a 
dominant and not a secondary role in determining the shape of the wind-wave 
spectrum. In this section, we will explore how this rather paradoxical situation 
arises. 

Take a simple linear oscillator with a natural frequency n (such as a simple 
pendulum). If this oscillator is forced externally by a very small periodic force of 
frequency co and amplitude 8, then the governing equation for the amplitude of 
the oscillation is 

^ + n^a=8e^"^ (5.4.1) 
dt^ 

keeping in mind that by convention, only the real part is retained in the solution. 
The equilibrium solution and the exact solution at resonance (n = co) are 

8e^^^ 
^eq(t)"7~l ^ ' ^ex(t)-

8 
an- i : 

2n 
e^"' (5.4.2) 

which illustrates the fact that unless the excitation frequency CO is close to the 
natural frequency n, the response of the system is also very small (Figure 5.4.1). 
Only resonant forcing can build up sufficient amplitudes, and the growth rate 
will be initially linear, as can be seen from Eq. (5.4.2). 
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Figure 5.4.1. Response of a linear system to periodic forcing for different frictional damping 
values. Note the large response around the resonant frequency, that would be infinite in the absence 
of frictional damping (from Dietrich, G., K. Kalle, W. Krauss, and G. Siedler, General 
Oceanography, Copyright 1980, John Wiley. Reprinted by permission of John Wiley & Sons, Inc.). 

Equations governing infinitesimal wave propagation are linear approxima-
tions obtained from the generally nonlinear governing equations by retaining 
only the zeroth-order terms in a perturbation expansion involving a small 
parameter 8 such as the wave slope (see Section 5.2) and are best written as 

L (Q = £N (Q = (Quadratic terms) + (Cubic terms) • (5.4.3) 

where L is the Hnear operator and N pertains to the neglected nonlinear terms 
involving products of the dependent variable ^ . Now consider two infinitesimal 

waves that satisfy the linear equation L (Q = 0 : 

Cm = a ^ e x p i [ k ^ -x-n^t] (m=l,2) (5.4.4) 

A note on notation is in order here. In Eq. (5.4.4) and below, boldface characters 
will be used to indicate that the quantities are two-dimensional vectors and any 
subscripts on these quantities refer to different wavenumbers, not components of 
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a single wavenumber (unfortunately, retaining tensorial notation would lead to 
awkward notational complexities). The frequency and wavenumber of the waves 
must necessarily satisfy a dispersion relationship of the form n^ = UmCkm). In the 
linear theory, the nonlinear terms, of which the leading terms are of the form 

aia2expi[(ki±k2)x-(ni±n2)t] (5.4.5) 

that arise due to the interaction of these two infinitesimal waves are neglected 
and these modes propagate unchanged. However, to first order, the above terms 
constitute a small forcing of the linear system at wavenumbers (ki ± k2) and 
frequency (ui ± n2). The terms are small (of the order 8) since they are quadratic 
in amplitude of the infinitesimal waves. Now the response of the system will also 
be small, of the order 8, unless there exists a natural mode at this wavenumber 
and frequency, 

k3=T(ki±k2) ; n3= + (ni±n2) (5.4.6) 

in which case, the response is vigorous and the natural mode grows (initially 
linearly) at the expense of the interacting forcing modes. When the forced mode 
reaches its maximum amplitude, then the depleted forcing mode(s) can now 
extract energy by the same mechanism from the forced mode. The two forcing 
modes and the forced mode therefore constitute a triad of waves interacting with 
each other resonantly and exchanging energy among themselves. The total 
energy is conserved, but continuously exchanged among one another. In spectral 
space, this resonant interaction constitutes redistribution of energy in wave-
number-frequency space. Thus quadratic resonant interactions occur among a 
triad of waves whose wavenumbers and frequencies satisfy 

k i ± k 2 ± k 3 = 0 

n i ± n 2 ± n 3 = 0 (5.4.7) 

n i=n i (k ) i = 1,2,3 

We considered only the leading order nonlinear terms. The next higher order 
nonlinear terms can give rise to higher order interactions. For example, cubic 
resonant interactions are possible among a tetrad of waves whose wavenumbers 
and frequencies satisfy 

k i ± k 2 ± k 3 ± k 4 = 0 

n i ± n 2 ± n 3 ± n 4 = 0 (5.4.8) 

n i=n i (k ) (1 = 1,2,3,4) 
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and so on. The question of whether quadratic or cubic or even higher order 
resonant interactions occur among waves depends critically on whether the 
dispersion relationship for these waves permits such solutions. For pure gravity 
waves, triad resonant interactions are not possible, but tetrad resonant 
interactions are. For capillary-gravity waves (and internal waves—see Chapter 
6), triad interactions are possible. This can be shown by a simple geometric 
construction (Figure 5.4.2) due to McGoldrick (1965). The dispersion relation 
ship is such that the curve in frequency-wavenumber space is shaped like a 
trumpet with the lips at the outflow end bent back, of which Figure 5.4.2 shows 

Figure 5.4.2. Triad resonant interactions among capillary waves (top) and the plan view of the triad 
that undergoes interactions (middle). The bottom figure shows why resonant triad interactions are 
not possible for pure gravity waves. 
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only a cross section. The projection onto the horizontal plane of the intersection 
in space of the two distorted-trumpet shapes defines the locus of wavenumbers 
that can interact resonantly with one another. In this case, 

kj ±k2 - k 3 nj ±n2 =n3 (5.4.9) 

If there is no intersection of the two, as, for example, for pure gravity waves 
(see Figure 5.4.2), resonant interactions are not possible, since the dispersion 
relationship does not permit them. When interactions are permitted, the 
dispersion relationship sees to it that the interactions are only among selected 
modes (that satisfy the dispersion relationship). This is in marked contrast to 
turbulence where there is no such restriction on modes interacting with each 
other. Any turbulence component in the wavenumber-frequency space can in 
principle interact with any other, although in practice the strongest interactions 
apparently occur among neighboring components, not distant ones (very much 
similar in this sense to interacting waves). 

Because of the smallness of the nonlinear terms, resonant nonlinear 
interactions among waves are weak and hence very slow, and the timescale 
needed for significant energy exchange among modes is on the order of the wave 
period divided by the slope of the wave, -(n k a)"^ This is in marked contrast to 
turbulence where eddies (or modes) transfer a significant fraction of their energy 
through strong nonlinear interactions to other modes within a very short 
timescale on the order of their turn over the timescale or the period. The wave 
modes, on the other hand, lose a significant fraction of their energy only over 
many, many wave periods. This is one of the reasons that infinitesimal wave 
theories are so successful in describing many basic aspects of wave motions. 

For capillary waves, as for all surface waves, the nonlinearity comes from the 
surface boundary condition, which is to first order (see Section 5.2). 

at̂  : y 
3x3 3xj3xj 

3(|) 
3xc, dX3 dt^ 3x3 

dt 9x3 3x? 

(5.4.10) 

at X3 = 0 

Assume solutions of the form 
3 

(j) = ^ a i (t)expi [kj • x-Uj t] + CC 
i=l 

^ i k 
C, = 2^-^^i (t)expi [ki • x-Ui t] + CC 

i.i ^1 

(5.4.11) 
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where the ampHtudes ai are slowly varying functions of time, and the 
wavenumber and frequency of each component satisfy the dispersion 
relationship. Note that ki is the magnitude of the wavenumber ki. CC stands for 
the complex conjugate so that the terms on the LHS are real. It is then possible 
to derive equations for rate of change of amplitudes of each of the three 
interacting waves in the form (see Simmons, 1969; Phillips, 1977) 

— = ihnia2a3 

dao * 
— ^ = ihn2a3ai (5.4.12) 

da^ ., * 
= ihn3aia9 

dt ^ ^ ^ 

The triad satisfies the resonance condition 

k i = k 2 + k 3 ; n i=n2+n3 (5.4.13) 

Coefficient h is a function of the wavenumbers involved and their geometrical 
configuration, whose calculation involves very tedious algebra which cannot be 
repeated here. Certain properties are worth pointing out. The rate of change of 
total energy among the triad is 

— (Ei+E2+E3) = --(aiai+a2a*2+a3a3) 

= ih(ni -n2-n3)(a ia2a3-aia2a3) = 0 

by virtue of the resonance condition. In other words, total energy is conserved 
and energy is simply exchanged among the waves. 

Since the action density A = 2 (a a*/ n), it is easy to show that 

^ ( A i + A 2 ) = ^ ( A i + A 3 ) = 0 (5.4.15) 

Note that total action density is not conserved. If initially one component is 
zero (ai = 0, say), then Eq. (5.4.12) shows that it grows at an initial growth rate 
that is linear: 

aj =ihnia2a3 t (5.4.16) 

Figure 5.4.3 shows both the energy and the action densities in each component 
as varying functions of time. Note that time Tq is many, many wave periods. 
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Figure 5.4.3. Interchange of energy density and action among the three waves during triad 
resonant interactions. Note that the energy density is conserved, but not the wave action. 

being on the order of the characteristic wave period divided by the characteristic 
initial wave slope of, say, the components containing the energy initially. 

Another consequence of such triad interactions is that under certain 
conditions, exponential growth is possible for an initially small wave component. 
If, for example, a2 and SL^ are small initially, then 

daj 
"dT 

0 

dt^ 

d da2 ., da^ ^ 9 * 
ihn2ai = h n2n3aiaia2 

dt dt dt 

(5.4.17) 

so that 

a2 ~ exp [ (n ins f^ha i t j 

is a possible solution indicating possible exponential growth of a2. A similar 
solution is obtained for a^. If k2 = ks = ki/2, this is known as subharmonic 
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parametric instability, in which a wave mode interacts with its second harmonic 
and decays rapidly, while the initially infinitesimal harmonic perturbation grows 
exponentially. This is one of the ways in which a wave train can become unstable 
to any perturbation at a frequency equal to its harmonic frequency, provided 
such resonant interactions are possible. A uniform wave train is degenerated into 
a triad, each which in turn can become unstable, so that ultimately a group of 
wave modes results. This "sideband instability" occurs for higher order inter-
actions as well. 

Capillary waves have high curvatures and slopes, and large wavenumbers and 
short periods. Consequently, the resonant interaction time is rather small. 
However, they dissipate rapidly as well so that it is the competing dissipation 
and resonant generation mechanisms that determine their configuration. One 
important mode of interaction among capillary waves is the interaction of two 
capillary modes with a gravity mode. Another involves a capillary-gravity mode 
(of about 2.4-cm wavelength) producing another of twice its own wavenumber 
(or half its wavelength) by resonant self-interaction (Simmons, 1969; see 
Phillips, 1974). The energy in the primary mode is then transferred to its second 
harmonic and the primary wave gets increasingly distorted. This is different from 
the sideband instability, since the primary wave interacts with itself to produce a 
harmonic, and not with two initially small harmonics. Such harmonic resonance 
is also possible at the next higher order, where a primary mode interacts with two 
of itself to produce a harmonic with thrice its own wavenumber. Such harmonic 
resonances are responsible for generating an entire ripple train over a longer 
gravity-capillary wave. For steep primary waves, the high curvature at the crest 
spawns capillary waves that are stationary with respect to the crest, but 
propagate energy forward of the crest (because their group velocity is higher 
than their phase velocity), thus providing an efficient mechanism for dissipation 
of the short gravity wave. These "parasitic" capillaries might be quite important 
for limiting the amplitude of such waves, since the energy input from the wind 
can be efficiently dissipated by capillary waves, preventing further growth 
(Longuet-Higgins, 1995). See also Longuet-Higgins (1992) for a discussion of 
the damping of short gravity waves by capillary waves. 

As we have seen earlier, for pure gravity waves, resonant quadratic 
interactions among a triad are not permitted by the dispersion relation. However, 
cubic resonant interactions, which are much weaker than quadratic interactions, 

L ( Q = (Cubic terms) -H--- (5.4.18) 

are possible among a tetrad of waves 

k i ± k 2 ± k 3 ± k 4 = 0 
^ ^ ^ ^ (5.4.19) 

Uj ±n2±n3 ±n4 =0 
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that satisfy the dispersion relation. This happens because the RHS forcing term 
now consists of triple sums and differences of the wavenumbers and frequencies 
of the three interacting primary waves, and this can couple efficiently to a free 
mode. The existence of tetrad interactions in pure gravity waves can be shown 
once again by geometrical construction (see Figure 5.4.4). Now the dispersion 
relation in the three-dimensional frequency-wavenumber space is described by a 
trumpet-shaped surface; the horizontal projection of the locus of its intersection 
with another but inverted trumpet with an origin not lying on its surface 
describes the wavenumbers that are permitted to undergo resonant interactions. 
The trajectories of the interacting tetrad of wavenumbers are shown in Figure 
5.4.4. Any two points on a particular curve define a set of four wavenumbers that 
can undergo resonant interactions, exchanging energy and action density with 
one another: 

Ki I Ko — K^ I K 4 

ni+n2=n3+n4 (5.4.20) 

n i=(gk i ) " ' (1 = 1,2,3,4) 

The existence of such resonant interactions was first shown by Phillips (1960) 
and Hasselmann (1962). These interactions are very weak, much weaker than 
triad interactions, simply because the nonlinear terms are cubic in amplitudes of 
interacting infinitesimal waves. The interaction time for significant energy 
exchange among components of the tetrad is even larger than that for a triad, it 
now being the characteristic wave period divided by the square of the wave 
slope. Cubic interactions are possible for capillary-gravity waves as well (see 
Phillips, 1974). 

The algebra involved in computing the rate of change of amplitude of various 
components is even more tedious than that for the triad interactions and will not 
be repeated here (see Phillips, 1977, for example). The growth rates can be 
summarized as (Phillips, 1974) 

n i - ^ = iai(giiaiai+gi2a2a2+gi3a3a3+gi4a4a4) + iha2a3a4 

da aa2 . / * \ -1 * 
n2 —— = ia2 [g2\^\^i + • • • j + ihaia3a4 dt 

da3 

dt 

da4 

"dT 

= ia3 (g3iaiai +••• J-Hihaia2a4 

= ia4(g4iaiai+--- ) + ihaia2a3 

(5.4.21) 
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Figure 5.4.4. Tetrad resonant interactions among gravity waves (top) and the corresponding plan 
view of the wavenumber tetrad that describe a figure of eight loop. 

where gy are complicated but real functions of the wavenumber configuration of 
the interacting tetrad. Important consequences of tetrad interactions can be 
deduced from these equations. For example, the interaction is such that the total 
energy and action density of the tetrad are conserved: 

^ ( E i + E 2 + E 3 + E 4 ) = A ( A i + A 2 + A 3 + A 4 ) = 0 (5.4.22) 

A ( A , . A 3 ) = A ( A , ^ A 4 ) ; A A , . A, =0 

At any point in time, two of the components have decreasing energy densities 
and their loss is the gain of the remaining two, which have increasing energy 
densities. The action density of each pair composed of one with increasing and 
one with decreasing energy density is conserved. Figure 5.4.5 shows the change 
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Figure 5.4.5. Interchange of energy density and action among the four waves during tetrad resonant 
interactions. Note that both the energy density and the wave action are conserved. 

in action and energy densities of various components. Note that the cubic 
interaction time Tc is even larger than the quadratic interaction time Tq (Tc » Tq 
» 1/n). This time, during which there is a substantial change in the energy 
density of two of the components compared to the other two, is proportional to 
the characteristic wave period divided by the square of the characteristic wave 
slope [Tc ~ (n â  k )̂~ ]̂. Therefore tetrad interactions among gravity waves are 
very weak and very selective. This does not mean they are unimportant. In fact, 
they play a dominant role in shaping the wind-wave spectrum (see Section 5.5). 
Even more important than the timescale Tc associated with energy (and action) 
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transfer in the spectrum is the timescale associated with irreversible transfer of 
energy in a homogeneous wave field (Hasselmann, 1962) due to the fact that the 
waves are mostly weakly nonlinear so that their statistics are nearly Gaussian: Tr 
~ (n di^ k^) "\ While Tc is on the order of a few minutes, Tr is on the order of an 
hour or so, and can be a non-insignificant fraction of the inertial period and 
hence important to the development of the energy-containing part of the wind-
wave spectrum near its spectral peak, where resonant interactions are a dominant 
influence. 

A particular case of interest is when two wavenumbers ki and kj are 
orthogonal. This situation is shown in Figure 5.4.6 and is well suited to simu-
lation in a laboratory with two wave generators perpendicular to each other. The 
interaction condition is then 

^ ^ ^ ^ (5.4.23) 
Uj = n3, n2+n3=2nj 

Since initially the amplitudes ai and a2 of the generated modes ki and k2 are 
roughly constant, 

da3 i 2 * 
n 3 - — = - h a i a 2 

^^ ^ (5.4.24) 

a3 =fiha^a2/2n3 jt 

This gives rise to a linear initial growth rate of the forced mode k^. This 
experiment was used by McGoldrick et al (1966) to confirm the occurrence and 
growth rate of tetrad resonant interactions. The wavenumber component ks, 
initially zero, grew as a result of the interaction, and its growth rate was verified 
to be that given by theory (see Phillips, 1977). 

By far, the most important case of cubic resonant interactions is that corres-
ponding to the instability of a Stokes wave, discovered by Benjamin and Feir 
(1967). A perturbation to this wave at an adjacent wavenumber grows and the 
Stokes wave degenerates into a group of waves, an effect well known to 
laboratory modelers of surface waves. When both ai and a2 are small compared 
to a3, and thus are small perturbations to a3, then both ai and a2 can grow at the 
expense of as. If in addition, there is a slight mismatch from resonant conditions 
to compensate for the effects of amplitude dispersion, the disturbance amplitudes 
grow exponentially. This combination of near-resonance and amplitude 
dispersion is thought to be responsible for the Benjamin-Feir instability of 
a Stokes wave (see Phillips, 1977). Therefore a Stokes wave is unstable to 
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Figure 5.4.6. A special case of tetrad resonant interactions (top) well-suited to simulation in a 
laboratory wave tank (bottom). 

perturbations at the wavenumbers just inside the figure-eight loop as shown in 
Figure 5.4.7, with the growth rate proportional to the square of the slope of the 
primary wave. The steeper the primary wave, the more rapid its degeneration 
into a series of groups. Thus as Phillips points out, a Stokes wave, proven to 
exist early this century, after lingering doubts about its existence for a while, has 
now been proven to be unstable to sideband perturbations (see Phillips, 1977, for 
a more detailed discussion)! 

Resonant interactions among surface gravity waves are both selective and 
weak, yet they have very important consequences to transfer of energy in spec-
tral space. These aspects are discussed further in Section 5.5. 

5.5 WIND-WAVE SPECTRUM 

Even to the most casual observer, it is apparent that wind waves on the ocean 
surface are random. They are simply the superposition of random waves with a 
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Figure 5.4.7. The wavenumbers that render the Stokes wave unstable. 

wide variety of wavenumbers and frequencies with directions confined mostly to 
a small angle on either side of the wind direction. Because of their stochastic 
nature, a statistical description is unavoidable. 

Let C, (x,t) and ^ (x+r, t+x) be the sea surface displacements at point x at time 
t and point (x+r) at time (t+x). Their covariance is 

R(x,t,r,x)=C(x,t)C(x + r,t+x) (5.5.1) 

For a homogeneous and stationary wave field, R is an even function of r and x. 
The wavenumber-frequency spectrum F(k, n) is the Fourier transform of the 
covariance R: 

F(k,n) = (27i)"^JjR(r,x)exp[-i(k.r-nx)]drdx (5.5.2) 

^2=JjF(k,n)dkdn (5.5.3) 

The variance of the sea surface displacement is the integral of F(k, n) over the 
entire wavenumber-frequency space. For a homogeneous, stationary wave field, 
F is real and positive definite for all k and n, and contains the most complete 
information on the wave field. The wavenumber spectrum \|/ (k) can be obtained 
thusly. 

\|/(k)= rF(k,n)dn 
J—oo 

(5.5.4) 

Also 

v|f(k)-(2n) ^ f^(x,t)^(x + r , t ) e x p ( - i k r ) d r (5.5.5) 
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Therefore 

^^ = j f\l/(ki,k2)dkidk2 
- O O -C50 

OO 7C OO 

= J j\|/(k,e) kdk de = j\|/(k)dk 
0-7C 0 

(5.5.6) 

where \|/(ki,k2) or equivalently \(f(k), \|/(k,G) are the directional wavenumber 
spectrum in Cartesian and polar coordinates, and \|/(k) is the omnidirectional 

wavenumber spectrum given by v|/(k)= \|/(k,G) dk d9 . Note that we have used 
-n 

the same symbol to describe all three. This is not a problem since the arguments 
usually make it clear which of the three we are dealing with. Similarly the 
frequency spectrum can be obtained from F(k, n) 

0 ( n ) = 2 j F ( k , n ) d k (5.5.7) 

Note that the function is nonzero only for positive n values by this definition. 
Also 

0 ( n ) = - f^(x,t)^(x,t+x) cos(nT)dT (5.5.8) 
7C •' 

2 

0 

and 

^2= j o ( n ) d n (5.5.9) 

Now, since the wave components satisfy the dispersion relationship (in deep 
water n̂  = gk), then the various spectra are related. This requires that the short 
waves be freely traveling modes and there be no Doppler shift of short gravity 
waves by long waves near the peak of the spectrum due to advection of short 
waves by long ones. In particular, the wavenumber spectrum 

\|/(k) = \|/(k,e) (5.5.10) 
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is then related to the directional frequency spectrum 

o(n,e) = kX|/(k)/ 
dn 

dk 
k=n2/g 

Since 
27100 

Ĉ  = j f\|/(k,e)kdkde 
0 0 

27CO 

= JJ$(n,e) dnde 

(5.5.11) 

(5.5.12) 

(5.5.13) 
0 0 

It is also useful to define the wavenumber spectrum of the sea surface slope in 
the Xj direction: 

S„(k)-(27c)" ' f ^ i ^ ^ i ^ ^ - ^ e x p ( - i k T ) d r (5.5.14) 
J dx„ dx„ 

= k^¥(k) (5.5.15) 

The spectrum of total slope is then 

S(k) = Xs«(k) (5.5.16) 
a=l 

and therefore the total mean-square slope (mss) of the sea surface is related to 
the slope spectrum by 

mss = 3x„ ax„ 
= js(k) dk 

= 1 J{k?+k'2)l|/(ki,k2)dkidk2 

oo 7C oo 

= {{ kV(k,e) kdk d0 =JkV(k)dk 
0-71 0 
oo 7C oo 7C 

= J J k^ cos^ 0 \|/(k, 0) kdk d0 + 1 1 k^ sin^ 0 v|/(k, 0) kdk d0 

(5.5.17) 

O-It O-Jt 
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where the last equation simply sums up the contribution from the Xi and X2 
directions. The spectrum of instantaneous traverse in the Xi and X2 directions is 

the Fourier transform of ^(x)^(x + r ) , where the overbar indicates a spatial 

average, is 

X(k,,2)=jvi;(k„k2)dk2,i (5.5.18) 

It is normally the omnidirectional or ID spectra that one deals with mostly, 
although for many applications such as microwave sensing of the ocean surface 
the directional spectra are very important. Similarly, since backscattered micro-
wave radiation depends very much on the high wavenumber portion of the 
spectrum, in addition to the frequency and wavenumber spectra of heights, that 
of slope becomes important. Note that the omnidirectional slope spectrum S(k) is 
related simply to the omnidirectional height spectrum \|/(k) by S(k) = kV(k). A 
curvature (or so-called saturation) spectrum can also be defined, the omni-
directional form of which is C(k) = k^\|/(k). 

It is also useful to consider action conservation in spectral space when deahng 
with linear waves and the action spectral density N(k^) can be defined as 

n k V 

1/2 

N(k) = ^ y ( k ) = f v (k ) (5.5.19) 

Action spectral density obeys the conservation law 

A N ( k ) = -^N(k) + ( C g „ + U j ^ N ( k ) = Y(k) + S , ( k ) - D ( k ) (5.5.20) 

Y(k) = - a [T„ (k ) ] / ak« (5.5.21) 

where Y(k) represents the divergence of the spectral flux of action through 
wavenumber k by resonant wave-wave interactions. The term denotes re-
distribution in spectral space of action density, and its integral over the entire 
wavenumber space should vanish. S^ is the input of action by wind and D is the 
dissipation at wavenumber k. U„ is the background current. Equation (5.5.20) is 
the centerpiece of wind-wave development research and modeling (an alternative 
is to deal with a similar equation for energy density itself). It is a statement of the 
rate of change of action density of a wave packet of wavenumber k being 
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advected in the fluid with an effective velocity that is the sum of the group 
velocity and the velocity of the background medium. If the RHS were zero, the 
action density of the wave packet would be constant. The source and sink terms 
on the RHS determine the effective shape of the wave spectrum. Unfortunately, 
these terms are hard to quantify, since even the basic physical mechanisms are 
often uncertain and the algebra involved in the derivation of Y(k) incredibly 
complex. However, considerable progress has been made in the past three 
decades; for example. Figure 5.5.1, from Komen et al (1994), shows the relative 
magnitude of these sources and sinks for young and old wind seas. 

Resonant interactions among surface gravity waves are both selective and 
weak, yet they have very important consequences for transfer of energy in 
spectral space. Unfortunately, the derivation of the rate of increase of the energy 
(or the action) density at a particular point in the spectral space from Eq. (5.4.21) 
is nontrivial. We will therefore state the results instead and refer the readers to 
Komen et al. (1994, Section II.3) instead. The rate of increase of spectral density 
of wave action for a wave of wavenumber ki can be expressed in the form 
(Phillips, 1977; Komen ^rfl/., 1994) 

^ = \\\ {(Ni+N2)N3N4-(N3+N4)NiN2}Q(ki,k2,k3,k4) 
dNi 

dt 

(5.5.22) 

5(ui + n2 - n3 - n4) 5(kj + k2 - k3 - k4) dk2 dk3 dk4 

where 

N , = N ( t , ) = f Y ( k , ) ^ ^ , ^ 3 ^ 

and Q is a function of the four wavenumbers. Dirac delta functions ensure that 
resonance conditions are satisfied. The integrand is cubic because of the cubic 
interactions. Note that the RHS of Eq. (5.5.22) is the term Y(k) in Eq. (5.5.20). 
Evaluation of Q is extremely tedious even by numerical means (see, for example, 
Hasselmann, 1962). However, numerical solutions have demonstrated the 
existence of asymptotically stationary solutions (Komen et al, 1984). For a 
given spectral shape, it is possible to evaluate numerically the energy flux 
through the spectral space using the above equations. They show that the energy 
transfer in spectral space occurs primarily among groups of nearly identical 
wavenumbers. Also since the energy transfer is proportional to the fourth power 
of the average wave slope, the resonant interactions can be expected to be strong 
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Figure 5.5.1. Energy balance in spectral space for (top) young duration-limited (T = 3 hr) and 
(bottom) old wind sea (T = 96 hr) (from Komen et al, 1994). Sĵ ^ is the input of energy by the wind, 
Sĵ j is the nonlinear transfer, 

near the peak of the spectrum. When the four wavenumbers are nearly identical, 
then 

Q=47rk^ (5.5.24) 

and this leads to considerable simplifications in algebra. The principal result (see 
Figure 5.5.2) is that the energy flow is outward along the figure-eight lines as 
shown (Phillips, 1977). 

Computations of resonant interactions necessarily involve starting from a 
spectral shape, since it is the primary factor controlling the intensity of transfer 
in spectral space. In general, any departure from "equilibrium" spectral shape 
results in a large increase in energy transfer by resonant interactions that tends to 
restore the spectral shape. Calculations have been done both for a narrow 
spectrum (Longuet-Higgins, 1976) and a JONS WAP (Joint North Sea Wave 
Project) spectrum (Fox, 1976). Both show energy transfer from a narrow spectral 
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Figure 5.5.2. The energy flow during interactions between nearly identical wavenumbers. 

peak to both lower and higher wavenumbers (PhilHps, 1977), thus broadening 
the peak. The transfer of energy to the forward face of the spectrum by resonant 
interactions is very important to the growth of the lowest wavenumbers of the 
wind-wave spectrum, since the wind may not be very efficient in putting energy 
into these long wavelengths. The nonlinear interactions also tend to sharpen a 
broad peak, making it narrower. In either case, the peak wavenumber is lowered 
and the forward face of the spectrum grows (Donelan and Hui, 1990). This shift 
of the peak depends on the wave age; it is more significant for young seas. For 
old seas, it is small, since then the waves at the peak are running close to the 
wind speed and hence receiving little energy from winds that they can hand over 
to other parts of the spectrum. 

Resonant wave-wave interactions play an important role in determining the 
shape of the wind-wave spectrum. Current theories for the equilibrium spectrum 
are based on postulating that the flux divergence in spectral space at a given 
wavenumber due to wave-wave interactions is at least as important as the input 
by wind, and dissipation at that wavenumber (Phillips, 1985). This leads to the 
so-called Toba -4 power law for the frequency spectrum of wind waves 
immediately beyond the spectral peak (see Section 5.5). This power law was first 
established theoretically by Zakharov and Filonenko (1966). 

McLean (1982) showed that finite-amplitude waves in deep water are subject 
to instability as a consequence of five-wave interactions. He also found that this 
instability dominates resonant four-wave interactions in shallow water. Lin and 
Perrie (1997) have shown that in deep water, nonlinear transfer due to resonant 
tetrad interactions is two orders of magnitude larger than that due to five-wave 
interactions, but in shallow water it is comparable. When the water is less than 
10 m deep and the waves are steep, as in near-shore regions of the coast, the 
five-wave interactions overwhelm the tetrad interactions, and become the 
dominant mechanism in wave evolution. Observationally, the process of transfer 
of momentum and energy from winds to waves is such that the spectrum appears 
to "saturate" at higher wavenumbers (frequencies), while continuing to grow at 
lower ones. While the wind can be expected to continue transferring energy to 
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the "saturated" waves, the energy appears to be "lost" immediately by some 
process, thus limiting the spectral density at wavenumbers sufficiently far 
removed from the spectral peak. 

Figure 5.5.3 shows the development of frequency spectra with increasing 
fetch as measured during the landmark JONSWAP experiments, displayed in a 
variance-preserving plot (Hasselmann et al, 1973). It shows the typical growth 
of the spectral peak and its shift toward lower and lower wavenumbers with 
increasing fetch. It also shows that higher frequencies beyond the spectral peak 
appear to reach a "limit" and not grow beyond this limit irrespective of any 
further increase in fetch. This suggests that the details of the spectrum may not 
depend on the wind input under these "saturated" conditions, but more on an 
inherent property of the wave that causes breaking. Then external parameters 
such as u* that characterize wind input drop out of the picture. If one assumes 
that the vertical accelerations have an upper limit which is a fraction of g, 
beyond which waves "break," then g becomes the only important external 
parameter in the problem. Then internal quantities such as the spectral density of 
the frequency spectrum (or the wavenumber spectrum) should depend only on g 
and the local spectral parameter n (or k). Simple dimensional arguments then 
yield the celebrated -5 power law of Phillips (1958) for the frequency spectrum, 

0 ( n ) = a g V ^ (5.5.25) 

where a is the Phillips constant (with a value of around 0.015). Equivalently, 
since only length scales are involved, the wavenumber spectrum can depend only 
on k (not g) and hence 

\|/(kj) = \|/(k,e) = f (e)k-'^ (5.5.26) 

The derivation of these spectral shapes assumed implicitly that the saturation 
spectral density does not depend on the wind speed or wind stress. Only the 
limiting configuration of waves would then be important in determining the 
wavenumber spectrum. Since the wavenumber and frequency spectra are related 
by the dispersion relation, the shape of the frequency spectrum ensues as well. 

Early observations showed that while individual spectra often deviated from 
the -5 power law, the ensemble of a variety of data followed the -5 power law 
reasonably well (Figure 5.5.4). For 25 years, this spectral relationship was the 
basis of most analyses of wind waves and in fact was the basis of the empirically 
derived spectrum from the JONSWAP (Hasselmann et al, 1973) experiments. 

Kitaigorodskii et al. (1975) suggested that the existence of a saturated range 
can only be postulated for spatial statistical characteristics and therefore the 
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Figure 5.5.3. The development of the wave frequency spectrum with fetch, as measured during 
JONSWAP. Note the shift of the peak toward lower and lower wavenumbers with increasing fetch 
(in km) (from Hasselmann et ai, 1973). 

wavenumber spectrum (thus yielding the k~̂  power law for the wavenumber 
spectrum), while the frequency spectrum should be derived from the wave 
spectrum using the dispersion relation for gravity waves and the relationship 
between the wavenumber spectrum and the frequency spectrum [Eq. (5.6.11)]. 
For deep water waves this leads to the -5 power law for the frequency spectrum. 
However, Kitaigorodskii et al (1975) showed that for shallow water waves, a -3 
power law results: 

a <D(n) = - g d n - (5.5.27) 

Experimental data in shallow water confirmed the possibility of deriving 
separate power laws for deep and shallow water frequency spectra from the 
sameuniversal wavenumber spectrum. However, determination of an accurate 
value for the Phillips constant proved elusive and Hasselmann et al (1973) 
summarized data that well illustrated the variability of this constant (Figure 
5.5.5). Attempts to explain the variabiUty by accounting for the Doppler shift of 
short waves due to advection by ong waves and intermittency of short waves 
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n (rad/s) 
Figure 5.5.4. The Phillips -5 power law for the saturation range of the wind-wave spectrum, 
compared with field observations. Note the systematic departure of individual spectra from the -5 
power law (from Phillips 1977, reprinted with the permission of Cambridge University Press). The 
shape of the spectral peak is included in only three cases; otherwise only the saturated part of each 
spectrum is shown. 

proved fruitless. Also more careful measurements in the eighties began to cast 
doubts on the form of the frequency spectrum and hence the saturation range 
hypothesis itself. Toba (1973) found empirically that the frequency spectrum was 
better represented by a ^ power law, 

0 ( n ) = | ^ | p g " n - ^ = p u * g n - (5.5.28) 

where p is the so-called Toba constant (roughly 0.11). This is just u*/c times the 

Phillips spectrum. Extensive observations by Kawai et al (1977), and Forristall 
(1981), Kahma (1981a,b), and Donelan et al (1982) in the eighties, confirmed 
that the frequency spectra beyond the spectral peak obeyed the -4 law much 
better and also showed a dependence on the wind (U or u*). Figures 5.5.6 and 

5.5.7 present data from Donelan et al (1982) and Forristall (1981) that clearly 
show the existence of a -4 range in the frequency spectrum beyond the spectral 
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Figure 5.5.5, The Phillips constant as a function of fetch (from Hasselmann et al., 1973). 

peak. The idea of a "saturation" limit to spectral density had to be abandoned as 
untenable (Phillips, 1985). 

Borrowing from Kolmogoroff s celebrated equilibrium range in turbulence 
theory, Kitaigorodskii (1983) took the lead in suggesting that there exists instead 
an "equilibrium" range beyond the spectral peak, where energy input from wind, 
dissipation, and spectral flux divergence all vanish. Wind is assumed to put in 
energy to large scales and dissipation is supposed to occur primarily at small 
scales, very much similar to turbulence, and it is supposed that there is just a 
constant spectral flux (directionally integrated) across the equiUbrium range. If 
one takes this flux as a cubic in directionally averaged wavenumber spectrum 
density and then supposes that the flux ~ u* ,̂ dimensional analysis yields 

xvik)=u,g-"'k-'"'= 
U* _4 

K (5.5.29) 

and the corresponding frequency spectrum (by virtue of the dispersion relation) 
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Figure 5.5.6. Compensated frequency spectra from observations showing a broad -A power law 
region beyond the spectral peak (from Donelan et al, 1985). The vertical bars at the top of the 
figure are an estimate of the 90% confidence hmits based on the standard error of the mean. 

<I.(n) = P ^ g 2 n -
c 

(5.5.30) 

which is Toba's empirical spectrum. 
A historical note is in order here. The ideas related to scaling the wind-wave 

spectrum in analogy with the Kolmogoroff inertial cascade approach to scaling 
the turbulence spectrum can be found in Russian literature far before 
Kitaigorodskii's (1983) work. Zakharov and his co-workers in Russia have been 
particularly active since the 1960s in the study of wave-wave interactions in a 
random wave field (Zakharov, 1968; see Komen et al, 1994, for a discussion of 
these aspects) and the application of "weak turbulence" theory to the wind-wave 
spectrum (see references cited in Zakharov, 1992). 

Phillips (1985) argued that Kitaigorodskii's hypothesis of wind input at low 
wavenumbers and dissipation at high wavenumbers, followed by energy transfer 
across the spectrum from large waves to small ones through the equilibrium 
range, is flawed, and instead proposed an alternative statistical equiUbrium 
spectral model where the flux divergence, energy input, and dissipation are all 
important and nonvanishing and in balance with another in the equilibrium range 
[the LHS of Eq. (5.6.20) is zero]. He argued that action input from wind does not 
iscease at small scales (it is actually larger) and breaking occurs over a wide 
range of the spectrum as well. He therefore suggests that all three terms are 
proportional to' each other in the equilibrium range away from the spectral peak 
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Figure 5.5.7. Compensated frequency spectra (from Forristall, 1981). The symbols are for various 
wind speeds in m/s. 

and away from very small scales. He starts with the divergence of the spectral 
flux T(kj), and shows that this term scales like B^(kj), where B(kj) = k^\\f (kj). He 
then argues that the wind input term 

S „ ( k j ) ~ g k - ^ f ^ t B ( k j ) c o s 2 P e 

Requiring balance between these terms provides a value for B (k j j , 

B(kj )^—cos^e 

and therefore the wavenumber spectrum becomes 

,,,(kj)~—k-^cosPe 

(5.5.31) 

(5.5.32) 

(5.5.33) 
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Using the relationship between wavenumber spectrum and frequency spectrum 
[Eq. (5.6.11)], Toba's empirical spectrum results. Phillips goes on to derive 
many useful properties from the resulting spectrum. For example, the slope 
frequency spectrum is 

S(n)~pu*/g (5.5.34) 

Figure 5.5.8 shows the excellent agreement of the above spectral form with 
observational data. The normalized frequency spectrum has the form 

<I>(n)g' nu* (5.5.35) 

in Forristall's data, although for (nu*/g) > 0.17, the behavior is more like 
(nu*/g)~^ This roll-off is evident for other data as well but at higher values of 
(nu*/g). Phillips (1985) cites some other data that support the old saturation 
hypothesis. This suggested that while observations indicate that there exists an 
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Figure 5.5.8. A dimensionless plot of the frequency spectrum in the equilibrium range. The wind 
wave spectrum shows the -4 power law (from Phillips, 1985). 
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equilibrium subrange in the wind-wave frequency spectrum beyond the spectral 
peak, there is no unequivocal support for the existence of the equilibrium 
range over the entire range of high wavenumbers. However, Phillips (1985) 
suggested that this equihbrium range exists up to wavenumbers characterizing 
significant advection effects by long waves, in other words, for all freely 
traveling waves. 

Kitaigorodskii (1986) suggested instead that the wind-wave frequency 
spectrum consists of both the Kolmogoroff-type equilibrium and Phillips' 
saturation ranges. He cited evidence from Forristall (1981) (Figure 5.5.8) and 
Kahma (1981a,b) (Figure 5.5.9) that shows a sharp transition from the "inertial 
subrange" -4 law to the Phillips subrange -5 law at a frequency corresponding to 
(ntU*/g) ~ 0.15-0.17. This transitional frequency can be obtained by equating the 
spectral densities as given by the Phillips and Toba laws. 

<|)(n) = ag^n ^ =pu*gn (5.5.36) 

so that (ntU*/g) = a/p , the ratio of the Phillips constant to Toba's constant! 
Carefully reevaluating the Phillips constant using data vahd only in the 
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Figure 5.5.9. Compensated wind wave spectrum from Kitaigorodskii (1986) showing support for 
the saturation range. 
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saturation range of the spectrum, Kitaigorodskii (1986) derived a value of 0.015. 
Toba's constant is known to be ~0.11 (Forristall, 1981; Kahma, 1981a,b) so that 
this transitional value is -0.14, quite close to the observed value of 0.17 reported 
by Forristall (1981). 

This indeed appears to have been confirmed by more and more observations. 
Kahma and Calkoen (1992) collected frequency spectra from various field 
experiments including JONSWAP, the Bothnian Sea, and Lake Ontario, and 
after a very careful reanalysis, derived a "grand average" spectrum that indeed 
shows (Figure 5.5.10) a well-defined transition from Toba's equilibrium range 
spectrum to Phillips saturation range spectrum at (nUio/g) ~ 5 or, equivalently, 
(nu*/g) - 0.17 as originally suggested by Forristall (1981) on empirical, and 
Kitaigorodskii (1986) on theoretical, grounds. Thus as of present, after nearly 35 
years since Phillips's discovery of the saturation range, the spectral shape at 
frequencies beyond the spectral peak might once again be on a solid footing! 
Since the n"̂  (or k"^^) spectral shape continued to high frequencies the energy-
(wavenumbers) would lead to excessive spectral densities, and since mean-
square wave slopes would exceed those estimated from radar backscattering, the 
break to the n"̂  (or k" )̂ spectral shape at a frequency of n ~ 3 Up, that is beyond 
the energy-containing Up to 3 Up range of frequencies, appears reasonable and 
supported by observations (Donelan and Hui, 1990). In the capillary-gravity 
range of the spectrum, microwave scatter measurements indicate high wind 
dependence and the capillary range is heavily damped by viscous forces. 

0.03 

0,025 

0.02 

0*015 

0.01 

0.005 

BottoiMi 

10 

Figure 5.5.10. Grand average compensated spectrum from various observations showing transition 
from the Toba form to the Phillips form (from Kahma and Calkoen, 1992). 
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However, since the energy contained in these parts of the spectrum is usually a 
small fraction of the total, for many purposes (not microwave sensing), it is 
permissible to ignore these portions of the spectrum and consider the spectrum to 
consist of only the n"* and n~̂  segments beyond the spectral peak. 

With the spectral shape known with reasonable certainty, one can calculate a 
variety of properties associated with wind waves (see Phillips, 1985, for 
example). If one assumes that the wind-wave spectrum is truncated at the low 
wavenumber end at the spectral peak Up, and consists of the equilibrium range 
(5.5.28) from Up to Ut and the saturation range (5.5.25) from n^ to oo, integration 
of the spectrum readily leads to the energy density 

I . ĝ C _2P^^P 

3a ut 3 " ! 

\3 

(5.5.37) 

where C,^ is the wave amplitude, and Cp is the phase speed of the spectral peak. 
The quantity Cp/u* is the wave age; the larger its value, the more developed the 
wave field. The energy flux from breaking waves is proportional to UpEd and can 
be written as 

\2" 

pu* 
= Yi 

3 3a^ c, u* 
(5.5.38) 

where yi is an unknown constant. Observations (for example, Phillips, 1977) 
suggest that 

u* v^*J ^* 

gx 

u* 
; k ; ^ ^ ~ 0.0033 (5.5.39) 

with an upper bound on Cp roughly equal to Uio, the wind speed at anemometric 
height, so that the upper bound on Cp/u* is (Cd)"̂ ^̂ , a value of roughly 26. This 
corresponds to the fully developed wave field. 

- ^ = 72=3.787 
pu# 

28.9—+0.037 
Cn u* 

(5.5.40) 

where u# is the water-side friction velocity. 72 ~ 100 for a fully developed wave 
field. When waves break, they give up some of their energy to turbulence, which 
is eventually dissipated. However, momentum cannot be destroyed but is 
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transmitted to currents instead. The associated momentum flux is Ef/Cp and can 
be written as 

^ = 0.133 28.9 
^U^^ 

v^Py 

+ 0.037 -1. 
u* 

(5.5.41) 

Note that we have used a composite Toba-PhiUips spectrum. Use of the Toba 
spectrum alone (5.5.28) and the Phillips spectrum alone (5.5.25) is possible and 
leads to the following expressions for the normalized squared amplitude and 
energy flux: 
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u, 
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pu# 

\3 
: 73=0.0057 

; _ J ^ = Ŷ  =0.148 
pu# V ) 

(5.5.42) 

The values of these normalized energy fluxes are also shown in Table 5.5.1 in 
parentheses. While it is clear that what spectral shape one uses influences the 
TKE flux from breaking waves, the composite spectrum is at present the most 
defensible of the three. 

We have so far looked at the wind-wave spectrum from the perspective of its 
frequency content. Such a focus on the frequency spectrum ignores the 
directional properties of the wind-wave field. An alternative approach, thought 
by some to be more fundamental (for example, Kitaigorodskii et ah, 1975; 
Phillips, 1977) involves dealing with the wavenumber spectrum of the wind 

TABLE 5.5.1 
Values for Nonnalized Energy and Momentum Fluxes as Functions 

of the Normalized Phase Speed and Fetch 

Cp/u, gx/ui Ef(EP,E7)/pu3 Mf/pu2 

5.0 
12.0 
26.0 

1.5 X 10̂  
4.6 X 10̂  
1.1 X 10̂  

0.8(0.7,3.7) 
20.2(9.8,21.3) 
100(100,100) 

0.005 
0.059 
0.134 
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waves, including their directional spreading, which is a function of the 
frequency. Basically, the argument that the spectral shape of the wavenumber 
spectrum follows k^ law underpins this approach. Assuming that this certainly 
holds in the mean wave propagation direction [with some supporting evidence, 
for example, Donelan et al. (1996)], Banner (1990a) has shown that the 
frequency spectrum is also a function of the directional spreading of wind waves. 
While the postulates concerning the shape of the frequency spectrum are 
appealing, especially in view of their simplicity, the situation is more complex 
and it is therefore prudent to regard the postulated shape of the frequency 
spectrum as an approximation to reality. Because of the incredibly complex 
processes that govern the details of the distribution of energy in the wave-
number-frequency spectrum of wind waves, much work lies ahead. 

In microwave remote sensing of the sea surface, precise knowledge of the 
high wavenumber part of the wind-wave spectrum (short gravity and gravity-
capillary waves) that contributes heavily to the sea surface roughness (and 
transfer of energy from the wind to the ocean) is essential. Since the small scale 
capillary and gravity-capillary waves are affected by long waves (mainly swell), 
the low wavenumber part is also important. Directional information is also 
needed. Also, an analytical form for this directional wavenumber spectrum is 
helpful. With these in mind, Elfouhaily et al (1997) have derived an analytical 
form for the directional wavenumber spectrum that satisfies Cox and Munk's 
(1954) results for the mean-square slope and laboratory measurements of the 
gravity-capillary wave curvatures. The reader is referred to Elfouhaily et al. 
(1997) for a discussion of the various forms for the directional wavenumber 
spectra proposed in the past. 

Quite recently, Makin and Kudryavtsev (1999) and Kudryavtsev et al. (1999) 
have examined the theoretical basis for deriving the spectrum of short wind 
waves (few millimeters to few meters) and their impHcations to air-sea coupUng. 
Their model assumes that the capillary range of the spectrum is determined by 
parasitic capillaries, which drain energy from short gravity waves through 
nonlinear cascade of energy (which is made up by input to the short gravity 
waves), which is in turn dissipated by molecular viscosity. This balance between 
energy input from very short gravity waves and viscous dissipation determines 
the shape of the capillary range of the spectrum as proportional to û *v~̂ Y"̂ k"̂ . 
The k"̂  shape of the spectrum in this range agrees with measurements of Jahne 
and Riemer (1990) and Zhang (1998). The reader is referred to the above 
references for an idea of the approach needed to model the sources and sinks of 
wave energy in spectral space and derive the shape of the spectrum, which in 
turn can be used to parameterize the fraction of momentum deposited by wind 
into wind waves and hence unavailable to drive the upper ocean directly (and a 
Hst of recent references on the topic). 
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5.6 SIMILARITY THEORY FOR GROWTH OF 
WIND WAVES 

Winds over the ocean are seldom steady or unidirectional over long periods 
of time. The spatial and temporal scales of wind variability are quite large and 
complex, and this is responsible for one of the difficulties in quantifying the 
oceanic wave field for operational purposes. Since the wave field at a given 
location and time is a function of the history of the wind forcing, not just at that 
location but over a broad region encompassing the point, numerical models of 
wind-wave growth driven by surface winds, with accurate temporal and spatial 
structures deduced by some means, are indispensable for reliable hindcasts and 
forecasts of the wave field. We will consider the state of wind-wave prediction 
the next section. Here we will attempt to quantify the growth characteristics of 
wind-generated waves from similarity theory and field observations. 

Consider the case of a steady wind that has been blowing offshore in a 
direction perpendicular to the shoreline of a long straight coast. Assume that 
thewind has been blowing long enough for the wave field at any point to have 
reached its asymptotic growth limit. This is one of the best conditions to study 
wind-wave growth under, since the wave growth depends principally on the 
fetch, or the distance from the shoreline, and time drops out of the picture. Such 
waves are called fetch-limited (as compared to duration-limited ones where the 
fetch is unlimited, but the duration for which wind has been blowing over that 
fetch has been short), and afford one of the best chances to study, understand, 
and quantify wind-wave growth. JONS WAP measurements (Hasselmann et ah, 
1973) off the German coast were made under these conditions. The only external 
parameters in the problem then are the wave fetch x, the wind stress u* (or 
equivalently wind speed Uio at the anemometric height of 10 m), and the 
gravitational acceleration g. Simple similarity theory (scaling argument) can then 
be used to relate the internal parameters of wave growth such as the energy 
density of the waves E and the location of the spectral peak Up (or equivalently 
the phase speed of waves at the spectral peak Cp) to these external parameters 
(Kitaigorodskii, 1962). Then the nondimensional energy density E (or E ), the 
peak frequency rip (or rip ), and the frequency spectrum O (or O*) depend 
only on the nondimensional fetch x (or x*): 

PxP 

np=-^^ = g(x)~Qx^ 
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, 3 ^ 
~ 2 O 

0 = V = h(x,fi) U ô 

x = - ^ ; n = — — 

(5.6.1) 

Quantities with asterisks indicate normalization by u* instead of Uio and similar 

relations would hold. Note that E~ 0 ( n ) d n . For duration-limited wave 

growth, the independent variable is t = gt/Uio. For a fully developed wave field, 
when a uniform, steady wind has been blowing long enough over an unlimited 
fetch, these functions should asymptote to constant values. 

Both Uio (it should be the value at a distance sufficiently far away from the 
wave influence, strictly speaking, for similarity arguments to hold) and u* have 
been used for scaling interchangeably in the past. Observationally, it is easy to 
measure Uio. Invariably u* has to be deduced from Uio, using a drag law. While 
Uio and u* are related by the drag law, the relationship is affected by ambient 
stratification, and since this is often not measured, it complicates the task of 
deriving reliable estimates for wave growth (Kahma and Calkoen, 1992) and 
contributes to the scatter. When u* is actually measured, it is still the best to use. 
In other cases, it is still not clear what is the best and most accurate variable for 
practical use: Uio, u*, or some other measure of the wind, such as the value at a 

height of half the dominant wavelength, as proposed by some. Use of an internal 
parameter such as the phase speed (or equivalently the frequency) at the spectral 
peak as the normalizing variable, as some Japanese authors do, is possible and 
avoids this problem. Figure 5.6.1 shows various wind-wave growth data that 

exhibit a power law relationship between E and x over a wide range of fetches, 
but the constant of proportionality from Bothnian Sea experiments differs from 
that from JONS WAP. This prompted Kahma and Calkoen (1992) to carefully 
reexamine and reanalyze several data sets: 

1. Subset of JONSWAP (Hasselmann et ai, 1973; Muller, 1976) 
2. Bothnian Sea (Kahma, 1981a,b) 
3. Lake Ontario (Donelan et al, 1985) 
4. QEII reservoir (Birch and Ewing, 1986) 
5. ARSLOE (Rottier and Vincent, 1982) 
6. Lake Marken (Bouws, 1986) 
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Figure 5.6.1. The dependence of normalized spectral energy on normalized fetch showing discre-
pancies in the proportionality coefficient (from Kahma and Calkoen, 1992). 

Now, what the ocean feels is the stress exerted by the winds at its surface. So, it 
is not unreasonable to expect that the friction velocity, when measured 
accurately or deduced by drag laws that properly account for stability effects in 
the atmosphere, should be the appropriate scaling parameter irrespective of the 
stratification. Scaling based on wind velocity would be more affected by stratifi-
cation. However, in many cases, u* and all the parameters needed to deduce the 
stratification effects were never measured. Kahma and Calkoen (1992) found 
that when u* was deduced by a consistent drag law accounting for stratification 
effects, the disagreement between observations taken under stable and unstable 
stratification conditions could be reduced by the use of u*, instead of Uio-

Nevertheless, it was not possible to remove all the discrepancies and they 
recommend instead the following for stably stratified, unstably stratified, and 
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composite data sets. 

P=9.3xl0"^ p=0.76; Q=12.0, q=-0.24 (stable) 

=5.4xl0~^ =0.94; =14.2, =-0.28 (unstable) (5.6.2) 

=5.2xl0"^ =0.90; =13.7, =-0.27 (composite) 

A note of caution is in order here. The results in Eq. (5.6.2) are based on failure 
of u* as the scaUng variable, which is difficult to understand, and hence should 
be regarded as tentative. Figure 5.6.2 shows the normahzed energy and 
frequency peak as a function of the nondimensional fetch. These relations are 
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Figure 5.6.2. The dependence of normalized spectral energy and normalized frequency of the 
spectral peak on normalized fetch (from Kahma and Calkoen, 1992). 
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only valid for moderate fetch (x < 8000). When the wind-wave field is close to 
full development, the growth rate slows down dramatically and both E and np 
tend to reach asymptotic values ( Cp -^ Uio). 

Observations also show an overshoot in the spectral density at any particular 
frequency (Figure 5.6.3). Initially the growth at a frequency is steep; the spectral 
density overshoots its equilibrium value before settling down to the equilibrium 
value. This is a particularly important feature of the wind-wave spectrum. Figure 
5.5.6 shows that the peak enhancement depends on the wave age. This is an 
important aspect of empirical spectra such as the JONSWAP spectrum (see 
Section 5.8). 

Kitaigorodskii's similarity scaling laws have been helpful in systematic 
analyses of wind-wave observations. As discussed above, they were the scaling 
basis for experiments such as JONSWAP. Nevertheless, it is important to 
remember some of the limitations. Wind conditions are never steady in the field 
and the gustiness and the directional changes affect the wave field. Any 
prevailing currents would also affect the spectrum. While these effects could be 
included in the scaling arguments, there is usually a dearth of observational data 
to infer the precise form of the functional relationships. 
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Figure 5.6.3. The overshoot in spectral energy density at a fixed normaUzed frequency (from 
Kahma and Calkoen, 1992). 
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5.7 WIND-WAVE GENERATION, DISSIPATION, 
AND PROPAGATION 

5.7.1 GENERATION 

While it is clear to even the most casual observer that the wind generates 
waves, the details on how the wind transfers momentum to waves are still pretty 
much sketchy. This is simply because this transfer involves an extremely 
complex interaction between the turbulent wind field over the mobile waves, 
with significant feedback from the waves on the wind field itself In other words, 
the problem is coupled. Jeffreys (1924) was the first one to propose a mechanism 
for wind-wave generation. He suggested that the air flow over a wave creates a 
sheltering effect on the downwind face so that pressure acting on the upwind 
face can transfer momentum to the wave. The mechanism accounts for both 
wave growth by wind as well as its decay in adverse wind conditions. The prob-
lem is, however, transferred to calculating the sheltering coefficient. The mecha-
nism itself was disputed and not much progress was made until the late fifties, at 
which time Phillips (1957) proposed a resonant mechanism for generation. The 
pressure fluctuations due to advection of turbulent eddies by the wind past the 
air-sea interface can efficiently couple with a free mode if the relevant wave-
number and frequency satisfy the dispersion relationship. Thus resonant excita-
tion of wind waves is possible simply due to turbulent pressure fluctuations. The 
growth rate is linear. The mechanism appears to prevail at the very initial stages 
of wind-wave generation, when the amplitudes are quite small (Phillips, 1977; 
Kahma and Donelan, 1988). However, this mechanism does not explain the 
exponential rate observed in wind-wave growth immediately thereafter. This 
problem was solved to some extent by Miles (1957) who proposed a mechanism 
where the shear flow over the waves transmits energy to waves via critical layer 
processes. 

Miles boldly ignored the turbulent aspects of the wind and considered only 
the laminar shear flow, which because of the gradient of shear, transfers energy 
from the winds to the wave through a critical layer that exists when the frame of 
reference is fixed to the moving wave (Figure 5.7.1). Because the mechanism is 
of the nature of an instability, the growth rate is exponential. Miles' mechanism 
presupposes existence of the wave, to which wind then puts in more energy to 
make it grow. In a way, the Phillips and Miles mechanisms are complementary 
and sequential. However, the growth rates were originally thought to be 
underestimated by a factor of 2 to 3 by Miles' mechanism (but see below). Also 
since it depends on the existence of a critical layer (layer at which the wind 
velocity equals the phase speed of the wave), the mechanism is inapplicable to 
the observed damping of wind waves by adverse wind. 
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Critical Layer 

Figure 5.7.1. Laminar shear flow which, because of the gradient of shear, transfers energy from the 
winds to the wave through a critical layer that exists when the frame of reference is fixed to the 
moving wave. 

The critical layer (where the wind speed equals the wave speed) is a region of 
high vorticity and it is in this region where interactions between the fluctuating 
wave-induced motion and the mean flow transfer energy from the mean flow to 
wave-correlated motions in the air take place. This energy is then transferred to 
the wavy air-sea interface by processes that are intimately tied to turbulent 
motions in the layer adjacent to the interface. Miles did not tackle the problem of 
how this transfer actually takes place, which requires modeling the motions in 
this turbulent surface layer. The energy flux to the wave is proportional to the 
product of the variance of the wave-induced vertical velocity fluctuations at this 
level and the ratio of the second derivative of the flow velocity to its first 
derivative at this level. However, Phillips points out that below c/u* of about 10, 
the matched layer is within the viscous sublayer and the curvature of the wind 
profile is not very large, and therefore the Miles mechanism, in which the energy 
flux to wave motions is proportional to the second derivative of the flow 
velocity, is quite inefficient. At values of c/u* much larger than 10, the critical 
layer is much higher above the wavy surface, and since the wave-induced 
fluctuations decrease rapidly with increasing distance above the ocean surface 
and since the energy flux is proportional to their variance, the Miles mechanism 
becomes quite inefficient once again. Thus only in a narrow range of c/u* (10 to 
15) does the Miles mechanism work efficiently to transfer energy from wind to 
waves (Phillips, 1977). 
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Miles ignored turbulent fluctuations in the wind field. It appears that the 
details of the turbulent stress and pressure field in the air flow in the immediate 
vicinity of the wave might be important (but see below) to the generation 
process. The momentum flux to the waves depends on the normal stress 
component of the turbulent flow in phase with the wave slope and with the 
tangential stress component in phase with the wave elevation (the energy flux, 
the rate of work done per unit area, depends on the correlation between the 
pressure at the surface and the vertical velocity there). There are indications 
however that the contribution of the latter to wave growth is generally much 
smaller at least for short gravity waves [it may however be important for 
generation of spray at high wind speeds—see Phillips (1977)]. It is therefore 
necessary and sufficient to know the magnitude of the covariance between 
pressure fluctuations and the wave slope. This however requires calculation of 
the deformed turbulent flow over the wave, often separated, and herein lies the 
difficulty in computing and predicting wind-wave growth. 

Also observations of relevant flow properties are very hard to make in either 
the field or a laboratory because of the difficulty of making measurements in the 
immediate vicinity of a mobile interface, and therefore it is difficult to validate 
wave generation theories. Quantification of the energy input from the wind to 
waves involves measuring (or computing) the wave-induced pressure perturba-
tion in phase with the wave slope. This is hard to do since measurement of a 
small quantity very close to a moving interface is essential, especially at the 
shorter wavelengths of the spectrum, at which the wind is most efficient at 
transferring energy. Also, in the field, the problem is compounded by an 
unknown dissipation rate at that wavenumber, and spectral energy transfer 
among the other wave components that exist. In numerical calculations, the 
pressure-wave slope covariance is extremely sensitive to the details of the 
coupled turbulent flow over the wave, and how exactly turbulence closure is 
effected appears to make a difference. In potential flow, the high pressure is at 
the trough of the wave, whereas a small shift of the high pressure up the down-
wind face by only a few tens of degrees or so is enough to cause exponential 
growth (Donelan and Hui, 1990), and clearly, the degree of this phase shift is 
important and hard to calculate accurately, especially when the waves are 
breaking and the flow separation in the lee of the breaking waves tends to 
enhance the energy transfer. Figure 5.7.2 (from Phillips, 1977) shows measure-
ments of this phase shift and it is evident that the phase shift is maximum around 
c/u* of 10 and decreases rapidly above and below this value. It is also evident 
from the figure that the Miles mechanism underestimates the phase shift, and 
since the critical layer contribution is negligible outside c/u* values of 10-15, 
the figure also demonstrates the importance of turbulent normal stress 
fluctuations at almost all values of c/u* to the phase shift and hence the wave 
generation process. 
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Figure 5.7.2. The phase shift of the pressure from 180° (from PhiUips 1977, reprinted with the 
permission of Cambridge University Press). 

Miles' (1957) work was a milestone in wind-wave studies. However, it is not 
the entire story. It does not work well for the multiscale problem, which is 
invariably the case for a wind-driven sea. It is not valid for steep breaking waves. 
In this case, there is airflow separation in the lee of the wave crests, with a 
consequent enhancement of momentum flux by wind to the waves (Banner, 
1990b), the classic "sheltering mechanism" of Jeffreys (1924). Neither Miles' 
theory nor the later turbulent surface layer models (for example, Al-Zanaidi and 
Hui, 1984) account for flow separation. More importantly, for waves encount-
ering adverse winds, the theory does not apply, since there is no critical layer. 
Thus it cannot account for damping of waves by adverse winds. Even for 
favorable winds, it does not work well if the critical layer is too close to or too 
far from the interface. Wave models which depend principally on this theory or 
its modification have difficulty predicting the low frequency components of the 
wind-wave spectrum correctly. Despite its documented successes, WAM, a 
heavily used wave model (see below), has difficulty predicting swell accurately. 

Al-Zanaidi and Hui (1984) numerically computed the turbulent flow over a 
wave using a two-equation model of turbulence and, assuming no separation, 
showed that the fractional growth rate of wave amplitude p/n per radian can be 
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written as 

n Pw 

U„ 
•^2 

(5.7.1) 

The fractional growth rate is related to the rate of work done by the wind as 
given by the pressure-vertical velocity correlation (see Plant, 1982). Here b 
plays the role of the coefficient in Jeffreys' sheltering mechanism. Uw is the wind 
speed at the height of one wavelength. The coefficient b equals 0.04 for smooth 
(and transitional) flow, 0.06 for rough flow, -0.04 for rough adverse flow, 
and -0.024 for smooth adverse flow. Thus their calculations apply to both 
growth and decay of wind waves by the action of the wind. Figure 5.7.3 shows 
the observed growth rates compared with calculated ones. The agreement, 
especially the dependence on wave age c/u*, is quite good. Thus Jeffreys' 
sheltering mechanism appears to be valid. 

Field measurements show that the growth rate near the peak of the spectrum is 
linear in spectral density but proportional to the wind stress (Plant, 1982), 

P = 0.04 — 
n I c 

COS0 (5.7.2) 

where 6 is the angle between the wind and waves. Generalization of Eq. (5.7.1) 
for an arbitrary angle between the wind and the waves gives (Donelan and 
Pierson, 1987) 
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Figure 5.7.3. Fractional growth rate as a function of the inverse of the normaUzed phase speed 
(from Al-Zanaidi and Hui, 1984). 
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P = b ^ ^ c o s e - 1 
c 

^ C O S 0 - 1 (5.7.3) 

where U^ is referred to a height 7c/k, half the wavelength (b ~ 0.194). 
The details of wind-wave generation at low wind speeds are quite germane to 

aspects involving sea surface roughness. The air-sea interface is quite stable and 
at wind speeds below about 1.5 m s~\ the surface is smooth and the salient 
length scale is the viscous length scale (v/u*). This is the effective "roughness" 
scale of the sea surface. Above this speed, however, the interface becomes 
unstable and capillary waves are generated. This leads to a dramatic increase in 
the sea surface roughness. The exact wind speed at which this occurs depends on 
the condition of the sea surface. When the sea is covered by an oil slick, the 
increased surface tension requires a higher wind speed (5.5 m s~̂ ) for the 
capillaries to be initiated. In either case, the capillary waves have a wavelength 
of about 3.5 to 4 cm. Phillips' mechanism of resonant wave generation by turbu-
lent pressure fluctuations is apparently most efficient (Phillips, 1977) at wave-
lengths corresponding to the minimum phase speed, 1.7 cm. The mechanism 
apparently produces two wave trains at an angle to each other [9 = 2 cos"^ 
(Cm/U), where U is the advection speed of the pressure patterns], giving rise to a 
chaiacteristic dimpled rhomboid pattern of capillaries called cat's paws. At 
higher wind speeds, gravity waves are excited. 

In early 1980s, Klaus Hasselmann at Hamburg gathered a group of wave 
modelers together and set in motion a series of collaborations, the ultimate result 
of which has been the third-generation wave model called WAM (WAve Model) 
that is now extensively used around the world for both research and operational 
applications. The WAM group also produced a summary report in the form of a 
book (Komen et al, 1994). This book constitutes an up-to-date summary of the 
state of our knowledge base about surface wave processes that went into 
constructing the WAM model. We will report on some of their findings on 
generation mechanisms briefly here; for details, the reader is referred to Komen 
et al. (1994), who also report extensively on numerical modeling of waves, wave 
hindcasting/forecasting, and comparisons with observations from buoys and 
satellites. 

Miles' mechanism of wind-wave generation ignored turbulence effects. There 
has been considerable controversy in the intervening years about the importance 
of turbulence and the influence of waves on the wind itself. Since field 
observations are very difficult to make and the results often ambiguous, and 
controlled laboratory investigations on wave growth, interactions, and decay are 
often in a parameter range inappropriate for application to the field, it has been 
extremely difficult to unambiguously ascertain the correctness of a particular 
hypothesis and approach to characterizing the growth, decay, and interactions. 
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The WAM approach is semiempirical, based on a judicious combination of 
theory and observations, and has been remarkably successful in practical 
appHcations. The source term for waves in the WAM model is based on Miles' 
mechanism, modified for the effect of gustiness (turbulence) at low frequencies 
and the feedback effect of wave field on the wind profile via a quasi-linear 
theory. 

Miles' mechanism is simply the classical instability theory of a laminar shear 
flow applied to a mobile air-water interface in the form of a propagating surface 
wave. The governing Boussinesq equations can be reduced using small 
perturbation theory applied to the classical Taylor-Goldstein equation (see 
Komen et al, 1994, Chapter II, for details) for the normaUzed wave-induced 
vertical velocity perturbation X = w / WQ , 

1 d \ _ . ^ \ d^U^ g 1 dp. 
:k" + 

% dz^ U dz^ U^ Pa dz 

X = 1 for z = 0; % -^ 0 as z -> cx3 

U(z) = U(z)-c 

(5.7.4) 

where U(z) is the wind speed relative to the propagating wave (c is the phase 
velocity), k is the wavenumber, and p, is the air density. A subscript of 0 
indicates values at z=0. This equation has been obtained by assuming the wave 
dispersion relation to be of the form c = c-\-{p^lp^)c\ where the imaginary 

part of c" gives the growth rate (3 of wave amplitude (half the growth rate of 
wave energy). 

p = zLe-P^Wo=::^c-P^ 
4 Pw 4 p^ 

r 

dz dz 
(5.7.5) 

P 

where W is the Wronskian. Miles (1957; see also Miles, 1993) solved Eq. 
(5.7.4) ignoring the stratification terms, which then becomes the Rayleigh 
equation. The growth rate depends on the Wronskian, which for the Rayleigh 
equation is a constant except at the critical layer Zc (where U=0). The value of 
the Wronskian determines the growth rate: 

^ Pa 
- c—^ 
2 Pv 

P = - ^ c i ^ 

fd^U 
_dzi 
dU 

1 l2 (5.7.6) 
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This is the Miles classical result for wind-wave growth. Negative curvature of 
the wind profile at the critical height is essential for growth. A logarithmic 
profile gives that. The physical mechanism is the induced vortex force (which is 
proportional to the gradient of the wave-induced stress x^ , and hence is a delta 
function at the critical height) acting to slow down the mean flow and transfer 
the momentum to the wave (see Lighthill, 1962, for a lucid discussion of the 
Miles mechanism). The result is easily extended to stratified flows (see Komen 
etal, 1994). 

Equation (5.7.4) can be solved numerically for any arbitrary wind profile. 
Monin-Obukhoff similarity theory (see Chapter 3) can be applied to infer the 
velocity and density profiles. The neutral stratification profile is given by log 
law, 

U(z) = —In (z/zo); ZQ =au? /g ; a-0 .0144 (5.7.7) 
K 

where the Chamock relation has been used to infer the roughness of the sea 
surface, with the coefficient of proportionality assumed to be constant, although 
it is a function of wave age. For stratified cases, the profile also depends on the 
normalized Monin-Obukhoff length scale L*=gL/u^*. The growth rate therefore 
depends only on L* and c/u*. Figure 5.7.4 shows the growth rate compared with 
field observations of Snyder et al. (1981) and some laboratory results. The 
excellent agreement is noteworthy, although it depends on the exact value of 
Chamock's constant used, since the growth rate normalized by wave frequency 
is inversely proportional to this constant. There is considerable uncertainty in 
this value, being anywhere from 0.011 to 0.018, with the most recent 
measurements during TOGA/COARE in the western Pacific showing a value of 
0.011 (Fairall et al, 1996a). The higher value of 0.018 may be more appropriate 
to shallow waters, while the smaller value is the best for open ocean conditions. 
It is a very sensitive function of the drag coefficient (say, referred to the 10-m 
anemometric height), 

a = ^ e x p ( - K C d ; ^ ' ) (5.7.8) 
u* 

with an error of few tens of percent in the drag coefficient causing a several-fold 
error in Chamock's constant. 

Gustiness, wind variability at frequencies lower than the wave frequency, may 
play an important role in wave growth. It is accounted for by Komen et al 
(1994) by fitting an empirical curve to the growth rate 

r . / N2 

(3 = n m a x 0.2-^ ̂ 28 — - 1 I ,0 

V ^ J . 
(5.7.9) 
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Figure 5.7.4. Fractional growth rate used in WAM compared to observations (from Komen et al., 
1994). 

where n is the wave frequency and u* is the mean friction velocity, whose 
probability distribution is considered to be a Gaussian. The influence is 
important for low frequency waves (low values of u*/c) and hence the later 
stages of wind-wave growth. 

The effect of small scale turbulence on wave growth is still rather uncertain, 
although Komen et al. (1994), based on the eddy viscosity approach to modeling 
small scale turbulence and numerical modeling results, suggest that the growth 
rate can be written as 

|i = 2Kn-
Pw 

C ; ^ ^ / ^ ( k ) | ^ l c o s e - ^ * (5.7.10) 

where the drag coefficient is referred to height k~\ and 9 is the angle between 
wind and waves. This relationship causes damping of low frequency waves and 
damping of waves propagating faster than the wind and against the wind. 

So far, the effect of waves on the wind, especially the wind profile, the details 
of which are critical to wave generation, has been ignored. However, this 
influence is substantial. Observations indicate that the drag coefficient (and the 
roughness) depends on the wave age A^ = Cp/u*, with subscript p referring to the 
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peak of the spectrum, young seas corresponding to A^ < 5-10, and mature seas 
to Aw > 20. 

The partitioning of the air-sea momentum flux T from the wind into T ,̂ the 
fraction that goes first into waves, and Tc, the part that goes directly into currents, 
is of considerable interest. Mitsuyasu (1985) found that xjx ~ 22 (ka)^, and 
laboratory and field measurements show that this fraction is usually in the range 
0.4-0.6 (Melville, 1996). However only - 5 % of the momentum flux from the 
wind to waves (0.05 x) is carried out of the generation region by waves, with the 
rest being lost to currents in the generation region itself. The wave-induced stress 
can be derived from empirical expressions for the wind-wave spectrum since 

J at c 
, (5.7.11) 

where \(/(k) is the wavenumber spectrum. This result is a generalization of the 
result for monochromatic waves that momentum flux is equal to c~\3E/3t). 
Komen et al. (1994) show, using a quasi-linear theory and a series of 
assumptions based on observations, that the wave-induced stress as a fraction of 
the total T^ /x is a strongly decreasing function of the wave age (Figure 5.7.5). 

For old seas, most of the wind momentum flux goes into the turbulent part, 
whereas for young seas, wave-induced stress is a considerable fraction. The 
wave growth rate also depends on the wave age (Figure 5.7.6), with the 
normalized growth rate larger for older seas. Thus for young seas, there is a 
strong two-way interaction between waves and wind, with the wind profile 
strongly modified and the sea rougher than indicated by the Chamock relation, 
whereas for an old sea, this interaction is weak. 

The question of the dependence of the roughness length, or equivalently the 
drag coefficient, on the maturity of the surface wave field is a particularly 
important question. As indicated in Chapter 4, Geemaert et al. (1987) proposed 
an empirical relationship for the drag coefficient as a function of wave age, but 
this was not based on actual measurements of wind-wave spectra. Based on 
independent wind stress and wave measurements during the North Sea Humidity 
Exchange over the Sea (HEXOS) (DeCosmo et al, 1996) program, Maat et al. 
(1991) and Smith et al. (1992) concluded that the normalized roughness scale, 
the Chamock constant gzo/u^* is inversely proportional to the wave age: 

a = ^ = 0.48 
u* u* 

V 

(5.7.12) 

Figure 5.7.7 shows a comparison of Eq. (5.7.12) with carefully selected 
laboratory tank and field data, by Donelan et al. (1993), who argue that for a 
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Figure 5.7.5. Turbulent and wave portions of the shear stress as functions of the height above the 
free surface for young and mature seas (from Komen et al, 1994). 

variety of reasons, the laboratory waves tend to be smoother and hence should be 
disregarded. If laboratory data are discarded, then there is very good agreement 
between various field data and the above relationship, which is consistent with 
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Figure 5.7.6. Normalized growth rate as a function of normalized phase speed for young and old 
seas (from Komen et al, 1994). 
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Figure 5.7.7. Normalized roughness, the Chamock constant, as a function of the inverse wave age 
for field and laboratory observations (from Donelan et al, 1993). Triangles denote laboratory data. 

the notion that young waves are rougher than old waves. Jones and Toba (1995; 
see also Toba and Jones, 1992), in an effort to fit both laboratory and field data, 
proposed a 1/2 power law in Eq. (5.7.11) that makes the normalized sea surface 
roughness increase with wave age. Figure 5.7.8 shows a comparison of 
laboratory data and data collected in the Bass Strait with the Jones and Toba 
(1995) law. Donelan et al. (1995) argue that sea surface roughness should 
decrease with age, and the laboratory and field data taken separately do indeed 
behave that way. They also suggest that for a constant wind speed, the drag 
coefficient or equivalently the roughness should decrease with wave age (Figure 
5.7.9), whereas the Jones and Toba (1995) law would be exactly the opposite. 
While we beUeve that laboratory waves tend to be inherently different from 
waves in the field, and therefore should be excluded, and hence the sea surface 
roughness should decrease with wave age, at this point in time, the controversy 
remains unresolved. Even though the wave age is the most important parameter 
indicative of the degree of development of a wind-wave field, it may not be the 
sole parameter. It is for this reason that it is unlikely that the drag coefficient 
(and the roughness length) can be parameterized as solely a function of wave age 
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(Donelan, 1990) as is done in Eq. (5.7.12), although it may be considered as 
approximately valid for practical applications. 

Johnson et al (1998), in a recent analysis of data collected during the Riso 
Air-Sea Exchange (RASEX) experiment in shallow (3-4 m) fetch-limited waters 
off Denmark, found it difficult to estimate the wave age dependence of 
roughness, because of the errors in measurement of friction velocity and the 
large scatter resulting therefrom. The large scatter is typical of such mea-
surements, and therefore while it is certain that the Chamock parameter 
decreases with wave age, it is difficult to derive with great certainty the rate of 
decrease. Combining RASEX data and data from earlier studies in 30-m water of 
the German Bight (Geemaert et al, 1987), HEXOS studies in 18-m water off the 
Dutch coast (Maat et al, 1991; Smith et al, 1992), and 12-m water in Lake 
Ontario (Donelan et al, 1993), Johnson et al (1998) conclude that the best fit to 
the mean values derived from each data set of the dimensionless Chamock 
constant is given by Eq. (5.7.12), but with a coefficient of 1.89 (instead of 0.4), 
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Figure 5.7.9. Drag coefficient as a function of wind speed for various significant wave heights 
(from Donelan et al, 1995). 

and an exponent of-1.59 (instead of-1.0). They also found that a constant value 
of a ~ 0.018 adequately reproduces friction velocities measured during RASEX. 

A note of caution is in order here. Relations such as Eq. (5.7.12) may 
significantly overestimate the drag coefficient (Yelland et al, 1998) by as much 
as 15-25% when compared to typical open ocean values (for example, Large 
and Pond, 1981). Many of the measurements, on which such relations such as 
Eq. (5.7.12) are based, have been carried out from towers in shallow waters. 
These platforms are stable and the flow distortion induced by the tower itself 
small. Open ocean measurements, on the other hand, necessarily involve 
platforms that are subject to the action of the waves themselves, and extreme 
care is necessary to prevent contamination of wind stress measurements by 
platform motion and distortion of airflow around the ship. However, the wind-
wave environment is likely to be different in coastal waters and the open ocean, 
with swell contributing prominently to the wind-wave spectrum in open ocean. 
For winds blowing offshore, the coastal wave spectrum is single-peaked due to 
the absence of swell. For waves propagating toward the shore, the long waves 
tend to shoal and steepen on encountering shallow bottom depths. These 
differences might be responsible for the fact that the Chamock constant in open 
ocean measurements is -0.011, while that in shallow water is much higher. 
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-0.018. Smith et al (1996b) suggest that the wave age dependence of wind 
stress or the Chamock constant may be valid for only single-peaked spectra. If 
so, it would be of questionable validity in the open ocean. 

Thus while there are indications that the normalized roughness scale 
(Chamock parameter) might very well be a decreasing (perhaps weakly) function 
of wave age, the exact relationship is to be regarded as still rather uncertain. To 
compound these difficulties, recent measurements by Yelland et al. (1998) from 
a research vessel in the open ocean have failed to detect any wave age 
dependence of wind stress. From careful measurements of the wind stress and 
accounting for the distortions induced by the ship superstructure via a CFD 
model of the airflow around the research ship, they suggest that most of the 
scatter in the data can be attributed to experimental errors, and the drag 
coefficient is simply a function of the wind speed governed by a relationship of 
the Large and Pond (1981) form: 1000 Coion = 0.50 + 0.071 Uion (6 < Uion < 26 
m s~̂ ). The wave age dependence, if any, was insignificant. Given the fact that 
the momentum flux from the wind to the waves is a function of the correlation 
between surface pressure and the wave slope, it is quite possible that it is the 
wind-wave slope spectrum, with major contribution from the shorter components 
of the spectrum (which are in turn affected by the longer waves), that is 
important to this issue. Clearly, even as we learn more and more about wind 
waves, the uncertainties associated with many of its aspects continue to flourish. 

5.7.2 DISSIPATION 

Dissipation mechanisms of surface waves are even more poorly understood. 
The principal mechanism for gravity waves is wave breaking. However, 
generation of parasitic capillary waves can be another sink. For capillary gravity 
waves, viscous decay is quite important. The fractional decay rate of the wave 
amplitude is (Donelan and Hui, 1990) 

l ^ . _ 2 v k ^ (5.7.13) 
a dt 

[similar to Eq. (5.2.28) for energy]. The e-folding timescale is (2 k̂  v)"\ 
Because of the quadratic dependence on wavenumber, high wavenumbers 
(capillary and gravity-capillary waves) are rapidly damped and viscous 
extinction is the principal mechanism. As anyone watching the surface of a pond 
on a blustery day knows, the capillary waves excited by a wind gust do not last 
long after the gust is gone. Thus at the high wavenumber capillary range of the 
wind-wave spectrum, viscous dissipation dominates and this is quite important to 
microwave remote sensing. The mechanism is not of much consequence to 
ordinary gravity waves and to the overall energy balance. 
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The second mechanism for loss of energy by gravity waves is generation of 
parasitic capillaries near the crests on short gravity waves. When the waves 
become steep, the crests become sharper with increases in wave amplitude; the 
curvature near the crest increases as well and this gives rise to capillary waves a 
few centimeters in length on the forward face of the gravity wave. These 
capillaries draw energy from the primary gravity wave, which is quickly lost to 
viscous damping and therefore constitute an energy sink for the gravity waves. 
This process is hard to parameterize and none of the current wave models 
including WAM include this mode of dissipation. Longuet-Higgins (1992) 
discusses this process and its impact. 

The third mechanism, wave breaking, is the most important mechanism for 
dissipation of gravity waves. Wave breaking can be brief and violent, as in 
plunging breakers, where the wave steepens abruptly and breaks, and a cylinder 
of air is encompassed. The energy loss is rapid and large and therefore another 
such event in rapid succession is rare. Wave breaking can also be gentle and 
prolonged, as in spilling breakers. In this case, energy drain is slow. The wave 
crest spills over, entraining air and dissipating part of its energy. However, these 
processes are extremely difficult to characterize, and our knowledge of wave 
breaking remains essentially empirical, and imperfect even at that. Nevertheless, 
the wave dissipation processes have to be modeled for numerical wave 
prediction purposes. Given the importance of wave breaking processes to air-sea 
transfer of heat and gases, this phenomenon has been getting increased attention 
in recent years (see Section 5.9). 

There are few observations of wave breaking processes in the laboratory. 
Duncan (1981) and Rapp and Melville (1990) have looked at single breaking 
events. Duncan et al (1994) and Bonmarin (1989) have also studied the 
mechanics of unsteady group breaking events in the laboratory. These are 
discussed in Section 5.9. Theoretical approaches to quantifying wave dissipation 
by breaking are also very few. There are basically three approaches (Komen et 
al, 1994). One approach is to consider a physical model of breaking and 
whitecapping and estimate the drag exerted on the wave. The second approach, 
originally due to Longuet-Higgins (1969), is to make use of the limiting 
steepness condition and the probability density function of wave heights. The 
limit on amplitude of a wave, beyond which it will break, is given by the Stokes 
wave, where the downward acceleration at the crest reaches the limiting value of 
g/2. Any wave above that amplitude breaks until the amplitude is reduced to the 
Umiting value. Then the energy loss per wave cycle is 

AE = M j(a2_a2)P(a)da; as = - \ (5.7.14) 

as 

where as is the Stokes limiting wave amplitude and P(a) is the probability density 
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function of wave amplitudes. Assuming a narrow-banded Gaussian sea for which 
the wave heights are Rayleigh distributed, Longuet-Higgins derived the 
fractional energy loss per wave cycle. This approach can be extended to relax the 
narrow-banded sea assumption (see Komen et al, 1994). Presumably, this break-
ing mechanism is applicable in the "saturation" range of the spectrum. It is 
important to note however that there are shortcomings to this approach. First of 
all, waves become unstable and tend to break long before the Stokes wave limit 
is reached, as discussed earlier. The expression for the limiting amplitude 
involves a series of unduly restrictive assumptions, and the Gaussian statistics 
are not entirely correct (Srokosz, 1990). 

The third approach is that due to Phillips (1985), in which he postulated that 
in the equilibrium range of the wave spectrum, all three terms, the wind input, 
nonlinear transfer, and wave dissipation, must be proportional to one another. 
Then, from our better knowledge of wind input and nonlinear transfer processes, 
it is possible to parameterize dissipation (see Section 5.5). This approach, 
however, does not specify any dynamical mechanism. 

None of these methods have proved entirely satisfactory. Modeling the 
spectral wave dissipation term is the principal weak point of wind-wave models. 
For lack of a better alternative, wave models such as WAM use a plausible 
functional form and tune the constants to force agreement of the resulting wind-
wave spectrum in simple well-known cases such as the fetch-limited wave 
growth case, for which accurate observational data are available. 

In shallow water, other complications arise. The waves feel the bottom and 
hence bottom friction is a major dissipative mechanism. In addition, the bottom 
roughnesses act as scatterers. In regions where the bottom is muddy, waves can 
be excited in the porous mobile medium, which represents a drain on the surface 
wave energy. These effects need to be parameterized suitably, at least the bottom 
friction effects. Bottom friction is especially important for swells, which due to 
their large wavelengths begin to feel the bottom on the continental shelf long 
before they break near the shore. 

There is an enormous amount of energy in wind waves over the ocean. Rough 
estimates indicate that as much as half of the kinetic energy in the upper ocean 
might reside in its surface wave field. If so, this constitutes an incredibly large 
potential source of energy for upper ocean processes. Most of this energy is 
dissipated in shallow water along the ocean margins by spilling breakers in the 
surf zone, but a significant fraction is dissipated in the deeper regions as well by 
deep water breaking processes and contributes to mixing in the upper ocean. 
Wave breaking transfers momentum in the waves to ocean currents, but most of 
the energy is dissipated by the resulting turbulence. Nevertheless, wave breaking 
processes are important to mixing in the upper few meters of the ocean 
everywhere around the globe and are certainly central to the air-sea exchange of 
heat and gases. 
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Since waves are primarily generated by winds over a certain part of the ocean 
basin and then propagate to other parts, they constitute an efficient mechanism 
for transfer of energy and momentum originally resident in the winds from one 
region of the basin to another, without the intervention of oceanic currents or 
other oceanic wave motions. They also constitute a nonlocal dissipation mecha-
nism for the kinetic energy resident in the ABL winds. Because of the steady 
Stokes drift currents they induce, they constitute an important mechanism for 
transport of anything at or near the ocean surface (especially when the 
underlying ocean currents are weak). As a result, pollutants such as spilled oil 
can travel long distances even in the absence of underlying currents and often 
end up on beaches and wildlife habitats. 

Waves can also transfer energy to the wind if they are propagating faster than 
the prevailing wind, when, for example, the wind dies suddenly after the wave 
field is generated. Figure 5.7.10 shows wind profiles measured over Lake 
Ontario that show the formation and decay of wave-driven wind. The physical 
mechanisms involved are extremely complex and overall there has not been 
much progress in deciphering the details of the energy transfer from the waves to 
the wind. 
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Figure 5.7.10. Wind and temperature profiles over Lake Ontario, showing the influence of waves 
running against the wind (from Donelan et al. 191 A). 
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5.7.3 PROPAGATION 

When wind generates and sets in motion a group of surface waves, once the 
wind input ceases, the higher frequency components of the spectrum decay more 
rapidly than their lower frequency counterparts. The low frequency components 
called swells propagate over vast distances with little change, unless they 
encounter severe adverse winds along the way. This is simply because the wave 
slopes are small and hence they are not dissipated by wave breaking, and 
because of the low wavenumbers, viscous damping is negligible. Locality of 
resonant wave-wave interactions ensures that there is little energy lost by this 
mechanism as well. By the same token, the inefficiency of wind input at low 
wavenumbers ensures they do not gain much energy or lose much in adverse 
winds. Consequently once generated and set in motion, they travel essentially 
unchanged. They more or less follow the great circle paths although the 
ellipticity of the Earth and the rotational effects cause small deviations from this 
path (Munk et al, 1963; Snodgrass et al, 1966). In fact swells created on the 
other side of the ocean basins have been detected along many coasts. By 
examining the records from neighboring wave gauge stations for phase 
differences, it is possible to identify the source region of the swell and the time 
of its creation. 

An extreme case of such long distance propagation by surface waves, in this 
case those generated by submarine quakes and crustal readjustments along 
subduction zones and fault lines, occurs principally in the Pacific ocean, with its 
western rim characterized by the subduction of the Pacific plate under the Asian 
one due to tectonic forces. Consequently, long wavelength gravity waves called 
tsunamis are generated and set in motion. These nondispersive waves, which 
because of their long wavelength can feel the deep ocean bottom and propagate 
at the speed of shallow water waves [c = (gd)̂ ^ ]̂, travel swiftly (at speeds ~ 200 
m s"̂ ) clear across the Pacific basin in less than half a day and impact the coast. 
Their amplitudes when they are in the open ocean are on the order of a few tens 
of centimeters and therefore their passage is hardly noticeable. However, they 
carry enormous energies and grow to incredible amplitudes when they reach 
shallow water. A recent tsunami in the Sea of Japan wiped out everything up to a 
height of 30 m, creating incredible devastation and loss of life on a small 
Japanese island. Because of the potential for catastrophic impact of tsunamis, the 
Pacific basin is surrounded by seismic sensors that can quickly localize the 
source region of tsunamis when an underocean disturbance occurs and can often 
issue advance warnings to shore communities likely to be impacted. However, 
when propagation distances involved are small, as in the above incident, there is 
usually not enough time to issue warnings that can avert a disaster. 

Irrespective of whether the waves are swiftly moving tsunamis, slower mov-
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ing swell, or an entire spectrum of gravity waves, the propagation is governed by 
laws of conservation. Equation (5.5.20) is the most general form (Phillips, 1977; 
Komen et al, 1994) governing action density in spectral space. The wave group 
follows the ray path given by 

^ = U„+Cg„ (5.7.15) 

Equation (5.5.20) can be used to predict surface wave propagation. The major 
difficulty is that the terms on the RHS are not known with certainty as discussed 
earUer. The equations apply quite well to propagation of swell since the RHS is 
very nearly zero. Note that the ray approximation in Eq. (5.7.15) excludes 
diffraction effects. 

In the absence of underlying currents, action density conservation is 
equivalent to conservation of energy density along ray paths. However, in the 
presence of currents, there is energy exchange between the mean flow and the 
waves, and energy density of the wave is not conserved. If an equation is written 
for the energy density, there occur additional terms indicating the interaction 
between the mean flow and wave motions called radiation stress terms [see 
Phillips (1977) for detailed derivation and Longuet-Higgins and Stewart (1964) 
for a physical description]: 

aE(k) 
at 

auv —rE(cgcc+U,) l + S , , - J ^ = 0 (5.7.16) 
x „ L -I aXp, 

Ŝ k represents the excess momentum flux to the mean motion due to 
superimposed wave motions. They work on the horizontal shear of the mean 
flow to transfer energy from wave motions to the mean flow or vice versa. They 
are somewhat analogous to Reynolds stresses in a turbulent flow which interact 
with the mean shear to transfer energy from mean flow to turbulence, except that 
in turbulent flow the energy flow is one way, from the mean to turbulence, 
whereas with wave motions it can be either way. An approximate form for Sjk for 
pure gravity waves (Phillips, 1977) is 

^jk : E ^ L l k + -
c J ^ 2 

/ 
- 1 5 jk (5.7.17) 

V 
where Ij = kj /|k| is the unit vector. In deep water, with the Xi-axis aligned in the 
direction of wave propagation. 

f 
Sit = 2 ^ — 

c 2 
J (5.7.18) 

^ 1 2 ~ ^ 2 1 ~ ^ ' ^22—E 
c 2 
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Radiation stresses play an important role in many aspects of wave 
propagation (Longuet-Higgins and Stewart, 1964). For waves propagating over 
decreasing water depths onto a beach, they cause the mean water level to 
actually decrease in the region beyond the breakers in the surf zone, because of 
the increase in radiation stress. This is the so-called setdown, proportional to the 
product of the amplitude and the slope (a • ka) of the approaching waves. The 
waves break when their amplitude becomes comparable to local water depth, and 
inward of the breaker zone, there is an increase in the mean water level, called 
setup, because of a decrease in the radiation stress (Phillips, 1977). This wave 
setup often contributes to flooding along the coastline. 

One of the most dramatic impacts of radiation stresses is when a wave train 
runs into an adverse current. For steady background current, the kinematic 
conservation of wave crests (see Appendix D for a more general form) gives 

ax 
(n+kU) = 0 (5.7.19) 

where the x-axis is aligned with the direction of wave propagation and U is the 
component of the mean current in the x direction. If subscript 0 corresponds to 
wave conditions in the region of zero currents. 

k(U+c) = koCo (5.7.20) 

then using the deep water wave dispersion relationship to substitute for the 
wavenumbers, 

xl/2-

Co ~ 2 
1 + 1 + 

4U 

Co 

(5.7.21) 

This equation shows that when the currents are adverse, there exists a value of 
Uc = -Co/4 at which c = Co/2 = -2 Uc and the group velocity is exactly equal to 
the current velocity, and the wave energy cannot propagate beyond this point. 
Action conservation then gives 

3xi -Ks) = 0 (5.7.22) 

so that 

E\U+^l=^E,cl 
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a Co 
. |l/2 

2c| U + -

(5.7.23) 

The amplitude of the wave increases in adverse currents until it becomes very 
large at the location of the critical current. The energy density increases from 
two causes: first, the wavenumber increases in adverse currents and the waves 
become shorter, and second, the action of the radiation stress transfers energy 
from mean flow to wave motions. Far before the energy density becomes very 
large, the wave breaks and loses its excess energy. 

The impact of adverse currents on a wave field is dramatically evident near 
strong tidal currents and oceanic currents such as the Gulf Stream and the 
Kuroshio. The sea becomes very rough as the waves run into increasing adverse 
currents and there is extensive breaking. Once beyond the zone of increasing 
currents, and in the zone of decreasing adverse currents, the radiation stress 
transfers energy from the waves to the mean motion and the sea becomes calm 
once again. Waves traveling against an ebb tide at the mouth of an estuary and 
against rip currents along a shoreline are dramatic examples. 

Another dramatic example of such wave-current interaction occurs in regions 
like the Andaman and Sulu seas, where large internal wave solitons are gener-
ated by tidal currents. Osborne and Burch (1980) show an examples for the 
Andaman Sea. The current patterns setup by these internal solitons is such that at 
the ocean surface there exists a convergent current field at the forward face of 
these solitons and a divergent field on the rearward face. Thus as these soliton 
packets propagate through the ocean, the existing surface wave field encounters 
increasingly adverse currents on the forward face of each soliton and extensive 
breaking takes place, with the sea becoming quite rough in a 500-800-m wide 
strip extending from horizon to horizon. With the passage of the soliton, the sea 
becomes calm once again. The effect is dramatic since the breaking process and 
the choppy sea is accompanied by a distinct roar. The alternating periods of 
intense roar and succeeding calm are the only manifestations of a subsurface 
process hidden from view, and to the uninitiated can be quite an unnerving 
experience, especially since no causal mechanism is apparent. The above 
expressions derived for steady currents apply to this situation as well if U is 
replaced by the current induced at the surface by the internal wave motions. 
When the induced velocity reaches the group velocity of the surface waves, the 
surface waves become very large. Far before then, they break and shed their 
excess energy. 

Finally, we will mention one aspect of short gravity waves, namely their 
coexistence with longer ones in the wind-wave spectrum and with a drift layer 
with significant wind-induced drift velocities. These are shown schematically in 
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Figure 5.7.11. The existence of a very thin molecular drift layer at the interface a 
few millimeters thick under most conditions is well known and Figure 5.7.12 
shows the velocity in the drift layer obtained in laboratory experiments on very 
young waves. The typical surface drift velocity is Ud -- 0.6 u*. As noted by Wu 
(1975), for young waves, the fraction of the momentum flux from wind to sur-
face currents via viscous stresses is large and therefore the near-surface current 
shear is also large. For more mature waves in the field, breaking transfers a 
momentum flux comparable to the wind stress from wind to the water (Melville 
and Rapp, 1985). So the near-surface shear and hence the drift current is likely to 
differ substantially from that in Figure 5.7.12, except at short fetches and dura-
tions. Unfortunately, observations of near-surface current for mature well-devel-
oped wave fields are not yet reliable. 

The presence of the thin vortical drift layer can lead to breaking of short 
gravity waves (of wavelengths on the order of 10 cm or less) at amplitudes less 
than those in the absence of the current (Phillips and Banner, 1974). In the frame 
of reference moving at c, the phase speed of the gravity wave, the Bernoulli 
equation at the surface is essentially a statement of conservation of energy. 

— + gC = constant (5.7.24) 

where u is the net horizontal velocity and ^ is the elevation. Applying Eq. 
(5.7.24) to the point of incipient breaking where ^ = Cm and u = 0, and at the 

Figure 5.7.11. Small waves on long surface waves (from Smith, J. A., Modulation of short wind 
waves by long waves, in Surface Waves and Fluxes, Vol. 1, eds. G. L. Geeranert and W. J. Plant, 
Kluwer Academic, 247-284, 1990, with kind permission from Kluwer Academic Pubhshers). 
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Figure 5.7.12. Surface drift velocity as a function of friction velocity (From Smith, J. A., 
Modulation of short wind waves by long waves, in Surface Waves and Fluxes, Vol. 1, eds. G. L. 
Geeranert and W. J. Plant, Kluwer Academic, 247-284, 1990, with kind permission from Kluwer 
Academic Publishers). 

zero-crossing point ^=0, and u =-c+Ud, the amplitude for incipient breaking is 

\2 

^m = 
2g 

(5.7.25) 

The ratio of ^^ to the Stokes limit in deep water as = g/(2n ) = c /(2g) is 

c ' /2g 
(5.7.26) 

If in addition, long waves are present, the short waves are advected around by 
the orbital velocities induced by long waves. This leads to Doppler shifting of 
the shortwave frequencies. More importantly, short waves encounter increasing 
and decreasing horizontal currents as the long wave passes by. When the short 
waves feel an increasingly adverse current, they steepen and break, losing excess 
energy; when they see a favorable current, they regain some of their energy. 
Added to this is the effect of the drift layer superimposed on the long wave 
orbital velocities that has an effect on short wave breaking (Phillips, 1977). To 
complicate matters further, the wind action itself appears to enhance short 
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gravity waves, compensating somehow for the drift enhancement of dissipation 
(Smith, 1990). This in turn is compounded by the modulation of the surface 
roughness by the short waves riding on long waves, leading to the modulation of 
stress along the long wave, and this appears to be a rather important factor. 
Overall, short waves riding on long waves appear to be pretty much in 
equilibrium with the wind, responding quite quickly to wind changes. But the 
overall picture is quite complex and hard to describe theoretically, but important 
enough for microwave remote sensing to merit continued study. 

5.8 WIND-WAVE PREDICTION 

Accurate wind-wave forecasts are important for marine operations. Naval 
forces, commercial shipping operations, and offshore exploration and drilling 
activities are all potential consumers of such information. Such forecasts require 
two essential ingredients: (1) accurate models of wave growth, and (2) accurate 
forecasts of marine surface wind fields. There are several possible methods, but 
given the complexities of the problem, the most useful method relies on 
numerical models of the wave growth in spectral space. Given the fact that our 
knowledge of the source, sink, and transfer processes are incomplete, especially 
in spectral space, and given the complex spatial and temporal variability of 
forcing, the accuracies achieved by currently widely used models of wind wave 
growth are truly amazing. Here we will provide a brief summary. The reader is 
referred to Sobey (1986) and Komen et al. (1994) for recent reviews. 

Empirical wind-wave prediction becomes possible if one makes use of the 
observed properties of wind-wave growth with fetch (and duration) suitably 
nondimensionahzed as described above. The very first attempt at wind-wave 
forecasting (Sverdrup and Munk, 1947) used this empirical approach, where the 
spectral shape was assumed to be that of the fetch (or time)-limited equilibrium 
spectrum of some assumed form. It was then a matter of computing the 
parameters of the normalized spectrum for a given fetch or time from known 
observational dependence on nondimensionahzed fetch or time. Most frequently 
used spectral shape was the Pierson-Moskowitz form spectrum. The directional 
distribution was also an empirical equilibrium distribution. This approach is still 
useful for rough and quick estimates of the wave field. However, it does not 
depict the wind-wave evolution properly, since even with equilibrium rather than 
saturation theory for the waves beyond the peak of the spectrum, the wave 
components are assumed to stop growing when they reach the equilibrium level, 
whereas observations clearly show that the spectral densities overshoot the 
equilibrium value before settling down. The method is equivalent to predicting 
only the location and magnitude of the spectral peak, with the rest of the 
spectrum assumed to be fully evolved. The Pierson-Moskowitz spectrum 



5.8 Wind-Wave Prediction 

(Pierson and Moskowitz, 1964) was widely used in this approach: 

591 

(t)(n) = ag n exp 
^ n ^ 

(5.8.1) 

a-8.1x10"% p~1.25 

Thus knowing the frequency of the spectral peak Up, which is a function of the 
nondimensional fetch, determines the spectrum and the energy content of the 
wave field. However, the narrowness of the spectrum around the peak is an 
additional parameter that needs to be considered often. The empirical fetch-
limited JONSWAP spectrum that does so can be written as 

(t)(n) = - ^ ^ n ^exp 
(iny 

f ^ - 4 n 

v " P y 

I 2 

Y ;̂ r=exp -(n-Up) ll^l^n (5.8.2) 

There are five parameters: a is the Phillips constant, Up the peak frequency, y the 
peak enhancement factor, and Gf and o^ the spectral widths at the forward (n < 

Up) and backward (n > Up) faces of the peak. These parameters are functions of 
the nondimensional fetch: 

^^^~3 .5x-^-^ \a~0 .076x-«-^^ 
g 

Y = 3.3, Of =0.07, Gb =0.09 

(5.8.3) 

Alternatively, a more recent form [Eqs. (5.6.1) and (5.6.2)] can be used for the 
dependence of Up on fetch. This spectrum was based on the n"̂  spectral law for 
the saturation range. Based on Donelan et al. (1985), Donelan and Hui (1990; 
see also Komen et al, 1994) suggest a form different from that of the 
JONSWAP spectrum (one that is based on the n"̂  spectral shape instead of n~̂ , 
with a different form for the peak enhancement factor and different directional 
spreading). 

\ - 4 

0 ( n ) = ag^n exp / 
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r = exp 
2a Hp 

a = 0.006(Uio/c) 

4 

0.55 

G = 0.08 1 + -
(Uio/cr 

1.7 

1.7+ 6.0 log 
U 10 

0 . 8 3 < ^ < 5 
c 

0 . 8 3 < ^ < 5 
c 

0 . 8 3 < ^ < 1 

l < - ^ < 5 
c 

(5.8.4) 

where Uio is the component of wind in the mean wave direction. They 
recommend a directional frequency spectrum (an example of the observed 
directional spectrum is shown in Figure 5.8.1) of the form 

0(n ,e ) = - 0 ( n ) p s e c h ^ p [ e - e (n)] 
2 

p = 2.61 

= 2.28 

n 

n 

n 

^P 

0.56 < — < 0.95 

. ^ P , 

0.95 < — <1.6 

= 1.24 otherwise 

(5.8.5) 

where 0 is the mean wave direction, and c is the phase speed. 
The first-generation models of the 1960s and 1970s did not model the energy 

balance in spectral space. Also, they were based on concepts that extensive 
measurements in recent years have proven inaccurate. The most important 
deficiency was that the nonlinear transfer of energy among wave components 
was grossly underestimated and wind input overestimated. Observations in the 
1970s and 1980s effected a fundamental change in our concepts of energy 
balance in spectral space and demonstrated the importance of nonlinear transfer 
in spectral space in addition to wind input and dissipation. This was reinforced 
by the painstakingly careful theoretical work by Hasselmann's group on resonant 
wave-wave interactions. This led to the development of second-generation 
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Figure 5.8.1. Observed directional wind-wave spectrum (from Cartwright, 1963). 

models based on the spectral energy conservation equation, but for numerical 
reasons, the nonlinear transfer terms were simplified to the extent that ad hoc 
conformity to an assumed spectral shape beyond the peak was forced upon the 
model at one stage or another. While this worked for simple wind cases, these 
models failed to reproduce the wave field under complex, shifting wind fields 
accurately. SWAMP Group (1985) details the many models existing at the time 
and presents detailed comparison of each with data for conditions ranging from 
simple fetch- and time-limited growth to complex conditions corresponding to 
hurricanes and fronts. It is a fascinating summary and careful evaluation of the 
state-of-the-art as of the early eighties in numerical wind-wave prediction, which 
proved to be less than satisfactory. Figures 5.8.2 and 5.8.3 show the performance 
of various second-generation models for fetch- and duration-limited test cases. 

Both the second- and third-generation wave models are based upon the 
conservation equation for the spectral energy density of the two-dimensional 
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Figure 5.8.2. Normalized energy (top) and peak frequency (bottom) as a function of normalized 
fetch from various second-generation wave models for the fetch-limited case (from WAMDI, 1988). 
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wave spectrum. The principal difference between the second generation 
(SWAMP Group, 1985) and the third generation (WAMDI Group, 1988; Komen 
et al, 1994) is that the latter computes the spectrum from first principles. Both 
employ the same basic equation but differ in how the source, sink, and spectral 
transfer terms on the RHS are modeled. Since it is still numerically intensive to 
explicitly calculate the full nonlinear transfer integral, a parameterization with 
the same number of degrees of freedom as the spectrum itself is employed using 
the discrete interaction approximation of Hasselmann et al. (1985). The source 
function is adopted from empirical data of Snyder et al (1981), but rescaled by 
u* instead of Uio, following Komen et al. (1984). The dissipation function is 
assumed to be a modified version of the form proposed originally by Komen et 
al. (1984). The third-generation wave prediction model WAM is therefore tuned 
to essentially reproduce the fetch-limited uniform wind case for which extensive 
observations are available (WAMDI Group, 1988). However, when applied to 
more complex situations, such as the hurricanes in the Gulf of Mexico or storms 
in the North Sea, WAM has demonstrated considerable skill in hindcasting the 
resulting wave field. Consequently, it is now routinely used for forecasting 
surface waves at many weather prediction centers around the world, which now 
routinely put out wave forecasts in addition to weather forecasts. In forecasting 
applications, however, the skill of even the most accurate wave model is 
dependent on the accuracy of the forecast wind fields and therefore the skill 
deteriorates rapidly for longer forecast ranges. 

The model can be applied regionally or globally and for deep or shallow 
water. The details are presented by WAMDI Group (1988) and Komen et al. 
(1994). Here we will present a brief summary and a few results. The 
conservation equation for the density of the two-dimensional frequency spectrum 
O (w, 9; (]), X\ t) is 

ao 
3t 

d(|) 

d t ' 

d?i 

dt 

1 3 
-1 

cos(|) 3(|) 

= ^in + ^ds 

= -^cos0 
R 

_Cg sinG 

R cos(|) 

d^ 

dt 
•cos(|)0 3 (^^^ + — — O 

a;il dt ae 
de 
dt o 

^bf 

(5.8.6) 

d0 c . ^ , i f . ^3d c o s e 3 d V « 
— = -^sm9tan(b + sm9 —- h ^ 
dt R kR I 3(1) cos(|)a;i lad 

where X and ^ are the longitude and latitude, and 9 is the direction measured 
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clockwise from north. The last term denotes the great circle refraction 
augmented by refractions due to changes in depth d of shallow water. The source 
functions on the RHS correspond to wind input, dissipation, nonlinear transfer, 
and bottom friction (for shallow water): 

Sin = max 0 ,0 .25-^(28—cosG-l nO 

, - 5 -SH. =-2.33 10"'iT 
r 7, \^ 

a 

y^PM J 
o 

E _ JJO(n,e)dnde 

^ J Jo(n ,0 ) -dnde 
(5.8.7) 

k=-
[jk-^^V(k)dk] 

a = Ep-^Ei i ' ^g"^ as kd-^00 

apM =3.02x10 ,-3 

S b f = -
0.038 xi 

g sinh kd 
xl/2 

- 0 

c= - t anhkd , c ^ = - [ ^ t a n h k d 
' k ^ 2 k 

1/2 r 

1+-
2kd 

sinh2kd 

The nonlinear source terms use two-dimensional discrete interaction approxi-
mation to the full five-dimensional one of all quadruplets by considering only a 
mirror symmetrical pair of discrete interaction configurations, an approximation 
that apparently works satisfactorily for fetch- and duration-limited wave growth 
(WAMDI Group, 1988). The spectrum is predicted at 25 frequency and 12 
directional bands (for example, 0.042-0.41 Hz), and beyond the high frequency 
limit, a diagnostic n"̂  tail is added (n~̂  tail gives similar results, since the energy 
content is negligible in the tail): 

o(n,e) = o(ni,e)-^ 
(^---^ 

(n>ni) (5.8.8) 

The details of the numerical implementation, as well as the justification for the 
carefully selected forms for the source and sinks, can be found in WAMDI 
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Group (1988) and Komen et al. (1994). The software package includes pre- and 
postprocessing routines as well as simple test cases to assure proper 
implementation (see Komen et al, 1994, for details). 

Figure 5.8.4 shows the evolution of the spectrum for the fetch-limited case. 
Figure 5.8.5 shows comparisons of measured and calculated spectrum for 
Hurricane Camille (from WAMDI Group, 1988). To provide another measure of 
the WAM skill, we present Figures 5.8.6 and 5.8.7, from Komen et al. (1994). 
These figures compare the winds and the waves measured by buoys deployed off 
the east coast of the United States during the 1990-1991 Surface Wave 
Dynamics Experiment (SWADE). Figure 5.8.6 compares buoy-measured winds 
at two locations with those from two different wind products, one an operational 
product from ECMWF and the other manually, carefully reanalyzed wind fields. 
Figure 5.8.7 compares the buoy-measured significant wave heights with those 
from WAM using these two wind products. The results emphasize the crucial 
nature of accurate wind input for accurate numerical wave predictions. While the 
model predictions are reasonable with operational wind input, its skill is 
remarkable when a more accurate wind field is available. Figure 5.8.8 shows the 
spatial distribution of the wave field during the SWADE storm for the two wind 
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Figure 5.8.4. The evolution of spectrum with fetch from WAM for fetch-limited wave growth 
(from WAMDI, 1988), 
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Figure 5.8.5. Comparison of WAM-predicted wind-wave spectrum with observed one for hurricane 
Camille in the Gulf of Mexico for three separate times (from WAMDI, 1988). 

cases. This comparison highlights the prevaiHng problem in many oceanic 
predictions involving winds as input. It is often the quality of the wind 
forcing prescribed that determines the skill of the model. This is especially true 
in coastal oceans and semienclosed seas, where orographic effects and diurnal 
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Figure 5.8.6. Comparison of observed winds at two buoys off the U.S. coast and wind analyses 
during SWADE (from Komen et al, 1994). 

variability in winds need to be faithfully reproduced before the winds can be 
used with confidence in deriving oceanic circulation and wave fields, etc., from 
numerical models. 

While it is clear that the empirically derived source functions in the model 
could be refined in due time as dictated by more accurate observations, and the 
calculation of the nonlinear transfer term improved, the model has already shown 
useful skill in hindcasting waves. The model is widely available and is being 
widely used around the world by operational centers. However, more work is 
still needed. Heimbach et al (1998) have compared WAM-derived monthly 
mean significant wave heights in various ocean basins to ERS-1 SAR-retrieved 
values. The comparison shows a systematic underestimation by WAM, mostly 
due to underestimation of swell by 20-30%, possibly due to strong damping in 
WAM at low frequencies. Simulation of the swell portion of the wind-wave 
spectrum by WAM has been particularly disappointing. 

For practical applications, it is often necessary to know not the total energy 
density of the wave field or equivalently the rms amplitude, but the significant 
wave height, which is the average of the heights of one-third of the highest 
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Figure 5.8.7. Comparison of observed and WAM-predicted waves at two buoys off the U.S. coast 
during SWADE. The plot shows the paramount importance of wind forcing on the accuracy of 
waves predicted (from Komen et al, 1994) 

waves (crest to trough). For a given probability distribution of wave heights, the 
significant wave height is related to the rms wave height and hence can be easily 
computed once the parameters of the spectrum are determined. Although the 
probability distribution of sea surface height appears to be fairly close to a 
Gaussian (Figure 5.8.9), it is misleading because the presence of short gravity-
capillary waves located preferentially on the forward faces of steep gravity 
waves causes considerable skewness. Sea surface slope distribution is even more 
skewed since the windward faces of wind waves tend to be steeper than the 
leeward ones. Nevertheless, if the wave field consists of a superposition of many 
waves generated by wind in different regions, the phases are random and one can 
treat the sum as governed by the central limit theorem (which predicts a normal 
distribution) and so approximate the sea surface displacement by a Gaussian: 

- o \ - l / 2 
P(C) = (27tC')' exp 

'2V 
(5.8.9) 
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Longitude 
Figure 5.8.8. Wave field predicted off the U.S. coast during SWADE using the two wind analyses 
ECMWF (top) and OW/AES (bottom) (from Komen et al, 1994). 

The probability distribution of the wave height maxima depends on the width of 
the spectrum. For a very broad spectrum it is once again a Gaussian. However, if 
the spectrum is narrow (as, for example, when only swell is present), the 
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Figure 5.8.9. Probability distribution of wave heights. Even though the departures from the Gaus-
sian are small, they are nevertheless important (from Carlson et al, 1967). 

distribution is best approximated by a Rayleigh distribution: 

2C: P(CJ = exp 
f r2 \ 

iV 
0 [C,>0,Cn,<0] (5.8.10) 

The wind-wave spectrum is usually quite narrow and therefore the distribution of 
maxima is closer to the Rayleigh distribution. For this distribution, the 
significant wave height is given by 

nl/2 
All 

H,/3=4(C') =' 
27roo 

jJo(n,e) dnde 
0 0 

(5.8.11) 

5.9 BREAKING WAVES 

The air-sea interface acts as a significant barrier to the exchange of heat and 
gases between the ocean and the atmosphere. This is simply due to the fact that 
the transfer of these scalar quantities is mediated by a molecular sublayer at the 
air-sea interface and the associated molecular diffusion. However, the sea 
surface is invariably covered with surface waves, and under certain conditions. 
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these waves break. When they do, additional transfer mechanisms come into play 
that are more efficient in effecting the transfer across the interface. For example, 
breaking waves entrain air in the form of small bubbles that are propelled into 
the water to depths on the order of the depth of breaking and therefore more 
efficiently transfer properties to the water. Similarly, spray and droplets ejected 
into the air during breaking are an efficient mechanism for transferring water 
vapor, heat, and dissolved gases from the ocean to the atmosphere. Breaking 
waves also create additional turbulence and mixing. These are the reasons why 
wave breaking is quite important to air-sea exchange processes. Wallace and 
Wirick (1992) have shown that the air-sea gas fluxes increase with increased 
surface wave activity. Kitaigorodskii (1984) has proposed that the gas transfer 

velocity is proportional to Sc~^^^ (ve^) , where 8̂  is the dissipation rate at the 

surface, Sc is the Schmitt number, and therefore an increase in the dissipation 
rate by, say, a factor of 50, as recent observations suggest, leads to an increase in 
gas transfer by nearly a factor of 2.5. This is quite significant to air-sea 
interactions and their impact on climate. 

Wave breaking disrupts the cool skin of the ocean, and the appearance of 
warmer water at the surface during a breaking event [see the dramatic IR images 
presented by Jessup (1995) and Jessup et al (1997a,b)] is important to remote 
sensing of SST. It is also important dynamically. Surface waves mediate the 
transfer of momentum between the atmosphere and the ocean. Estimates 
(Mitsuyasu, 1985; Rapp and Melville, 1990) are that a large fraction of the 
momentum flux from the atmosphere to the ocean is transferred initially to 
surface waves, yet only a small fraction (a few percent) of the momentum flux is 
carried out of the generation region by waves (Melville, 1994). This is simply 
due to the fact that wave breaking transfers most of the momentum in the surface 
wave field to the currents. In the process, it also constitutes, a significant addi-
tional source of TKE for mixing in the upper ocean. The resulting increase in 
mixing near the air-sea interface also effects increased transfer across the inter-
face of heat and gases, even in the absence of spray production and bubble 
injection (Dahl and Jessup, 1995). Extensive tower-based measurements during 
the Water Air Vertical Exchange Studies (WAVES) project in the second half of 
the 1980s (Agarwal et al, 1992; Drennan et al, 1996; Terray et al, 1996) and 
other observations using vertical profilers (Anis and Moum, 1992, 1995) and 
from a submarine (Osbom et al, 1992) have demonstrated the existence of a 
region of very high dissipation rate in layers adjacent to the air-sea interface that 
is of profound importance to matters related to mixing in the upper layers and 
air-sea exchanges. 

Wave breaking is one well-known mechanism for dissipation of surface wave 
energy. However, it has been difficult to quantify—even more difficult than 
characterization of the generation mechanisms for surface waves. Consequently, 
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there exists a significant gap in our knowledge and ability to model surface 
waves for various marine applications. 

Because of their importance in a variety of applications, breaking waves have 
been getting increased attention in recent years (Banner and Grimshaw, 1992; 
Banner and Peregrine, 1993; Gemmrich et aL, 1994; Melville, 1996). Breaking 
of surface waves that involve air entrainment or whitecaps is invariably due to 
spilling on the forward face of the wave. The sea surface area covered by 
whitecaps is a strong function of the wind speed. Whitecaps begin to appear on 
the sea surface at a wind speed of about 3 m s"\ Phillips (1985) and Wu (1988) 
find that the fraction of the sea surface covered by whitecaps is proportional to 
the cube of the friction velocity, 

f^~0.2u*^ (5.9.1) 

where u* is the air-side friction velocity in m s"\ Therefore the fractional area 

covered by whitecaps is never larger than a few percent (Wu, 1995) even at high 
wind speeds (2% at 12 m s~̂ ). Yet, they are important to air-sea transfer, 
because of the entrainment of air bubbles into the water and ejection of droplets 
by breaking waves into the air. These constitute mechanisms that circumvent the 
molecular sublayers at the air-sea interface and hence presumably are more 
efficient in effecting the air-sea transfer of water vapor and gas. Unfortunately, 
very little is reliably known about wave breaking and even the extent of it. For 
example. Ding and Farmer (1994) find a much weaker dependence of the 
fraction of whitecapping, f̂  ~ UIQ. 

A dearth of measurements close to the air-sea interface, especially at high 
wind speeds, and reliance on observations at deeper levels led to the traditional 
view that the law of the wall prevails near the interface. However, recent 
measurements of dissipation rate in the upper layers of the ocean immediately 
adjacent to the air-sea interface at high wind speeds (Gargett, 1989; Drennan et 
al, 1992, 1996; Agarwal et al, 1992; Anis and Moum, 1992, 1995; Osbom et 
al, 1992) have demonstrated quite conclusively that the dissipation rate in these 
upper layers is one to two orders of magnitude larger than expected from the law 
of the wall scaling arguments. This is definitely due to the presence of breaking 
waves and their influence on a shallow layer with a depth on the order of the 
wave height. Measurements of dissipation rate in the northeast Pacific show 
marked elevations in the surface layer and with a z~̂  behavior much different 
from the classical z~̂  wall layer dependence (Denman and Gargett, 1995). Figure 
2.2.4 shows dissipation rates near the ocean surface scaled as 

f, 
(5.9.2) 

Equation (5.9.2) is equivalent to assuming that the wave field is fully developed. 
The WAVES observations were mostly for immature wave fields. 
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Laboratory measurements of Rapp and Melville (1990) also show enhanced 
dissipation levels due to surface wave breaking. These observations (Melville, 
1994) show that more than 90% of the energy lost due to breaking is lost quite 
quickly, within about four wave periods, with the breaking event itself lasting 
approximately a wave period, and more than 50% of the energy loss is expended 
in entraining air bubbles against the action of gravitational forces. The 
bulk of the dissipation takes place in a layer of a depth on the order of the height 
of the breaking wave and not its wavelength. After four wave periods, the 
dissipative layer is 1-2 wave heights thick, but even after 100 wave periods, its 
depth is still on the order of the wave height. This suggests that the influence of 
wave breaking in elevating the dissipation rate in the upper ocean is normally 
confined to a layer several meters thick near the air-sea interface. 

Field observations of wave breaking processes are inherently difficult to 
make. In addition to conventional techniques, active microwave and acoustic 
methods are being used (Melville, 1996). Acoustic methods appear to be 
especially promising. Breaking waves lead to bubble entrainment, and the bubble 
cloud in turn causes generation and radiation of acoustic energy that is useful for 
tracking and quantifying wave breaking. At frequencies greater than 1/2 kHz, the 
radiated acoustic energy appears to correlate well with the energy dissipated 
(Melville, 1996). Ding and Farmer (1994) have been able to use this radiated 
acoustic energy to infer the characteristics of the breaking events. 

Gargett (1989) found that the dissipation rate in the upper layers of the ocean 
decayed as z~̂ . This decay law is similar to that due to turbulence created by a 
stirring grid (Hopfinger and Toly, 1976), which can be characterized by a 
turbulence velocity scale q ~ z~\ and a turbulence length scale i- z, where z is 
the distance from the grid, so that the dissipation rate e- q^/i- z^ and the eddy 
viscosity (~q ^) is constant. Thus there is a rapid decay of TKE (~z~ )̂ in this 
layer and therefore its contribution to mixing in the bulk of the OML and hence 
to its deepening may not be very significant, unless the OML is rather shallow. 
The presence of this layer of elevated turbulence and dissipation rate is however 
quite important to air-sea exchanges. 

Terray et al (1996) present a comprehensive review of the enhanced 
dissipation in the near-surface layers. They argue that since the depth of the 
region of wave breaking scales as the wave height for a monochromatic wave 
(Melville, 1994, 1996), for a spectrum of waves, the relevant scale should be the 
significant wave height Hg. Using Eq. (5.7.1) to estimate the growth rate and 
hence the flux of energy to growing waves from the expression, 

- L = ^ . u 4 c - P ^ = g j f ^ i ^ n d e =g\h^(n,0)dnde (5.9.3) 
Pw Pw Pw ^̂  
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they show that c/Cp increases Hnearly with u*/Cp up to u*/Cp values of 0.075, 

beyond which it remains constant at approximately 0.5 (see Figure 5.9.1). Since 
dimensional arguments suggest that 

F/Pv 
• = f (5.9.4) 

they argue that close to the surface, the second term is unimportant, thereby 
deriving a power law dependence of normalized dissipation rate on z/Hg, 

F/Po H, 
(5.9.5) 

in the range of wave age Cp/u* between 4.3 and 7.4 (the exponent is derived from 
a fit to data). This contrasts with the scaling used in Figure 2.2.4, based on Eq. 
(5.9.2), which displays considerable scatter and fails to collapse the WAVES 
data. 

Craig and Banner (1994) used second-moment closure to simulate turbulence 
generated by breaking waves and found a z"̂ "̂  power law dependence for 
dissipation rate. Anis and Moum (1992) found a z"̂  dependence in their 
microstructure measurements. Drennan et al (1996) also found a z"̂  dependence 
in ship observations during SWADE consistent with the WAVES tower 
observations of Terray et al. (1996). Thus there is considerable disagreement as 
to the exact value for the exponent of the power law and it is not clear at this 
point what the decay rate should be. 
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Figure 5.9.1. Dependence of the ratio of the effective velocity in the wave energy flux to the phase 
speed at the peak of the spectrum with inverse wave age. Note the nearly constant value for young 
waves (from Terray et al., 1996). 
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Sufficiently far away from the wall (at z ~ 3.6HsC /u*), one recovers the law 

of the wall scaling: 

- ^ = - (5.9.6) 

This depth at which the law of the wall is attained can be as large as 8-10 m for 
a very mature sea (wave age ~ 30), consistent with the observations of Anis and 
Moum (1992) and Osbom et al. (1992). Immediately adjacent to the wall, for 
values of z less than about 0.6 Hs, it is possible that the dissipation rate is 
approximately constant and equal to the value given by Eq. (5.9.5) at z = 0.6 Hg, 
although experimental evidence for this is still lacking. 

Note that the ratio of the energy flux from the wind to the waves to that 
directly to currents is 3/Us ~ 2^/u*, where based on Jin Wu's estimate (Wu, 
1975) the drift current Us has been put equal to u*/2. Figure 5.9.2, from Terray et 
al. (1996) and showing the dependence of 3/u* on wave age, illustrates the 
gross underestimate in the energy flux to the ocean if the pathway through 
breaking waves is ignored. Models of mixing in the OML must account for this 
energy flux, especially for shallow diurnal OMLs. 

Thorpe (1992b, 1995) has reviewed the dynamics of the surface layer, 
including the bubble-cloud-affected surface layer. Thorpe (1993) suggests that 
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the energy loss per unit surface area due to wave breaking can be parameterized 
as 

f t 
—-3.0x10"^ U ô — (5.9.7) 

Po [Sj 
where Cb is the characteristic speed of the breaking waves. The value of Cb/Cp 
varies from 0.4 to 0.75 (Melville, 1994; Ding and Farmer, 1994). The phase 
speeds Cb is approximately equal to 'c, since waves much beyond the spectral 
peak are saturated. 

The enhanced dissipation rate and entrainment of air bubbles by breaking 
waves both enhance gas transfer across the air-sea interface. Waves begin to 
break around 3-5 m s"̂  and the enhanced dissipation rate in the surface layer 
leads to enhanced gas transfer rates (Kitaigorodskii, 1984) even without the 
entrainment of air bubbles. Bubble entrainment however increases rapidly with 
the increase of wind speed. Above a wind speed of 12 m s~\ bubbles may 
therefore dominate the gas flux across the interface. See Thorpe (1992b) for a 
recent review of the subject of bubble clouds formed by wave breaking and their 
role in air-sea gas transfer. 

Observations are continuously adding to our knowledge of wave breaking 
processes. But much remains to be done, especially in modeling their effects on 
air-sea exchange. Melville (1996) points out that strongly wind-forced short 
wavelength (10-100 cm) surface waves which have steep forward faces and 
which break almost continuously make their appearance at very high wind 
speeds but have not at all been studied. Studies of breaking waves and their 
impact are still in their infancy. 

5.10 SATELLITE MEASUREMENTS OF OCEAN WAVES 

Traditionally waves have been measured using in situ sensors. In addition to 
special observational programs such as HEXOS and RASEX, autonomous buoys 
deployed in the coastal oceans of the United States and elsewhere have carried 
wind and wave sensors that have increased our knowledge of the wave field 
around the globe. However, these traditional methods have grossly inadequate 
spatial and temporal coverage. But the advent of satellite-borne microwave 
sensors has enabled wave fields to be measured and monitored on a global basis. 
In addition to the sea surface height, satellite radar altimeters provide infor-
mation on the significant wave height. The distortion of the radar pulse by the 
sea surface contains information on the sea state, and the significant wave height 
can be estimated from the slope of the leading edge of the altimeter return pulse, 
if one assumes that the spatial statistics of the sea surface are linear and Gaussian 
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Figure 5.10.1. Wind speed (top) and significant wave height (bottom) measured from TOPEX 
altimeter (courtesy of NASA). 
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(Cotton and Carter, 1994). Past altimetric missions such as SEAS AT and 
GEOSAT, current ones such as ERS-1/2 and TOPEX/Poseidon, and future ones 
such as Jason 1 promise to add considerably to our knowledge of wind-wave 
climate in the global oceans. Figure 5.10.1 is a typical example from the TOPEX 
altimeter, which shows significant wave heights during a 10-day cycle. The large 
wave heights in the southwest Atlantic are noteworthy. Figure 5.10.2, from 
Cotton and Carter (1994), shows comparison of altimetric monthly mean 
significant wave heights derived from GEOSAT, ERS-1, and TOPEX altimeters 
with observed values from 24 NDBC open-ocean buoys deployed along the east 
and west coasts of the United States and off Hawaii. For ERS-1, both fast 
delivery (FD) and off-line products (OPR) are compared. The agreement is 
remarkably good. Figure 5.10.3 shows similar comparisons of wind speed and 
wave height with buoy-measured values from Barstow (1996), showing once 
again the excellent correlation between the two. 
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Buoy Hs (m) Buoy Windspeed (m/s) 
Figure 5.10.3. Comparison of (left) significant wave height and (right) wind speed from TOPEX 
altimetry compared with buoy observations (from Barstow, 1996). 

As a result, we now have global wave climatology from GEOSAT, ERS-1, 
and TOPEX sources, starting from the mid-1980s to present, with some gaps. 
Efforts such as that of Young and Holland (1996), who have put together 
monthly wave climatology from GEOSAT altimeter data on a CD-ROM, are 
underway to make these data widely available. 

Microwave energy, Bragg-backscattered from capillary/gravity-capillary 
waves, enables a synthetic aperture radar (SAR) to provide information on the 
wave field. While the extraction of the wave field information is compUcated by 
the modulation of these short waves by longer ones, the added advantage of SAR 
is the possibility of deriving the two-dimensional wave spectrum. Komen et al. 
(1994) discuss the use of SAR on board ERS-1 for measuring the significant 
wave height and the mean direction of waves globally. 

One of the reasons given for the development of the advanced third-
generation numerical wave model WAM is its potential use in conjunction with 
satellite observations for wave nowcasting and forecasting applications around 
the globe (Komen et al, 1994). Tremendous strides have been made toward this 
goal as can be seen by the examples of operational applications provided by 
Komen et al (1994). Satellite wave field observations have been used not only 
for routine monitoring of the wave field and verification of wave model results, 
but also for assimilation into wave models for a more reahstic depiction of the 
wave fields by the model. Assimilation of satellite observations into the WAM 
model is described in great detail by Komen et al (1994). 

Remote sensing of sea state by microwave sensors is an important and 
steadily and rapidly growing field. It requires study of the details of the 
interactions between high frequency (low wavelength) electromagnetic radiation 
and small scale capillary-gravity waves in the wind-wave spectrum, and of the 
reflection of electromagnetic wavefronts by a sea surface roughened by surface 
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gravity waves. These topics are however beyond the scope of this book, and the 
reader is referred instead to books by Apel (1987) and Komen et al (1994). 

To sum up, this fascinating centuries-old topic of surface gravity waves is by 
no means fully deciphered at present. It still holds many secrets and surprises, 
and much work lies ahead. 

LIST OF SYMBOLS 

a Phillips constant; also Chamock constant 

P Toba constant; also wave growth rate 

6 Wave boundary layer thickness 

Y Kinematic surface tension coefficient 

8 Dissipation rate 

(p Velocity potential; also latitude 

(|)(n) Frequency spectrum 

(|)(n,0) Directional frequency spectrum 

K Von Karman constant 

X Wavelength; also longitude 

X Normalized wave-induced velocity perturbation 

V, Vt Kinematic viscosity (molecular and turbulent) 

0 Angle of the waves to wind direction 

pw, Pa Density of water and air 

^ Sea surface height 

To, Tw Shear stress and wave-induced shear stress 

^(kj) Wavenumber spectrum 

a Wave amplitude 
c, Cg Phase velocity and group velocity 
d Drag coefficient 
p Phase speed at the spectral peak 
d Depth of the water column 
f Coriolis parameter 
g Acceleration due to gravity 
gij Coefficients in a resonant wave-wave interaction matrix 
j Summation index (takes only values of 1 and 2) 
k Wavenumber; also summation index that takes values of 1 to 3 
kj , ks, kc Diffusivity of heat and salt, and a passive scalar (kinematic) 
1 Integral microscale of turbulence 
n Wave frequency 
p, Pa Pressure and atmospheric pressure 
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t T ime 
w Vertical component of wave- induced velocity 
u* Friction velocity corresponding to the air side 
u# Friction velocity corresponding to the water side 
X Horizontal coordinate; also fetch 
Xj Coordinates 
X3 Vert ical coordinate 
z Vert ical coordinate 
Zo Roughness scale 
Zc Crit ical layer height 

A W a v e action 
C W a v e phase speed 
Cg Group velocity 
E Energy density of the wave 
E(ki) Wavenumber spectrum 
F Energy flux from wind to waves 
F(kj,n) Wavenumber - f requency spectrum 
Hi/3, Hs Significant wave height 
L Monin -Obukhof f length scale 
N(kj) Spectral density of wave action 
P M e a n pressure; also probabil i ty 
R Covariance 
Rw W a v e Reynolds number 
S(kj) Spect rum of sea surface slope 
Sij Radiat ion stress 
Ui Fluid velocity 
Uio Wind velocity at anemometr ic height 
Vs Stokes drift velocity due to surface waves 



Chapter 6 

Internal Waves 

In this chapter, we will discuss the salient features of oceanic internal waves 
and their generation, dissipation, propagation, and mutual interactions. Tidally 
generated internal wave solitons are also described. The role of deep-sea internal 
waves in abyssal mixing is discussed. This review relies on and borrows heavily 
from the articles by Olbers (1983) and Munk (1981), and the monograph by 
Phillips (1977). In the interests of brevity, many interesting details are omitted; 
the reader is referred to these sources, which have a more thorough treatment of 
the subject, especially the article by Olbers (1983). Proceedings of a workshop 
on oceanic internal gravity waves held in Hawaii (Muller and Henderson, 1991) 
is also useful. There exists of course considerable literature on one or another 
aspect of internal gravity waves scattered around in scientific journals, the most 
pertinent to our readers being the Journal of Fluid Mechanics, the Journal of 
Physical Oceanography, and the Journal of Geophysical Research. Though 
virtually invisible to the naked eye, internal waves, both in the atmosphere and 
the oceans, are a fascinating and important part of small scale processes in 
geophysical flows. Most of the treatment for oceanic internal waves applies 
equally well to atmospheric internal waves also, but we will not deal with 
internal waves in the atmosphere explicitly here. Their one important 
distinguishing characteristic is that, as they propagate up into the upper 
atmosphere (stratosphere, mesosphere) away from their source regions in the 
lower troposphere, their amplitude increases rapidly commensurate with the 
decrease in the ambient density, and therefore they are quite ubiquitous in 
remotely sensed data of the upper atmosphere. 

615 
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6.1 SALIENT CHARACTERISTICS 

Internal waves occur in stably stratified fluids through the restoring action of 
the buoyancy forces on water parcels displaced from their equilibrium position. 
A good example is internal (or interfacial) waves on the buoyancy (or density) 
interface between two layers of a stably stratified fluid. Akin to the air-sea 
interface, when this interface is disturbed, waves are radiated away horizontally 
along the interface. In the interior of a continuously stratified rotating fluid, with 
characteristic frequencies of N and f, where N is the buoyancy or Brunt-Vaisala 
frequency and f is the inertial frequency, free internal waves are radiated at an 
angle to the vertical, but are confined to frequencies between f and N. In the 
mid/high latitude upper ocean, N is typically one or two orders of magnitude 
larger than f (N ~ 10"̂  to 10"̂  s"̂ ; f - 10^ s" )̂. Therefore at low frequencies, 
close to f, rotational effects are important, and the waves are called inertial-
intemal waves. At high frequencies, close to N and far from f, rotational effects 
are negligible and the waves are called simply internal waves. In the following, 
we will not always use the term inertial-intemal waves, but it is understood that 
internal waves mean inertial-intemal waves when their frequency is comparable 
to the inertial frequency. In the mid/high latitude deep oceans though, f and N 
(typically 10^ s~̂ ) are comparable. It is worth noting that f goes to zero as the 
equator is approached and therefore the rotational effect becomes smaller (fy, the 
horizontal component of rotation, becomes important), and this has an important 
effect on the internal wave (IW) structure and dynamics. Most of our knowledge 
about internal waves comes from midlatitude oceans, although more recent 
observations are adding considerably to internal wave processes in the equatorial 
waveguide (for example, Moum et al, 1992a) and in high latitude oceans (for 
example, Levine et al, 1986, 1997). The earliest work on the subject of internal 
waves is due to Stokes (1847) for two-layer fluids and Rayleigh (1883) for 
continuously stratified ones. 

Internal waves are ubiquitous in the oceans. They show up in temperature, 
salinity, and current measurements almost anywhere in the ocean and have often 
been regarded as a mere nuisance, unwanted, and to be removed from oceanic 
measurements. They produce "scintillation" in acoustic propagation through the 
oceans and therefore are important to underwater acoustics, acoustic 
tomography, and detection of underwater vehicles. But their importance to 
mixing in the deep ocean and hence the dynamics of ocean circulation has been 
recognized only in recent years. They are part of the cascade of energy from 
large scales to dissipation scales in the oceans. The mixing they produce 
disperses pollutants in the deep ocean (and so do internal waves in the 
atmosphere). About 3.5 TW of energy loss in the Earth-Moon-Sun gravitational 
system occurs by generation and dissipation of oceanic tides (Kantha et al., 
1995); it is generally thought that internal tides account for 10-15% of this tidal 
dissipation (Wunsch, 1975; Kantha, 1998; Kantha and Tiemey, 1997; Munk and 
Wunsch, 1998). Their dissipation more than accounts for the 10"̂  m^ s"̂  vertical 
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mixing observed in the deep oceans by modem microstructure measurements 
(Kunze and Sanford, 1996). The energy density in the deep-sea internal wave 
field, an average of 3800 J m"̂  (the canonical Garrett-Munk Spectrum), is larger 
than that in the barotropic tides (an average of 1800 J m" ). Unlike the sea 
surface, which can be calm at times, the ocean interior is never calm because of 
the ever-present internal waves. 

The typical velocity associated with internal waves is 5 cm s ' \ typical 
vertical length scales range from a few meters to about one kilometer, typical 
amplitudes from meters to tens of meters, typical periods from minutes to hours, 
and typical horizontal scales from a few meters to a few tens of kilometers 
(Olbers, 1983; MuUer et al, 1986). Internal tides have wavelengths of 100 
(semidiurnal) to 200 (diurnal) km, and amplitudes often as high as 100 m at 
some places during spring tides. These scales overlap the scales of turbulent 
motions in the ocean and even though these time and space scales can be 
measured easily, it is often difficult to separate the two. Extracting internal 
waves from the background "noise" and potential contamination by fine 
structure and Doppler shift due to prevailing ocean currents involves a series of 
difficult steps (Muller et al, 1986). Herein lies one difficulty in studying 
internal waves. 

The very first observation of internal waves was made by Nansen a century 
ago, when he observed that his sailing ship slowed down considerably in the 
Barents Sea when it encountered a layer of brackish water overlaying saltier 
water. This "dead water" phenomenon was explained by Ekman as being due to 
the energy expended by the ship in generating internal waves on the interface 
between the two layers and the consequent drag on the ship. Lord Rayleigh was 
the first to investigate internal waves in continuously stratified fluids. In recent 
times, the development of dropped fine structure and microstructure measuring 
instruments, moored arrays, and towed sensors has enabled internal waves in the 
oceans to be measured and quantified. These measurements have shown that on 
the average, a remarkable universality exists in the shape of the spectrum of 
midlatitude deep-sea internal waves (see Section 6.6). 

Examples of internal waves are the now-classic observations of the vertical 
displacement frequency spectrum of an isotherm off California by Cairns (1975) 
and towed vertical displacement spectra by Katz (1975). Figure 6.1.1 shows 
observations of the frequency spectrum of vertical displacement of an isotherm 
due to IWs at a depth of 350 m, 800 km off southern Cahfomia, measured by 
Cairns (1975) using a device attached to a mooring that oscillated in the vertical 
about an isotherm. It shows a -2 power law decay and a sharp peak near the 
buoyancy frequency before an abrupt drop-off at higher frequencies. Figure 
6.1.2 shows the wavenumber spectra of vertical displacements of the 12°C 
isotherm in the Sargasso Sea measured by Katz (1975) using a towed device that 
also oscillated around an isotherm. It also shows a -2 power law for the 
spectrum over a broad range of wavenumbers. Figure 6.1.3 shows the frequency 
spectrum of currents from a subsurface mooring at a 600-m depth in the western 
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Figure 6.1.1. Frequency spectrum of vertical displacement of isotherms due to internal waves (from 
Cairns and Williams, 1976). 

North Atlantic (Fu, 1981). Prominent peaks at tidal and inertial frequencies can 
be seen. Finally, Figure 6.1.4 shows the displacement and horizontal current 
spectra from careful measurements conducted during IWEX (Internal Wave 
Experiment) (MuUer et al, 1978). Modem remote sensing instruments such as 
synthetic aperture radar (SAR) have indicated the presence of internal waves 
throughout the global oceans; this they do by detection of the modulation the 
internal waves produced in sea surface roughness. Large internal wave solitons 
generated by the passage of tidal currents through narrow straits and passages 
have been detected in the Sulu and Andaman seas. Figure 6.1.5 shows large 
internal wave soliton packets generated and propagating in the Sulu Sea (Apel et 
a/., 1985). Both internal tides and internal wave solitons are often detectable in 
precision altimetry, even though their surface manifestation is a modulation of 
the sea level by a few centimeters. Figure 6.1.6 shows M2 internal tides observed 
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Figure 6.1.3. Frequency spectrum of currents from a mooring in the Atlantic; the inertial and tidal 
frequencies are shown (left from Fu, 1981) (Right) Profile of buoyancy frequency at the IWEX site; 
the geometry of the IWEX array is schematically indicated (from MuUer et al. 1978). 
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by the NASA/CNES TOPEX/Poseidon precision altimeter (Kantha and Tiemey, 
1997), and Figure 6.1.7 shows the IW solitons observed by the same altimeter in 
the Sulu Sea. 

It is possible to divide internal waves into three components (Levine et al, 
1997) based on frequency: (1) near-inertial waves that have a frequency close to 
the local inertial frequency and hence are strongly influenced by rotation, (2) 
internal tides at both semidiurnal and diurnal frequencies generated by 
barotropic tidal currents flowing over topographic changes, and (3) the internal 
wave "continuum" between frequencies N and f. Most of the work on internal 
waves (see Munk, 1981) is on the third, although the second is getting increased 
attention. Inertial-intemal waves are principally generated in the upper ocean by 
storms and propagate into the interior, and therefore exhibit considerable 
variability in time and space. Kunze (1985) derives a dispersion relation for 
these waves in the presence of geostrophic shear (such as due to mesoscale 
eddies) that suggests that in a warm core (anticyclonic) eddy, near-inertial 
energy generated by winds propagates downward and becomes trapped in the 
core of the eddy, whereas in a cold core (cyclonic) eddy, the energy propagates 
horizontally away from the eddy. This inertial chimney (Lee and Niiler, 1998) is 

10-̂  fvrr i ' i | ' " ' r 'vVinl f f" ' '> 
M2 °'* Ndw '̂ max 

5 10 15 20 

t nrt'!|' 'I 'i 'r »'nh|' *< 
M2 Nchiv 

Frequency (cph) Frequency(cph) 
Figure 6.1.4. Horizontal current and vertical displacement spectra from IWEX; the distribution of 
buoyancy frequency with depth is also shown (from MuUer et al, 1978). 
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Figure 6.1.5. Tidally generated internal wave solitons observed in the Sulu Sea (from Apel et al, 
1985). 
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Figure 6.1.6 Internal tides observed by the NASA TOPEX precision altimeter in the global oceans. 
Note the large ampUtudes near midocean ridges, islands, and other topographic changes. 

an efficient mechanism for propagation of wind-generated near-intertial energy 
into deeper layers. Internal tides are also site-specific. Consequently, unlike the 
continuum, which is remarkably steady in time and homogeneous in space, and 
hence describable by a universal spectrum (Garrett and Munk, 1972, 1979; 
Munk, 1981), no such description exists for these two. 

The internal wave field in the ocean consists of a superposition of many 
waves with different frequencies, wavenumbers, and amphtudes. Waves are 
generated at different locations by whatever mechanisms that prevail at each, 
propagate, and fill the ocean interior, undergoing strong, rapid nonlinear transfer 
of energy between frequencies in the process, before they dissipate and 
contribute to internal mixing in the oceans. The result is a fairly random and 
nearly universal internal wave continuum. Whatever small differences exist help 
identify the sources and sinks (Wunsch, 1975). Because of its stochastic nature, 
this field is best described statistically. Unlike surface waves but not unlike 
turbulence, three-dimensional space and time are involved in such a description. 
One needs to characterize internal waves by a wavenumber-frequency spectrum. 
The forcing of internal waves is broadband, the generation mechanisms many, 
and the nonlinear transfer in spectral space quite strong. In general, the spectrum 
can be represented conveniently as a superposition of linear vertically 
propagating waves with random amplitudes and phases, subject to constraints 
dictated by the dispersion relation. However, because of the strong nonlinear 
interactions, it is difficult to derive the spectrum theoretically (a situation not 
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Figure 6.1.7 Intemal wave solitons observed in 10-Hz TOPEX altimetric records in the Sulu Sea. 
The top panel shows the along-track signal, while the bottom panel shows its wavelet transform 
showing the highlighted soliton packet in alongtrack distance-period space. 

unlike that in turbulence), despite many attempts (McComas and Muller, 1981; 
Henyey et aL, 1986) (for a survey, see Olbers, 1983; Muller et aU 1986). 
Empirical construction has been possible and a notable success in this direction 
is the Garrett-Munk (GM) empirical spectrum of the midlatitude deep-ocean 
intemal wave field (Munk, 1981). Observations indicate that while there are 
deviations from the universal GM spectrum, overall the intemal wave field in 
the deep ocean, away from sources and sinks of intemal wave energy such as 
seamounts and canyons, has a remarkably universal shape and level (typical 
value is 3.8 X 10^ J m"̂  within a factor of two or so). The principal reason 
appears to be the strong and rapid resonant interactions among intemal wave 
modes that tend to rapidly and efficiently restore the spectmm to a universal 
equilibrium form. 

For most purposes in dealing with inertial-intemal waves, those intemal 
waves that have frequencies low enough to be affected by rotation, it is adequate 
to regard the rotation rate as constant (f-plane approximation). For those waves 
that traverse large distances in the meridional direction, latitudinal variations of 
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the planetary rotation, for the most part, can be treated using WKB 
approximations. Horizontal variations in the ambient currents and buoyancy 
frequency can also be dealt with using WKB methods, as long as the scales of 
the variability in the propagating medium are much larger than the length and 
timescales associated with these waves. Most often it is the vertical gradients of 
currents and density that are important to the propagation of internal waves and 
it is permissible to assume horizontal homogeneity of the medium. Therefore, 
the most important parameters for the internal wave problem are the buoyancy 
frequency N(z) and the current U(z). N has a maximum immediately below the 
mixed layer in the seasonal thermocline (typically 10'^ s"̂  or a period of 10 min) 
and another in the permanent thermocline (roughly 10"̂  s~\ a period of 1.5 hr). 
In the deep ocean N can be as low as 10"̂  s~̂  (a period of 16 hr). 

Internal wave motions are also important in the atmosphere, not only because 
they can transfer momentum and energy from near the ground level up into the 
atmospheric column, but also from considerations such as clear-air turbulence 
resulting from breaking internal waves. Their dynamics are very much similar to 
oceanic internal waves, but the sources are somewhat different. Orography such 
as mountain ranges are primary sources of internal waves in the atmosphere. 
Spectacular cloud formations showing internal waves in the lee of mountain 
ranges such as the Rocky Mountains and Sierra Madre are routinely visible in 
satellite imagery (see Chapter 3). These internal waves radiate energy and 
momentum upward well into the troposphere and the upper atmosphere. The 
rapid decrease of atmospheric density with height causes the wave amplitudes to 
also increase rapidly with height and this is why internal wave motions are very 
prominent in the upper atmosphere. Critical layer processes and exchange of 
momentum between internal gravity waves and the mean flow are also 
important to the dynamics of the lower atmosphere. Atmospheric tides (see 
Chapter 6 of Kantha and Clayson, 1999) are essentially internal waves with 
semidiurnal and diurnal frequencies generated by solar radiation absorption in 
the troposphere and the middle atmosphere. Vertically propagating long-period 
internal waves generated near the equator are thought to be responsible for the 
quasi-biennial oscillation with a period of 26 months observed in the tropical 
stratosphere (Lindzen, 1990). Large eddies in the daytime CABL also generate 
internal waves (which drain energy from these eddies) at the top of the inversion 
capping the CABL, and intermittent breaking of internal waves constitutes an 
important source of mixing in the stably stratified NABL (see Chapter 3). 
Internal waves in the vicinity of the capping inversion are evident in remote 
probing of the atmospheric boundary layer by lidars and radars. Typical 
buoyancy period in the atmosphere is about 5 minutes (Lindzen, 1990), 
comparable to the values in the oceanic seasonal thermocline. 
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6.2 GOVERNING EQUATIONS 

Internal wave motions can be modeled using incompressible Navier-Stokes 
equations under Boussinesq approximation. Neglecting viscous stresses. 

ax 
^"•^ = 0 (6.2.1) 

^ + -^(ujUk)+ejk,fkU,= - | ^ + b j 8 j 3 (i=l,2,3) (6.2.2) 

| ^ + - ^ ( u , p ) = 0 (6.2.3) 
a t dXy. 

where p, p, Uj are the density, pressure divided by density, and velocity, and 

bj is the buoyancy ( = gp/po), where g is the gravitational acceleration. Now 

consider a small departure from equilibrium with the fluid stably stratified in the 
vertical and in hydrostatic equilibrium: 

iij=Uj 

p = p(z)+p (6.2.4) 

p = P+p 

The equations for perturbation quantities p , Uj, and p become 

3uj 3w 
-± + ̂  = 0 (6.2.5) 
dXj dz 

auj 9uj ap 
^ + Ui, =̂  + 8ii,ifi,Ui = 

at ^ axk ' dx + U k ^ + 8jkifkUi = - ^ (6.2.6) 

3w 3w 3p , ,^ ^ ^, 
-—+ Uk—- = - - ^ + b (6.2.7) 
ot dX]̂  dz 

— + U k - ^ + w - ^ = 0 (6.2.8) 
dt dxy. dz 

with j = 1, 2 (indexes k and 1 assume values of 1 to 3), and we have separated 
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the horizontal component equation from the vertical component of velocity w. 
Eliminating the p terms in Eq. (6.2.6) and (6.2.7) by cross differentiation, 

at 
9uj dw 

dz dxi 
3b f 3^1 _ 3 

ikl k — 

9xj dz 3xj 

dw 9 u j ^ 

3xv dz\ dX], 
(6.2.9) 

Equation (6.2.8) can be written as 

9b 2/ \ db 
- = N ( z ) w - u , — (6.2.10) 

where N (z) = —-—— is the square of the buoyancy (Brunt-Vaisala) 
Po az 

frequency. Taking d/dt of Eq. (6.2.9) and using Eq. (6.2.10), 

32 f 3uj 3w ^ 

8t^ dz dxi 

d d _ dw 

3t 1 dx^ \ dxy^ 

d ( 5uj 

oz dxv 

(6.2.11) 

8 x i 

9b 

9xi, 

Now taking the horizontal divergence 3/3xj and using Eq. (6.2.5), 

f -,2 

de 
3 w 3 w 2„ , ^ 

3z^ dx^dx^ 
- N ^ ( z ) a'w 

3xj3xj 3t3z 
f e ^"' ^k<^jkl 

ax, 
+ 8 jkl 

af k d\ 
axj ataz 

^3 ^ 

ataxjaz 
- U k 

auj 

axv axjaxj 
ab a 

dXj^ dt 

I dw 

9^k V ^ /J 

(6.2.12) 

Note that in Eqs. (6.2.9)-(6.2.12), j can take values of 1 and 2 only, while k can 
assume values of 1, 2, and 3. If we recognize 

_ aui 
^ - ^ jkl :̂̂  

dX: 
(6.2.13) 
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is the vorticity vector, and invoking f-plane approximation ^i^ = 0 , 
3X; 

di^\ 3x;3x; 3z^ 
y J J y 

+ N 2 ( Z ) 3'w 3cOk 

3xi3xi dz\ dt 
r ) 

= R(xj,z, t) (6.2.14) 

where 

R(xj,z, t) -
d' ( 9uj 

3t3xj3z 3xt 3xj3xj 

ab d( dw ̂  
3xv 3t 3xv 

(6.2.15) 

An equation for vorticity can be written, 

— ^ + (uiCOk) + T—(wcOk) = - - - — ( f k ^ i i ) 
3t ^x^ J ^ ^ az^ ^ ^ 3x1^^ ^̂  

and therefore the following expression can be substituted in Eq. (6.2.14): 

(6.2.16) 

^ at ^ax i^^ ^̂  ^ ( ^ j ' ^ ) " ^ ( ^ ' ^ ) 3xj ^ ' dz 
(6.2.17) 

We then obtain, recognizing that (fj, f2, fa) = (0 ,0 , f) and therefore that only 

the vertical component (O3 need be accounted for in the vorticity equation. 

â  ( a^w d^v/^ 
dt' axjaxj aẑ  

where 

R(x j , z , t ) = R(xj ,z , t ) - fk 

+ N ' ( Z ) 
a^w 

axjaxj 
+ f ' ^ = R(x j , z , t ) (6.2.18) 

az 

aui, a / \ a / >. 
axi axj ^ ' ^ dz 

(6.2.19) 

We have therefore managed to obtain an equation for the vertical velocity 
perturbations in a stably stratified fluid on a rotating plane. R contains all the 
nonlinear terms in the equation. If we now consider only infinitesimal 
disturbances and assume zero mean shear, aUj /az = 0, then we get R = 0 and 

the governing equation for infinitesimal internal waves in a stably stratified fluid 
becomes 

_a_ 
at̂  

'^ ^^"' ^ a^w ..2 3'w a'w 
axĵ ax]̂  

-N^(z) 
9xj3xj 

-+f^ 
dz' 

= 0 (6.2.20) 
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We can seek wave-like solutions to this equation, 

w ( x j , z , t ) = W(z)expri(kjXj-nt)l (6.2.21) 

where kj is the horizontal component of the wavenumber (k^ is the vertical 

wavenumber) and n is the intrinsic frequency of the internal wave. Equation 
(6.2.20) then reduces to 

^ 2 ^ / ' M 2 / . ^ _ . 2 > ^ 

dz^ - + 
N^(z)-n^ 

n^-f^ 
khW=0 (6.2.22) 

\l/2 ( 2 2 \ k 1 + k 2 I is the magnitude of the horizontal wave vector. 

6.3 VERTICALLY PROPAGATING SMALL SCALE 
INTERNAL WAVES 

When the vertical scale of the ambient stratification is large compared to the 
scale of the internal waves, N(z) can be regarded as a slowly varying function of 
z, and WKB methods can be used to obtain solutions to Eq. (6.2.20). However, 
it is easier to regard N(z) as constant in Eq. (6.2.22) and seek solutions. The two 
methods are equivalent. In the former, N(z) is regarded as a constant locally, 
whereas in the latter, it is assumed explicitly to be a constant. If we now seek 
solutions of the form 

W(z) = Aexp(ik3z) (6.3.1) 

so that we are seeking solutions of the form 

w(xj , z, t) = Aexp i(kjXj +k3Z~ntj (6.3.2) 

substitution of Eq. (6.3.1) in Eq. (6.2.22) or Eq. (6.3.2) in Eq. (6.2.20) gives the 
dispersion relation for internal waves, 

^k3t_N^-n'_ 2 ^^ =tan^e (6.3.3) 
h ' kh n^-f^ 

where 0 is the inclination of the total wavenumber vector to the horizontal plane. 
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This equation can be rearranged to yield 

n^=N^cos^e + f^sin^e (6.3.4) 

Note that 

^ = sin0, ^ = cose, (6.3.5) 
k k 

where k is the magnitude of the wavenumber vector, 

k^=k^+k^=k jk j+k^ (6.3.6) 

There are two important consequences of the dispersion relation for internal 
waves [Eqs. (6.3.3) or (6.3.4)]: 

1. The intrinsic frequency n is independent of the magnitude of the wave 
vector k and depends only on the inclination of the wave vector to the 
horizontal, angle 9: 

n = n (0) (6.3.7) 

2. The intrinsic frequency is bounded on both sides: 

f < n < N (6.3.8) 

This means that internal waves with frequencies greater than the Brunt-Vaisala 
frequency or with frequencies less than inertial frequency cannot exist. In other 
words, the period of wave motions must be less than the inertial period and 
greater than the buoyancy period. Internal waves that satisfy the dispersion 
relations [Eqs. (6.3.3) and (6.3.4)] are also called inertial-intemal waves. When f 
= 0, or when n » f, it is possible to ignore f in all considerations so that the 
dispersion relation becomes 

n=N cos e (6.3.9) 

Such waves are simply called internal waves. 
The independence of the intrinsic frequency from the magnitude of the wave 

vector is a very unusual property peculiar to internal waves. Most other wave 
motions have n dependent on k (for example, surface gravity waves and 
planetary Rossby waves). Internal waves are anisotropic and their frequency 
depends on the direction of their propagation with respect to the vertical. 
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For the case of no rotation (f = 0), a simple dynamical explanation for Eq. 
(6.3.9) was given by Phillips (1967). Consider a fluid particle displaced upward 
along a plane inclined at an angle 9 to the vertical, by a distance x parallel to the 
plane (see Figure 6.3.2). Its excess density relative to its surroundings is the 
background density gradient times its vertical displacement (xcosG). This 
gives rise to a buoyancy force that acts vertically downward. The component of 

dp 
this along the plane of motion is —^ x cos 0 • g cos 0 . This must be balanced by 

[dz ) 
the acceleration downward of the fluid parcel along the inclined plane: 

P O T T 
dt 

d ^ 

dt^ 

; — • X C O S ^ 0 
dz 

- ( N ^ C O S ^ 0 ) X =0 

(6.3.10) 

This is a simple harmonic oscillator with frequency n=Ncos0 . Therefore the 
fluid particle oscillates in a plane inclined at an angle to the vertical with 
frequency Ncos0. When 0 = 0, n = N; a fluid particle displaced in the vertical 
in a stably stratified fluid oscillates in the vertical plane with a frequency equal 
to the buoyancy frequency of the fluid. This is the maximum frequency possible 
for wave motions. If one remembers that because of the incompressibility of the 
fluid, particle motions are constrained to planes normal to the wave vector k j , 

then 0 is also the inclination of the wave vector to the horizontal. 
For low frequency inertial-intemal waves (n close to f), the particle motion is 

primarily in a plane very close to the horizontal plane (Figure 6.3.1). If N = 0, 
the resulting fluid motions are called inertial oscillations, and Eq. (6.3.4) 

near inertial frequency 

J ^ 
near buoyancy frequency 

¥" 
Figure 6.3.1. Relationship of the wavenumber vector and the group velocity vector to the horizontal 
for a nearly inertial and nearly internal wave (from Munk, 1982). 
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becomes 

n = fsine (6.3.11) 

These oscillations can be explained dynamically as follows. If a fluid particle 
is once again displaced in a plane inclined at angle 0, there is a Coriolis force 
that acts perpendicular to the displacement velocity and its magnitude is 
proportional to the velocity dx/dt and the component of f perpendicular to the 
plane of motion f sin 9. The acceleration of the particle is therefore 

d^x dx 
^ + i—•fs ine = 0 (6.3.12) 
dt^ dt 

where x=Xi+ix2, a complex quantity needed to account for the non-

unidirectional motion caused by the fact that the Coriolis force acts 
dx 

perpendicular to the fluid motion. The solution is e x p ( - i f s inGt) , 

which describes inertial oscillations with frequency f sin 9. The particle traces a 
circle in the inclined plane once every inertial period. 

For inertial-intemal waves f < n < N, the motion is influenced by restoring 
forces due to both buoyancy and the action of Coriolis acceleration. 
Consequently, the particle motion is elliptic on a plane inclined at an angle 9 to 
the vertical, with the minor axis horizontal. For n —> N , the displacement is 
primarily vertical, and restoring forces due to buoyancy dominate. For n -> f, 
the displacement is primarily horizontal and the Coriolis force produces an 
inertial oscillation (see Figure 6.3.1) 

The particle velocities can be written as (Olbers, 1983) 

w(xj ,z , t ) = - r ^ ^ — ^ n k 3 exp[i(kjXj+k3Z-nt)] 

Ui(xj, z , t ) = r(nki+ifk2)expri(kjXj+k3Z-nt)l (6.3.13) 

U2(xj, z, tj = r (nk2- i fk i ) exp ifkjXj 4-k3Z-nt) 

It is implied that only the real part is taken in Eqs. (6.3.11)-(6.3.13). These 
velocities indicate elliptic polarization of particle motion that takes place only in 
the plane orthogonal to wavenumber vector k because of the constraints 
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imposed by incompressibility. For near-inertial frequencies (n ^ f) , it is easy 

to see that w ^ 0 and the particle motion is almost horizontal (k^ » k3) and 

circular. As n increases, the ellipse is more and more inclined toward the vertical 
and its eccentricity increases. As n -> N , the motion becomes primarily vertical 
(kg » kh). If r is chosen to be 

1 / ^XT2 

nku 
N -n^ 

N^-f^ 

xl/2 

(6.3.14) 

the wave density, averaged over a wave period, can be written as 

3=l(u,u; + N^CC)-2a^ (6.3.15) 

where a is the current amplitude, C, is the vertical displacement, and * indicates 
complex conjugates: 

C(xj,z, t) = - exp ifkjXj H-kgZ-ntj (6.3.16) 

The pressure is given by 

pfxj, z, tj = c(n^ -f^ jexp i(kjXj +k3Z-ntj 

and 

w(x j ,z , t ) = a 

The energy flux vector is 

F, = pu; = 2a c,i = Ecgi 

(6.3.17) 

expri(kjXj+k3Z-nt)l (6.3.18) 

(6.3.19) 

This shows that the wave energy flux is the product of its energy density E 
and its group velocity Cgi. This expression holds for many types of wave 
motions. The group velocity Cgi is given by 

Cgi = 3k: 
(6.3.20) 
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An expression for this can be derived using the dispersion relation (6.3.3), 

N^-n^ n^-f^^ 

"^^'"^^'"^^ " nk^ N^-f^ 

n ^ - f ^ ^ 

^'^^'^~w^^' (6.3.21) 

The phase velocity is, of course, 

k 
(6.3.22) 

It is easy to see that CiCgi=0, i.e., the phase propagation and group 

propagation are orthogonal to each other. Energy flux is therefore parallel to the 
wave crests (Figure 6.3.1). This was shown in beautiful experiments in a 
laboratory tank by Mowbray and Rarity (1967) for pure internal waves (Figure 
6.3.2). This is once again just a consequence of the transverse nature of wave 
motions in incompressible fluids. The fluid velocity is perpendicular to the wave 
vector, and hence to the direction of phase propagation, so that the energy flux 

vector pUj is perpendicular as well and so is the group velocity. 

The kinetic energy density is given by 

K=Y(UIU;+U2U;+W'J (6.3.23) 

Energy Flux 

n>N 

?cose 

Phase fronts 

Figure 6.3.2. Sketch showing propagation of internal waves away from the oscillating source in a 
Unearly stratified fluid. Note the characteristic St. Andrews cross pattern and the orthogonality of 
phase and group velocity vectors (adapted from Mowbray and Rarity, 1967). 
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and therefore 

K=P^a^ 
n^-f^ n^+f^ N^-n^ 

N^-f^ n^ N^-f^ 

6 Internal Waves 

(6.3.24) 

The potential energy density is 

2 ^ 2 N^-f^ 
(6.3.25) 

There is no equipartitioning of energy between potential and kinetic energy 
for inertial-intemal waves. As n ^ f, P ^ 0 and the energy is totally in 
horizontal inertial oscillations. Cg ^ 0 for n -^ f (and n -^ N ). 

It is instructive to consider pure internal waves (f = 0). Then we can write 

C(xj ,z , t ) = - ^ e x p [ i (kjXj+k3Z-nt)] 

w(xj , z, tj = (acos0)exp i(kj Xj+k3Z-nt j 

Uj(xj ,z , t) = -^(as in0)exp mkjXj+k3Z-nt )l (6.3.26) 
kh L J 

p(xj , z, tj = (atan0)exp ifkjXj +k3Z-nt j 

K = P = ^ a 2 

There is therefore equipartitioning of energy density between kinetic and 
potential energy for pure internal waves. 

Figure 6.3.1 shows the relationship between the wavenumber vector k (and 
phase velocity c ) to the group velocity Cg (and fluid velocity u) for 

predominantly inertial and predominantly internal wave packets with crests and 
troughs normal to the paper. The packet slides sideways along the crests. 

The ansiotropic nature of internal waves is responsible for its unusual 
properties of reflection at a sloping boundary. Since the frequency of the 
incident and reflected waves must be the same, their inclination to the vertical 
must be the same, no matter what the inclination of the sloping boundary might 
be. The angles of incidence and reflection are therefore not the same, except for 
a horizontal boundary. This often leads to reduction or expansion of the 
reflected beam, leading to transfer of energy in wavenumber space. At the same 
time, the resulting velocity due to the combination of incident and reflected 
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waves must be parallel to the reflecting boundary. For a given frequency, there 
is a value of angle a of the boundary for which the reflection is along the 
boundary 

a , = 9 0 - e = tan"^ 

1/2 

(6.3.27) 

For angles less than a^, the wave energy is forward reflected. For a > a^, 
the reflection is backward, back toward the direction in which the wave is 
incident (Figure 6.3.3). Wunsch (1972) suggested that the peak in the spectrum 

a < a c 

a>(Xc 

Figure 6.3.3. Reflection of internal waves at a sloping boundary for (top) incidence angle less than 
critical and (bottom) greater than critical. 
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of temperature fluctuations off Bermuda is due to the accumulation of wave 
energy at frequency n determined by Eq. (6.3.27). Off Bermuda, a ~ 13° and N 
= 2.6 cph, yielding the peak at n ~ 0.6 cph, close to the observed peak at 0.5 cph 
(Munk, 1981). 

Pure inertial waves (N = 0, n > f) have similar reflection properties since they 
are also ansiotropic waves with only the inclination to the horizontal appearing 
in the dispersion relation. 

An alternative way of looking at reflection properties is to consider which 
frequencies are forward reflected (or transmitted) and which ones are backward 
reflected (reflected) for a given slope. 

nl = N^ sin^ a + f ̂  cos^ a (6.3.28) 

gives the critical frequency Uc for a given a. For n -^ n^,, the group velocity of 
incident and reflected waves are in the same direction, and for n < n^ in the 
opposite directions. Thus, low frequency components (n < n^) of an incident 
wave field are reflected back, impinging on a sloping bottom, and high 
frequency components proceed upslope (Olbers, 1983). The wavenumbers of the 
reflected and incident waves are related thusly (Olbers, 1983) 

(l + tan^ a sin^ o) k} + 2k2 tan a 

f l - tan^asin^ o) 

k2 = k'2 (6.3.29) 

(l + tan^ asin^ 0)k3 +2k} tanasin^ 0 

f l - t an^as in^e) 

Near the critical angle â , given by tan^ a^ sin^ 0 = 1, or near critical frequency 
nc, there can be an accumulation of energy near a sloping bottom as Eriksen 
(1982) showed. 

E r = E i 4 - E i / ( n - n , ) ' (6.3.30) 

SO that as n ^ n^, Er, the energy density, increases rapidly. 
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6.4 VERTICAL STANDING MODES 

Equation (6.2.20) can be used to obtain solutions for a wave propagating 
horizontally with a large enough wavelength to feel the bottom. The solution 
depends on the functional form of N(z). Closed form solutions are possible only 
for specific distributions of the Brunt-Vaisala frequency. One of the simplest 
cases is for N = constant. The appropriate boundary conditions are 

W = 0 at z = -H (6.4.1) 

and 
9 dW 9 

n^^^-—gk^W=0 atz = 0 
dz 

(6.4.2) 

The latter is derived from constancy of pressure at the free surface. Equation 
(6.4.2) can be simplified further. Near the free surface, substituting 

W(z) ~ exp 
^N^-n^^ ' ' ' 

n^-f^ 
kz (6.4.3) 

the ratio of the first term to the second term is 

n 
gk 

2 r N2.n2 '̂ .1/2 

n^-f^ 
. ^ , . 0 ( 1 0 - ) (6.4.4) 

where Us is the frequency of the surface wave with the same wavenumber k. 
Therefore, to a good accuracy, a rigid lid approximation holds for internal waves 
(for n » f ), which produce very small vertical displacements at the free surface. 
These small surface displacements are nevertheless important for remote sensing 
of internal waves such as solitons in altimetric data (see Section 6.7). Thus, Eq. 
(6.4.2) can be replaced by 

It can be verified readily that 

where 

w = 

w 

l 2 _ 

= Oatz = 0 

= a sin mz 

-ic^ N ' 
n^-

-n' 

-f' 

(6.4.5) 

(6.4.6) 

(6.4.7) 
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satisfies Eq. (6.2.22). Thus there exist an infinite number of discrete internal 
wave modes satisfying the relationship 

n 2 1 2 
mnH=n7C n=l,2- (6.4.8) 

For a general N(z) distribution, Eqs. (6.2.22), (6.4.1), and (6.4.2) constitute 
an eigenvalue problem, the solution of which yields the modal structure and the 
dispersion relation. Analytical solutions are, however, not possible. In general, 
in the range of depths were n < N(z), oscillatory solutions exist. The first mode 
has a single maximum for w and corresponds to up and down motions of this 
region, the pycnocline. The second mode has a zero crossing and corresponds to 
pulsatory motions of the pycnocline. 

It is found that the lowest mode is usually the most energetic, especially 
when the pycnocline is sharp. Then it is very much similar to a surface wave on 
the air-sea interface. For the most simple case of f = 0, and N = 0 outside the 
sharp pycnocline, it is possible to obtain solutions by simple matching of the 
solutions in the upper and lower layers across the buoyancy interface (Phillips, 
1977; Munk, 1981). In general, to derive dispersion relations for modes that leak 
their energy into waves propagating into the interior, we will follow a slightly 
different approach. 

Consider the buoyancy distribution in Figure 6.4.1. Locations z=-d+ and 

z= -d. denote the upper and lower edges of a diffuse interface (8=d_ - d j ) , 
where the buoyancy frequency N(z) is prescribed. Let N=No in the lower layer 
and N = 0 in the upper layer. The solution in the upper layer satisfying the 
boundary condition (6.4.5) is 

W = Asinh(khz) (0<z<-d+) (6.4.9) 

z = -d. 

N = N (z) 

z = -d. 

Figure 6.4.1. Idealized buoyancy and buoyancy frequency distributions across a diffuse pycnocline. 
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The solution in the lower layer is 

W = Bexp(ik2z) (d_ < z) 

where 

^N. V 

V n y 

- 1 

639 

(6.4.10) 

(6.4.11) 

To allow for internal waves radiating energy down away from the pycnocline, n 
and kz must be regarded as complex values. 

In the pycnocline itself, analytical solutions are not possible for a general 
distribution of N(z). But for a diffuse thermocline, perturbation solutions in 
terms of parameter k^ 8 (kij8«l) are possible. The idea is to obtain W and 

dW/dz in the thermocline correct to 0(kh£) and match these to the solutions in 

the upper and lower layers. The zeroth-order solution yields the dispersion 
relation for a sharp pycnocline, which can only sustain the lowest mode. For the 
lowest mode. 

W(-d+) = w ( - d _ ) 

dz ^ ^^ dz ^ -^ J 
d^W 

dz" 
dz 

(6.4.12) 

(6.4.13) 

Substituting for d^ W/dz^ from Eq. (6.2.22), 

L.H.S=Lt fk^W 
£ 

1-
1 dAb 

dz 

= -k^W(-d) 
Abo 

(6.4.14) 

Using Eqs. (6.4.9) and (6.4.10) in Eqs. (6.4.12) and (6.4.14) gives 

n-l 

n =khAb coth(khd)+i- (6.4.15) 
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This is correct to O(khe). Replacing the second term by coth k^ (D-d), where 

D is the depth of the ocean, gives the classical dispersion relation for the lowest 
mode internal wave on a sharp pycnocline, 

n^ =khAb{coth(khd) + coth[kh(D-d)]} ^ (6.4.16) 

Expanding W(z) in the pycnocline in terms of kjj8, it can be shown 

w(-d_) = Wo{l + kh8[coth(khd^)-p(l + Ii) + 0(kh8f]} (6.4.17) 

dW 
dz 

where 

(-d ) = Wokh 
[p-coth(khd^)-(khe)] 

[l + pI , (cothkhd,-3)+p^l2]+0(khef 

p -

-d 

1 ( 

khAb 

• Ab(z) 

(6.4.18) 

e J Abn 

(6.4.19) 

(6.4.20) 

-a 

41 
- d . 

Ab(z) 

Abn 
dz (6.4.21) 

Note that 0 < I2 < Ii < 1. For linear stratification, Ij = -1/2 , I2 = -1/3 . 

Matching Eqs. (6.4.17) and (6.4.18) to those given by Eq. (6.4.10) gives 

\ = l -kh8 l2COth(khd) + ^ ( l 2 - 2 I i - l ) 
no L ^^ "̂ h 

l + 2 i ^co th (khd ) + coth^ (k^d) 
ik 

coth(khd) + ^ 

(6.4.22) 
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where 

2 ^ k^Abo ^ ^̂ _4_23) 

coth 
1 -1 ik 

This is the dispersion relation for the lowest mode on a diffuse pycnocline. In 
general, n, ng, and k^ are complex. For a standing vertical mode, ik^ /k^ can 

be replaced by coth [ k^ (D-d) ]. 

Equation (6.4.16) is simpler to deal with. Some properties of the lowest mode 
can be investigated using this simpler dispersion relation (Phillips, 1977; Munk, 
1981). In the deep oceans, k^ ( D - d ) » 1 and therefore 

n^ =khAbo/[l-Hcoth(khd)] (6.4.24) 

Let 

C=aexp[i(kx-nt)] (6.4.25) 

be the amplitude of the pycnocline displacement due to a lowest mode internal 
wave propagating in the x direction (note we have put kh = k). Following Phillips 
(1977), various properties of the wave can be written down. The flow outside 
the pycnocline is irrotational. The vertical velocity of the pycnocline is 

w=-inaexpri(kx-nt)l (6.4.26) 

The wave-induced change of horizontal velocity across the pycnocline is 

Au=na [coth (kd) +coth k (D-d)]exp[i(kx-nt)] (6.4.27) 

This change is quite large and gives rise to a large shear at the pycnocline. 
From the Miles-Howard theorem (Miles, 1961, 1963; Howard, 1961), it is 
possible to ascertain if the flow is unstable. This requires a condition on the 
gradient Richardson number. For a shear flow. Rig < 1/4 is a necessary but not 

sufficient condition for instability. Equivalently, 

j _ d u 
N dz 

> 2 (6.4.28) 
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From the incompressibility condition, 

iku(z) = 
dw(z) 

dz 
(6.4.29) 

so that 

1 du 1 d^w 
— - = ka 

N dz ikN dz^ I n N 

N n 
|exp[i(kx-nt)] (6.4.30) 

making use of Eq. (6.4.22). For n « N , 

^ d u 

N d z 
-kaii (6.4.31) 

The remarkable aspect of this relationship is that the dynamical stability is the 
lowest at the point in the pycnocline where the density stratification is most 
stable, i.e., the location of maximum N. Equation (6.4.31) is useful for 
investigating how energetic low modes on a sharp pycnocline decay. It shows 
that when the wave slope exceeds a certain value given by 

ka>2 
N 

(6.4.32) 

then a local instability may develop leading to a patch of turbulence near the 
crest or trough of the wave. This mixes up the fluid, decreases N, and restores 
stability. Therefore any such generation of mixing in the pycnocline is likely to 
be sporadic (intermittent) in space and time. In the presence of background 
mean shear, breaking is likely to occur at the crest or trough depending on 
whether the shear augments or decreases the wave-induced shear. 

From the momentum equation at the surface (z = 0), it can be shown 
(Phillips, 1977) that the free surface displacement due to a first mode internal 
wave is 

i l o = -
an 

gk sin kd 
expi(kx-nt) (6.4.33) 

since n^ - g k — , | r | o | — a — . The free surface displacement due to the 
Po Po 

internal wave is smaller by a factor Ap/po(-10~^j and is in antiphase to 
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thermocline displacement. The phase speed of the internal wave is 

n r A b f r , . ,. , . .^ ,.n-i/2 
^ k k 

[coth (kd) + cothk (D-d)] (6.4.34) 

and its group velocity is 

c, 1 kdsinh^k(D-d) + k(D-d)sinh^kd 
- ^ = - + !̂  <- '̂  ^ (6.4.35) 
c 2 2sinh(kd)sinh(kD)sinhk(D-d) 

6.5 GENERATION, DISSIPATION, PROPAGATION, 
AND INTERACTION 

6.5.1 GENERATION 

Thorpe (1975) surveyed the state of our knowledge on generation, 
dissipation, and interaction of internal waves and pointed out our inability at the 
time to quantify many of these. Figure 6.5.1, from Thorpe (1975), is a succinct 
summary of various generation, dissipation, and interaction mechanisms for 
internal waves in the ocean. The problem has always been not what processes 
could generate internal waves, but rather their relative importance. Even with 
decades of research on internal waves, it is still not possible to quantify these 
sources accurately. Some progress has been made (Olbers, 1983; Muller et al, 
1986) but overall it is still difficult to assign values to each of the sources and 
sinks, and ascertain their relative importance to internal waves. Thorpe (1975) 
however did not attach much importance to internal tides as a possible source of 
internal waves. Various estimates suggest that internal tides could dissipate as 
much as 10-15% of the power input by the lunisolar system into oceanic tides 
(Wunsch, 1975, for example), and if this is true, internal tides may constitute a 
major source of oceanic internal waves (Munk, 1997; Kantha and Tierney, 
1997). The discussion that follows below is based on Thorpe's review. 

The oceans are principally forced at the top by atmospheric pressure, wind 
stress, and buoyancy fluxes. Therefore, the energy density is the highest in the 
upper layers of the water column. Consequently one has to look at the 
atmospheric forcing and the oceanic mixed layer (OML) for a large fraction of 
the source of internal wave energy in the deep ocean (ignoring internal tides 
generated at midocean ridges and seamounts). Any disturbance that displaces 
water parcels in the vertical away from their positions of equilibrium is a likely 
candidate for generation of internal waves. It may not however be an effective 
candidate if the forcing is not near the intrinsic frequencies of the internal waves 
for the prevailing ambient stratification and the wavenumbers (or scales) being 
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Figure 6.5.1. A schematic of the processes affecting internal waves in the ocean (from Thorpe, 
1975). The Moon and the resulting internal tides have been added. 

forced. Normally, it is the resonant coupling between the forcing being appHed 
and the waves being generated that leads to efficient generation. Secondly, the 
forcing needs to be applied over a sufficiently long period of time to build up 
significant ampHtudes. These requirements determine how effective a particular 
source is, in the generation of a response in any medium, and this is true of 
internal waves as well. 

As Olbers (1983) indicated, it is preferable to consider the source and sink 
terms in spectral space rather than physical space, because of the stochastic 
nature of the internal wave field and the broadband characteristic of most 
internal wave forcing. Also, the strong nonlinear interactions among internal 
wave modes tend to rapidly redistribute energy across the spectrum. The 
governing equation is an equation for conservation of action density in 
wavenumber space. 

^(^^'^"' 'a^ 
A(ki,Xi, t) = S(ki,Xi,t) (6.5.1) 

where S denotes the sources in spectral space that generate or augment the 
mode, sinks that extract energy away from the mode, and wave-wave 
interactions that redistribute energy in spectral space. While characterization of 
the interaction among wave modes, the classic closure problem, is much simpler 



6.5 Generation, Dissipation, Propagation, and Interaction 645 

for a random weakly nonlinear dispersive wave field (than for turbulence), 
which can be considered to be close to a Gaussian state (Olbers, 1983), the 
approximation of weakly nonlinear interacting modes may not be adequate to 
describe internal waves in the ocean (Holloway, 1980; Muller et al, 1986). The 
mathematical details of even the weak interaction theory are too complex to be 
dealt with here. Characterization of sources and sinks is usually done in physical 
space for a deterministic narrowband forcing and Thorpe (1975) provides an 
excellent review. But for practical purposes, it is essential to have them 
characterized in spectral space, since as Olbers (1983) points out the growth 
rates in spectral space are inherently smaller. Unfortunately, this is harder to do. 

There are principally five potential sources of internal wave energy: (1) the 
OML, (2) the atmospheric forcing at the oceanic surface, (3) the surface waves, 
(4) the mean flow, and (5) the baroclinic tides. Theoretical studies of internal 
wave generation, propagation, etc., involve idealizations of the ambient 
stratification. For internal waves on the seasonal thermocline, it is often 
adequate to consider two-layer stratification, whereas for deep-ocean internal 
waves, a continuous but constant N stratification is simpler to treat. 

First let us look at the OML as the source of internal waves on the pycnocline 
and in the deep ocean, since this is likely to be a major source. In this case, one 
has to include both types of stratification. Turbulent fluctuations in the OML 
create vertical displacements of the bounding pycnocline at the bottom, thus 
generating and propagating internal waves to the stably stratified interior. 
Pioneering work was done by Townsend (1976), who considered pressure 
fluctuations in a boundary layer adjacent to a stratified medium, without the 
bounding pycnocline. However, it is easy to see that the magnitude of the 
undulations produced in the stratified interior, for a given pressure forcing, 
depends on the stability of the pycnocline itself For a strong pycnocline, the 
interface does not deform as much and hence the energy radiated out into the 
interior will be smaller. Kantha (1977, 1979a,b) has examined internal wave 
generation for realistic stratifications. Laboratory experiments such as those of 
Willis and Deardorff (1974) under convective conditions and Kantha (1980b) 
have amply demonstrated the existence of internal wave motions in the stratified 
medium adjoining the mixed layer, no matter whether the mixing is caused by 
convection or shear. Quantification has, however, been rather difficult since the 
spectrum of pressure fluctuations at the base of the OML has never been 
measured. Perhaps large eddy simulations (LES's) of the OML might be helpful 
in this regard in the near future. 

Bell (1978) also treated the problem of internal wave generation by 
turbulence in the OML generated by wind mixing and advected by low 
frequency inertial currents. He estimates the transfer rate to be 

/ I UQ 
(6.5.2) 
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where 1 is the integral length scale, No the buoyancy frequency, UQ the inertial 
current, and ^ the rms displacement at the base of the mixed layer. A typical 
value for this flux is 10"̂  W m"̂ . The waves excited are of high frequency and 
therefore this mechanism is important for the upper ocean internal waves. 

One atmospheric forcing mode consists of moving pressure disturbances on a 
variety of spatial and temporal scales. A traveling pressure field can generate 
wave motions, surface waves generated on the air-sea interface by a ship being 
a classic example. Since the speed of internal waves is very small (compared to 
those of surface waves of comparable wavelength), it is a question of what the 
ratio of the speed of the disturbance is to the speed of the resonant internal wave. 
If the internal wave cannot keep up with the pressure field, there will be no 
waves traveling in the direction of the motion of the pressure field, only 
divergent waves spreading laterally on either side of the pressure point. Now the 
atmospheric pressure spectrum is broadband and only those frequencies that 
satisfy the relationship n = kiUi, where Ui is the advection velocity of the 
disturbance and ki is the wavenumber and n the frequency, will be resonantly 
excited. This is the classic resonant generation mechanism that was first applied 
to surface waves by Phillips (1957). Leonov and Miropolskiy (1973) have 
applied such a theory to study the resonant excitation of internal waves for both 
a two-layer and continuous stratifications (for details, see Thorpe, 1975; Olbers, 
1983). 

Vertical motions caused by a wind stress field or the pressure field from a 
travehng buoyancy flux at the surface can also generate internal waves. 
However, even less is known about the spectrum of these forcings and it is hard 
to arrive at quantitative estimates for the importance of these mechanisms. 
Nevertheless, rough estimates indicate that the wind stress forcing is by far the 
most dominant (~10~^ W m~ )̂, and the buoyancy flux forcing the less important 
(Olbers, 1983). 

Resonant interaction among a pair of surface waves and an internal wave is a 
possible mechanism for transfer of energy from surface waves into internal 
waves. There is a tremendous amount of energy in surface waves on the air-sea 
interface around the globe, and even if a small fraction of this energy can be 
transferred by this mechanism to internal waves, it could constitute a major 
source of energy for deep-sea internal waves. Also, the surface wave spectrum is 
fairly steady with continuous input of energy from the wind and therefore can 
provide a forcing long enough to build up significant amplitudes. The fact that 
the deep-sea internal wave spectrum observed below sea-ice cover is an order of 
magnitude weaker than that in midlatitudes might be related to the absence of 
surface wave motions in the presence of near-continuous ice cover. Ice does 
transfer the momentum from the winds to the OML through its own motion in 
response to forcing by the wind and therefore wind stirring is still operative in 
the Arctic OML, but surface waves are largely absent. 

The triad of surface waves and the internal wave participating in such 
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resonant interactions is given by 

ki - k2 = ki and ni - n2 = ni (6.5.3) 

Because of the higher frequencies of surface waves compared to the internal 
wave, the surface waves have to be of nearly the same frequency. The fastest 
growing internal wave is almost at right angles to that of the two surface waves, 
which are such that they propagate in nearly the same direction parallel to each 
other. The growth rate of the internal wave for a continuously stratified ocean is 

dAi/dt - 0.3 Ai A2 k2 N (6.5.4) 

where Ai and A2 are amplitudes of the surface waves. For typical values of Ai ~ 
1 m, A2k2 - 0 . 1 , and N ~ 10"̂  s~\ the growth rate is 2.5 m day~\ However, 
Olbers (1983) indicates that while this mechanism is very efficient for 
generating high frequency internal waves in the upper ocean, it may not be that 
important for deep-ocean internal waves. 

Generation of internal waves by flow over topography is another possible 
mechanism (for example. Bell, 1975). This mode of generation operates very 
effectively in the atmosphere, and flow over mountains is a well-studied topic in 
the atmosphere. The importance of this mechanism in the ocean is not well 
known. It is possible that in regions where there are strong benthic currents such 
as in the region of western boundary undercurrents, the mechanism might be 
quite important. But in general, because steady benthic currents are quite weak 
in the global oceans, it is not clear how strong this source is, although Olbers 
(1983) indicates a value of 10"̂  W m~̂ , roughly the same as other sources. Weak 
tidal currents flowing over topographic irregularities in the deep ocean could be 
an important source of internal tides in the deep ocean, which in turn could 
spread their energy over the internal wave spectrum by weak nonlinear 
interactions. The flux into deep ocean internal tides also appears to be on the 
order of 10"̂  W m'^ 

There is a considerable energy imparted to barotropic ocean tides by the 
Earth-Sun-Moon system. These tidal motions are dissipated predominantly in 
shallow water, but a prominent sink term for these motions is baroclinic tides. In 
regions of strong topographic variations, such as near seamounts, midocean 
ridges, and most of the continental shelf break, significant baroclinic tides are 
excited by barotropic tidal motions. SAR imagery from orbiting satellites shows 
such baroclinic tidal motions all around the world, principally near shelf breaks 
and narrow straits. It is estimated that the transfer of energy from barotropic to 
baroclinic tides may be as much as 10-15%. Since the rate of energy input into 
barotropic tides is nearly 3.5 TW, this constitutes a significant source for 
internal tides. Such motions often take the form of an internal wave soliton train 
radiated toward the coast. Each tidal cycle generates a train of 3 to 7 solitons 
that propagate into shallow water and dissipate. Excellent examples can be 
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found in the Sulu (Figure 6.1.5) and Andaman seas (Osborne and Birch, 1980; 
Apel et al, 1985), off west Africa, and in the tropical western Pacific (see 
Section 6.7). 

6.5.2 DISSIPATION 

If sources of internal waves cannot be well quantified, the situation is worse 
with their sinks. The dissipation mechanisms for internal waves are even more 
poorly known and quantified. The concept of a universal internal wave spectrum 
implicitly assumes a balance between energy input by sources and energy 
dissipation by sinks, but does not, however, specify the source and sink 
mechanisms. It is assumed that the waves are "saturated" and any additional 
input of energy is lost immediately by "breaking" or some other unspecified 
process. 

There are two principal mechanisms that could lead to breaking of internal 
waves. One is the shear (Kelvin-Helmholtz, or K-H) instability, which takes 
place if the total local shear (due to both background currents and self-induced 
shear) exceeds a certain value so that the Miles-Howard criterion Rig > 1/4 for 
stability [valid strictly for only parallel shear flows, but see Weissman (1980), 
who showed that it is reasonably accurate for long internal waves] is violated. 
Dynamical instability ensues, a patch of turbulence is created mostly at the crest 
of the internal wave, and the stratification is locally destroyed and static stability 
restored, until the stage is set for the next course of such events. However, 
advective gravitational instability, a second kind of instability that ensues when 
the particle speed at the wave crest exceeds the wave speed and the wave just 
"tumbles over," could be more prevalent (Thorpe, 1979). In waves with steep 
isopycnal slopes, particles at the crest are advected forward of the crest, creating 
a local density inversion—Rayleigh-Taylor instability ensues and breaking 
results. 

Such advective instability can occur in the absence of mean shear. Shear 
instability often occurs in the presence of mean shear modulated by the shear 
from internal waves. Both types of instability were demonstrated by beautiful 
experiments in a tilting tube facility (see Figure 6.5.2) by Thorpe (1979), where 
a long rectangular tube is filled with stratified fluid and an internal wave is 
generated by a wave maker at one end. Before the waves reach the other end, the 
tube is tilted to induce a mean shear in the flow. For steep waves with sharp 
crests, advective instability ensues, creating a patch of turbulence which spreads 
out horizontally. In later stages, K-H billows also form from shear instabihty. 
From these experiments, Thorpe was able to demonstrate that internal waves on 
a density interface become advectively unstable if the wave slope exceeds a 
value of about 0.34, and shear unstable if the ambient shear exceeds 2N. It is not 
clear which mechanism prevails under the most general condition of a nonzero 
ambient mean shear (see Munk, 1981). 
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Figure 6.5.2. Experiments in a tilting tube by Thorpe illustrating the dissipation mechanisms for 
internal waves (from Munk, W., in Evolution of Physical Oceanography, Copyright M.I.T. Press, 
1981). 

An internal wave field in the ocean consists of a random superposition of 
various modes. Breaking occurs in the presence of other modes and there is 
randomness superimposed on the whole process. Therefore it is difficult to 
identify breaking of a particular mode as such. Interaction of internal waves can 
lead to localized intensification of the density gradient and shear leading to 
turbulent mixing (McEwan, 1973). McEwan finds that less than one-fourth of 
the energy goes into increasing the potential energy of the system. The rest is 
dissipated. Dissipation in an internal wave field is a highly random, sporadic 
event that is difficult to predict with certainty. It might very well be that this 
sporadic dissipation of internal wave energy is enough to keep the spectrum 
close to a universal spectrum. It has been observed that the internal wave 
energies increase rapidly after a storm, but relaxation to a universal spectrum 
level is also quite rapid. Similarly, the relaxation of the spectrum to a universal 
spectrum as one moves away from a source such as seamounts is also quite 
rapid. This suggests that whatever the dissipation and redistribution mechanisms 
that prevail in a random field of deep-sea internal waves, they are efficient at 
redistributing and disposing of excess energy. The precise manner in which this 
occurs is not well known. 

Absorption at critical layers is quite important to internal wave dissipation. 
This mechanism will be dealt with later. However, as Phillips (1977) points out, 
this mechanism is a unique way of transferring momentum from bottom currents 
via internal waves to the mean flow around the critical layer. The same holds for 
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internal waves generated in the upper layers of the ocean and traveling into the 
deep. Thus critical layer processes are efficient means of redistributing 
momentum in the water column. They are of course very efficient dissipaters of 
internal waves, and therefore indirectly of the mean flow energy in the ocean. 

Internal waves might be responsible for a large fraction of mixing in the deep 
ocean and that is why accurate estimates of internal wave breaking is so 
important. However, the current estimates of breaking are too low (by an order 
of magnitude) to provide the estimated mixing rates in the deep ocean (Olbers, 
1983; Gargett, 1989), if internal tides are ignored (but see Section 6.7). 
Microstructure measurements are filling in the gaps of our knowledge of 
dissipation in general in the global oceans (Gregg, 1989). 

There exists yet another mechanism for decay of internal waves, this one 
involving interaction between turbulence and internal waves, germane to 
internal waves below the OML. Laboratory experiments (Barenblatt, 1978; 
Phillips, 1977; Kantha, 1980c) have shown that turbulence in a mixed layer can 
extract energy from an internal wave propagating into the region. Phillips (1977) 
postulated that this occurs due to the presence of Reynolds stress-like terms in 
the phase-averaged equations for the wave motions that transfer energy from 
wave motions to turbulence. More recently Ostrovsky et al. (1996) and 
Ostrovsky and Zaborskikh (1996) have investigated this process both 
theoretically and experimentally. They find that the damping rate is a strong 
function of the wavenumber and this mechanism could be an important sink for 
internal waves in the upper layers of the ocean. 

6.5.3 PROPAGATION 

Unlike surface waves, internal waves travel at low velocities and therefore 
even small background velocities can affect their properties significantly. 
Propagation of internal waves in the stratified interior away from its source can 
be treated using the WKB approximation, as long as the scales (temporal and 
spatial) of variation of the properties such as buoyancy frequency N and mean 
velocity U are larger than the scales of the waves, so that the medium can be 
considered slowly changing in the frame of reference fixed to the moving wave 
group. A propagating wave packet in a moving medium does not conserve its 
energy since there can be an interchange of energy between the medium and the 
wave group. The action density is however conserved in the absence of 
dissipation and this principle apphes to internal wave packets as well. It is 
always useful to think in terms of action conservation and the WKB approach, 
when dealing with propagation of linear waves through a medium with slowly 
changing properties. 

Consider a wave train propagating along a trajectory. A local dispersion 
relation relates the waves' frequency to the wavenumber vector: 

CO = (0 (Xi, t, ki) (6.5.5) 
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CO is Doppler shifted due to any ambient mean current Ui so that 

co=n + kiUi (6.5.6) 

where n is the intrinsic frequency and ki is the wavenumber vector. Along the 
ray path, the waves travel with the group velocity 

Cgi=dco/dki (6.5.7) 

and the wavenumber and frequency of the wave are given by the kinematical 
conservation equation for wave crests: 

dki/dt + dco/dxi=0 (6.5.8) 

This is a kinematic relationship between the wavenumber and the frequency. 
Note that the dispersion relationship relates the two dynamically. The above 
relations are called ray equations. The energetics of wave motion are described, 
however, by action conservation. If E is the energy density of the wave packet 
and A is the wave action density, 

A = E/n = E/((o-Uiki), (6.5.9) 

then action conservation can be written as (Whitham, 1970) 

dA/dt + d(CgiA)/dXi =S (6.5.10) 

where S is the source-sink term, which includes the energy exchange through 
resonant interactions with other waves, generation, and dissipation. For 
progressive internal waves, the ray equations become 

dt 

dkj ^ N N^-n^ aN 3Uj 

dt n N^-f^ 3xi ^ 3xi 

CO = const. 

(6.5.11) 

where Cgi, the intrinsic group velocity, is given by Eq. (6.3.21). For a packet of 
monochromatic internal waves, action conservation requires 

d[(Cgi +Ui)A]/dXi =d[(Cgi +Ui)(E/n)]/dXi =0 (6.5.12) 

at any position along the ray. Now consider a horizontally homogeneous 
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medium with nonconstant N(z) and U(z). Action conservation gives 

d(Cg3E/n)/dx3=0 (6.5.13) 

Horizontal wavenumber vector kh remains constant, but the intrinsic frequency 
n, the vertical wavenumber vector kz, and the energy density E change according 
to 

k,(z)~[N^(z)-n^f' 

E(z)~(Cg,) 
-, N^(z)-f^ 

[N̂  i^)-T (6.5.14) 

n-kjjU(z) = const. 

kjj = const. 

For a constant U(z) (no mean shear) and decreasing N(z), the wave might 
eventually reach a depth Zt where the frequency of the wave n = N(zt). The wave 
packet cannot propagate further (because n cannot be larger than N) and is 
totally reflected (if dissipation and other effects are ignored). This depth is 
called the turning depth (Figure 6.5.3). The group velocity here is purely 
vertical. WKB solutions are invalid near the turning depth since vertical scale of 
the wave becomes large (implying that it is no longer small compared to the 
scale of background variations), and have to be replaced by solutions involving 
Airy functions, which are oscillatory on one side of the turning depth and 

N — 

Figure 6.5.3. Reflection of internal waves at the level where n reaches N (from Munk, W., in 
Evolution of Physical Oceanography, Copyright M.LT. Press, 1981). 
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damped on the other. Airy functions are solutions to equations of the form 

d V / d z H ( z - Z t ) y = 0 (6.5.15) 

The Airy solutions show that E has a finite maximum at the turning depth, and 
not a singularity. The wave amplitudes are a bit higher at the turning depth Zt 
and the group velocity is along the vertical, but tends to zero. Since the waves 
are also reflected at the free surface, the resulting modal shape, which is the 
consequence of superposition of upward and downward propagating waves of 
equal energy density, is also shown in Figure 6.5.4. The potential energy 
spectrum of internal waves is observed to be enhanced at the buoyancy 
frequency (Figure 6.5.5). 

A consequence of this "trapping" is that for short internal waves in a diffuse 
pycnocline, with a N(z) distribution with a maximum Nm, waves with n < Nm are 
trapped in a waveguide delineated by upper and lower turning depths on either 
side of the location of the maximum and are repeatedly reflected back into the 
waveguide. Therefore the waves are "trapped" in the waveguide and propagate 
in the horizontal direction along the waveguide (see Figure 6.5.6). 

For a nonconstant U(z), if U(z) increases in the direction of propagation, 
N(z)/U(z) can approach kh, so that kz can go to zero. This is the same as the 
trapping considered above and the wave is reflected. 

A similar process of wave reflection occurs with change in latitude for an 
inertial-intemal wave packet propagating poleward; the wave is reflected at the 
turning latitude 0̂  given by 

n = f =2Qsinet (6.5.16) 

The motion is purely horizontal at the turning latitude and the kinetic energy 
spectrum is observed to have a peak at n = f (Figure 6.5.5). 

Ôr 
N-^ 

-Zit 1 - / - • 

©i 0)2 
(0 = 0)1 0) = 0)2 

Figure 6.5.4. Propagation of internal waves for different modes and frequencies (from Munk, W., in 
Evolution of Physical Oceanography, Copyright M.I.T. Press, 1981). 
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0.5f f N 2N 

Figure 6.5.5. Kinetic and potential energy spectra showing enhancement of KE at the inertial and 
PE at the buoyancy frequency (from Munk, W., in Evolution of Physical Oceanography, Copyright 
M.LT. Press, 1981). 

Background vertical mean shear is of more profound consequence to internal 
waves. The intrinsic frequency now changes with depth and can become zero (or 
more appropriately equal to f, but we will ignore f in the following). Then, 

Ui+khUj = n 2 + k h U 2 -^khU2; 
A (6.5.17) 

kz2 - ^ ^ ; Cgz2 - ^ 0;E2 - ^ <̂  

where subscript 2 denotes the conditions at the depth where the intrinsic 
frequency goes to zero. Within the ray theory approximation, both the vertical 
wavenumber and the energy density become singular, although the vertical 
group velocity and the vertical energy flux go to zero. This is the so-called 
critical layer absorption. 

Turning depths 

Figure 6.5.6. Trapping of internal waves in the diffuse pycnocline. 
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Waves do not transfer momentum to the mean flow except when they break 
or encounter a critical layer where their Doppler-shifted frequency vanishes 
(neglecting f) and their phase speed equals the current speed (U = C) (Figure 
6.5.7). Critical layers are associated with clear-air turbulence in the atmosphere 
and the phenomenon is similar in the oceans. Bretherton (1966) investigated this 
process using WKB methods for an ocean of constant N(z) and slowly changing 
U(z). Near the critical layer, Booker and Bretherton (1967) showed that the 
frequency co, vertical wavenumber kz, the vertical displacement ^, the vertical 
velocity w, and the horizontal velocity u vary near the critical layer (z=Zc) as 

co~|z-Zc|,k2 ~|z-Zc|' ,^'- |z-Zc|" , 

I 1-1/2 I |l/2 / / : c 1 o\ 

u ~ | z - Z c | ,w~ |z-Zc | (6.5.18) 
n = Ncos0 = kh/k 

The intrinsic frequency n vanishes as the wave packet approaches the critical 
layer. The vertical wavenumber increases and the wave is refracted (Figure 
6.5.7). Large vertical displacements, large vertical shears of horizontal 
velocities, develop which could lead to shear instability, and wave breaking and 
dissipation. What actually happens depends very much on the value of Rig. If Rig 
> 1/4, the wave energy flux is attenuated by the critical layer (Booker and 

Bretherton, 1967) by a factor of exp[-27c(Rig-l/4)^^^]. 

For large Rig, the critical layer absorption is nearly complete, as given by 
WKB theory (Bretherton, 1966), which is valid under these conditions. This 
indicates that critical layers in the ocean tend to absorb internal waves. But for 0 
< Rig < 1/4, most of the energy is reflected (Jones, 1968); thus a critical layer 
becomes a reflector, but the reflected wave amplitude is generally less than the 
incident wave amplitude. Below a particular value of Rig (for a given frequency 
and wavenumber), Jones (1968) found that the reflected wave amplitude can be 

U ^ ^ il = k,U = N 

Figure 6.5.7. Refraction of IWs at the critical layer. 
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larger; this occurs at the expense of the mean flow. The waves extract energy 
from the mean flow and are called overreflected. Figure 6.5.8, from Munk 
(1981), shows an analysis of the critical layer process for a tanh profile for U(z). 

6.5.4 INTERACTION 

Internal waves can also interact with one another and exchange energy 
among themselves. This is possible because of the nonlinear terms in the 
governing equations (Phillips, 1977). A triad of internal waves can interact 
resonantly among themselves if 

kg = ki ± k 2 , Ug = Ui ± no (6.5.19) 

The condition on frequencies reduces to a geometric condition on the inclination 
of the three wave vectors: 

I o c 

0.0 

COS 03 = COS 01 ± COS 02 

-1 1 

(6.5.20) 

, Fracttonal reflected energy IRP 

J^ractional transmitted energy ITl^ 

^SSSSSSBOBSsmmm 

Rl 

1.0 

Figure 6.5.8. Fractions of IW energy reflected by and transmitted through the critical layer as a 
function of the Richardson number (from Munk, W., in Evolution of Physical Oceanography, 
Copyright M.LT. Press, 1981). 
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This triad interaction does not increase or decrease the total energy of the 
triad, but instead causes simply an interchange of energy among the participants. 
For example, one mode can grow at the expense of the others. McComas and 
Bretherton (1977) identified three important classes of resonant triad 
interactions shown in Figure 6.5.9: 

1. Induced diffusion. Here a high wavenumber-high frequency mode ki 
interacts with a mode of much lower wavenumber-frequency k2 to generate 
another high wavenumber-high frequency mode k^. Thus the low frequency 
mode k2 is induced to diffuse energy to high frequency mode k^. This tends to 
fill in any sharp high wavenumber cutoffs in the spectrum (Munk, 1981). 

Elastic Scattering Induced Diffusion 

Parametric Subharmonic Instability 

f 

Figure 6.5.9. Three types of resonant interactions possible among an internal wave triad (from 
Munk, W., in Evolution of Physical Oceanography, Copyright M.LT. Press, 1981). 
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2. Elastic scattering. Here energy from a high frequency mode k^ is scattered 
into another mode ki —ks by interaction with a low frequency mode k2 ~ 2 k3. 
This Bragg scattering tends to equalize upward and downward energy fluxes(for 
both bottom-generated, upward-propagating internal waves and surface-
generated, downward-propagating internal waves) except at very low 
frequencies. Thus a vertically synmietric spectrum tends to result, except at very 
low near-inertial frequencies. 

3. Parametric subharmonic instability. Here a low vertical wavenumber mode 
k2 decays into two high vertical wavenumber modes ki and -ks of about half the 
frequency 

The interaction (relaxation) time, defined as the ratio of energy density to the 
net energy flux into or out of a mode, determines how fast the mechanism acts. 
Relaxation times for induced diffusion and elastic scattering are very short, less 
than about a wave period. Therefore these resonant interactions impose strong 
constraints on the possible shape of the internal wave spectrum (Munk, 1981). 
They are responsible for the rapid relaxation of a perturbed spectrum to the 
equilibrium form with a universal shape. In the GM spectral model, induced 
diffusion and elastic scattering are in approximate equilibrium, while parametric 
subharmonic instability controls the energy flow to the high wavenumber-low 
frequency part of the spectrum at the rate of 6 x 10"̂  W m"̂  (Olbers, 1983). 

6.6 GARRETT AND MUNK SPECTRUM 

In the early seventies, Garrett and Munk pooled all the internal wave 
observations available at the time to deduce an empirical model for the 
wavenumber-frequency spectrum of oceanic internal waves (Garrett and Munk, 
1972). Since then, the model has been revised (Garrett and Munk, 1975; Munk, 
1981) somewhat, but has withstood the test of time rather well. The internal 
wave spectrum, in general, appears to have a universal shape and energy level 
throughout the global oceans, except near seamounts and canyons and at the 
equator and close to the surface. The rapid and strong nonlinear interactions 
among internal waves are thought to be responsible for the universal shape. 
These nonlinear interactions which occur among wave triads appear to 
redistribute energy and momentum quite efficiently among different 
wavenumbers so much so that a distorted spectrum, for example, near a 
seamount, relaxes rapidly toward the universal shape. The GM (Garrett-Munk) 
spectrum appears to be a useful approximation to the energy distribution at large 
energy-containing scales of the internal wave spectrum in the area, but Muller et 
al. (1986) questions how well it models the smaller scales where most of the 
oceanic shear is concentrated (Gargett et al, 1981). 

The GM spectrum starts with the assumption that the internal wave energy 
distribution is isotropic in the horizontal direction so that only a scalar kh is 
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needed to characterize the waves. It is formulated in terms of discrete vertical 
modes for an exponentially stratified ocean, 

N(z) = Noê  z/b (6.6.1) 

where NQ = 5.2x10 ^ s ^ (3cph) and b ~ 1.3 km, the e-folding scale of N (z). 

In other words, upward and downward energy fluxes are assumed to be 
equal. The energy spectrum per unit mass is written as a function of frequency n 
and mode number j in separable form. 

where 

H(J) = 

E(no) = b2NoNEoB(n)H(j) 

SO -̂ĵ " 
lH( j ) = l 

(6.6.2) 

(6.6.3) 

j=i 

TC n ^ ^ 

•1/2 

fB(n)dn=l (6.6.4) 

1/2 
where j * = 3, EQ = 6 - 3 X 1 0 . The factor In - f 1 allows for a peak at the 

inertial turning frequency. Away from n = f, the frequency spectrum decays with 
a -2 slope. Conversion from (n, j), the frequency-mode number space, to (n, k), 
the frequency-wavenumber space, is done by setting 

^z - k h 

.1/2 
^N^-n^ ^ '" 

N^n^ 
(6.6.5) 

involving a slowly varying N(z), WKB approximation. The spectra as vertical 
displacements and horizontal velocity become 

E|(n,j) = ^ 
^^-f^^ 

E(nd) (6.6.6) 

Eu(nj) = Eu^(n,j) + E„^(n,j) = fN"-nM 
1 "' ) 

E(n,j) (6.6.7) 
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The total energy contained in the spectrum is 

2 " N N 

u^ =-b^EoNoN = 0.0044—m^s"^ (6.6.8) 
2 " " No 

E, = b^Eo No N = 0.003—m^ s~̂  
No 

Note that E , = - ( E „ + N ^ E ^ ) . The spectral energy level is equivalent to a 7-m 

rms vertical displacement and a 7 cm s~̂  rms current. The total KE is three times 
the PE in the GM spectrum. The energy per unit area of the ocean is 

f pE^dz'-^pb^NoE-SSOOJm"^ (6.6.9) 

To keep shear finite, a high wavenumber cutoff at about 0.1 cpm is used (Munk, 
1981), where the Richardson number and strain rate are of order 1. 

This spectrum has turned out to be remarkably universal. Exceptions are 
found near sources and sinks of internal waves, such as seamounts, and near the 
equator and in regions of high shear (Munk, 1981). Introducing a continuum of 
upward and downward propagating modes with vertical wavenumber. 

k z = ± k i (6.6.10) 

the discrete spectrum corresponds to the continuous spectrum 

E(n,k,)dndk, =-E(n, j)dndj (6.6.11) 

with j and kj, (& k^) related as in Eq. (6.6.5). 

Note that the GM spectrum exhibits four basic features: (1) horizontal 
isotropy, (2) vertical symmetry, (3) a n"̂  frequency spectrum with a cusp and 

increase at the inertial frequency, and (4) a k ' slope in the wavenumber 
spectrum. Due to horizontal isotropy and vertical symmetry, there are only two 
independent (n,k^ or n,k^ or kY^,k^) parameters. Figure 6.6.1 shows the 
shape of the GM spectrum. Olbers (1983) describes how this empirical spectrum 
was constructed from observations: spectral shape in the frequency domain from 
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Figure 6.6.1. Garrett and Munk spectrum (from Olbers, 1983). 
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moored energy spectrum, and that in the wavenumber space from towed and 
dropped spectra of vertical displacements. The GM spectrum has been 
extensively used to characterize the deep-ocean internal wave field. 

Since the GM spectrum was originally derived from empirical data and 
refinements made using empirical data, it is not surprising that the internal wave 
observations, on the average, are consistent with it. However, as IWEX in the 
Sargasso Sea in 1973 showed, the individual spectra show a great deal of 
variability about the GM mean. However, given the potential for contamination 
of measurements by the presence of fine layered structures (Phillips, 1971) and 
by other noise, this is not surprising. IWEX measurements essentially confirm 
the universality of internal wave spectrum in midlatitude oceans, away from the 
tidal and inertial peaks (Olbers, 1983; MuUer et al, 1986). 

Assuming the spectral shape as given, two independent parameters, A and B, 
that describe the energy and the wavenumber bandwidth are adequate to 
describe the GM spectrum: 

A = E o b X (0.56mV^),B = 7r>/(bNo) (1.39 m^̂ s) (6.6.12) 

The frequency and wavenumber spectra all scale with A, and the total energy 
(J kg~ )̂ in the entire frequency-wavenumber spectrum is AN. The parameter B 

defines the wavenumber content of the internal wave field and hence the 
coherence. Lower coherence is to be expected if at a given frequency the 
wavenumber bandwidth is higher, meaning that more wavenumbers are present. 
For ease of comparison of different spectral shapes, it is convenient to define an 
equivalent vertical wavenumber bandwidth ke [equal to 7cBN(z) for the GM 
spectrum], which is the bandwidth of an equivalent rectangular distribution with 
the same ratio of variance to squared mean (Levine et al, 1997). Be is related to 
a horizontal wavenumber bandwidth Bhe by Bhe = ke[(n^-f^)/(N^-f^)]^^l The GM 
spectra of the vertical displacement E^ and the vertical velocity E^, and the 
rotary spectra of clockwise (Eu_) and counterclockwise (Eu+) horizontal velocity 
components, can be written as (Levine et al, 1997) 

E.(n) = A-^^^^ ^ - ^ mV^ 
^ 7cN(z) n^ 

E^(n) = n^E^(n) mV^ (6.6.13) 

\2 
2„-3 ^ , , ^fN(z) (n + f) 

E^+(n) = A - ^ ^ — f '-TJY m s 

^ n^(n^~f^) 

The wavenumber spectrum of vertical displacement is then (Levine, 1990) 
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2 k* 

where k* = BN(z) and 

E^(n)dn ~ 

2 k* 

AB 

7t(k?+k^) 

7c(k?+k^) 

kik = l 

(6.6.14) 

The vertical coherence depends only on B: 

C (̂Az) = exp(-BNAz) (6.6.15) 

The dissipation rate due to the internal wave field was derived by Gregg (1989) 
as 

£i2=r(l.67/7C^)cosh-^(N/f),(l + 0.277c)lN^fAV (6.6.16) 

where 8i is from the weak interaction theory of McComas and MuUer (1981) 
and 82 is from the strong interaction theory of Henyey et al. (1986; see also 
Henyey, 1991). The two differ only in terms of their relative magnitude, with 81 
being generally several times greater than 82. The dissipation rate can be related 
to the diapycnal diffusivity and hence to vertical heat flux (see Section 6.8). 
Levine et al. (1997) find that 81 gives a more realistic estimation of the vertical 
heat flux (1 W m"̂ ) than 82 (7 W m"̂ ) in the Weddell Sea. 

If the spectral slope is to be treated as a free parameter, as may be necessary 
in evaluating observed spectra, these can be modified to (Levine et al, 1986) 

E^(n) = A 
f 1/2 (n^-f^f 

JN(z) 5/2 
m^s-' 

E„(n) = n^E5(n) mV^ 

Eu+(n) = A 
f"^N(z) (n + f f 

J = J [11(11^-l)l dn; n=n/f 

1/2 
m s 

(6.6.17) 

N/f 

where J is a nondimensional normalization constant. The wavenumber 



TABLE 6.6.1 
Summarization of Internal Wave Characteristics Observed during Various Field Experiments (from Levine et d., 1997) 

Location/ N, f, E Kd, 
Reference Energy Bandwidth 10-~s- '  1 0 ~ ~ s - l  Slope 1 0 - g ~ k g - l  1 0 - ~ m ~ s - '  

GM79 
ISW 

Segment 1 
Segments 2 and 3 
Segment 4 

Site C 
Segments 1,2, and 3 

IWEX 

MATE 

CEAREX 
Period 1 
Period 2 
Period 3 

[Munk, 19811 
western Weddell Sea 

NW Atlantic 
[Miilkr et al., 19781 
NE Pacific 
[Leuine et al., 19861 
western Arctic Ocean 
Leuine et al., 1987; 
Levine, 19901 
eastern Arctic Ocean 
[Wjeselcera et al., 
19931 

Note. The energy A and bandwidth B are relative to the GM spectrum (Munk, 1981). Estimates of dissipation rate E are computed from the Henyey et 
al. (1986) model. The dissipation rate and diapycnal diffusivity K, for the GM spectrum is for typical midlatitude N and f values. 
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spectrum is similar in form to GM form and is approximately equal to 
1.24 AB[7C (k*^+k )̂] "\ Table 6.6.1 and Figure 6.6.2, from Levine et al (1997), 
summarize existing observations of A and B (and the spectral slope, dissipation 
rate, and diapycnal diffusivity) relative to GM values. There are hints that the 
product AB might be roughly constant to within a factor of about 2. A 
Richardson number Riiw = Oŝ /N^ can be defined, where o^ is the variance of 
vertical shear due to internal waves, and is proportional to Abkc, where kc is a 
cutoff wavenumber. Munk (1981) suggests that there exists a tendency in an 
internal wave field for Rijw to be close to the critical value, and if the cutoff 
wavenumber were also to remain relatively unchanged, the product AB would 
tend to be constant as well. If true, this would mean that the dissipation rate and 
hence the vertical heat flux in the deep ocean is a function only of N and f. 
Levine et al (1997) suggest that more observations and numerical simulations 
could help ascertain this. 

Needless to say, the GM spectrum is not obtained close to the surface. An 
example (Figure 6.6.3) is the spectrum measured during GATE (Global Atlantic 
Tropical Experiment), which clearly shows a prominent tidal peak at the M2 
frequency (Kase and Siedler, 1980), a peak in the near-inertial band, and a peak 
near 3 cph. The latter, the 30-min waves, are waves trapped in the sharp 
pycnocline, with a local buoyancy frequency of 10 cph. 

Observations made in the Beaufort Sea in the Arctic from a drifting ice camp 

10^ 

10̂  

10® 

10-̂  

I I I I I I I I 

10-= 

S CEAREX 
A MATE 

I I I I 11 i l l I I I I 

10-' 10" 10' 

Figure 6.6.2. Change of energy A with bandwidth B from field observations tabulated in Table 
6.6.1 (from Levine et al, 1997). Values are relative to the GM spectrum (Munk, 1981). Note that the 
product AB tends to be a constant. 
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Figure 6.6.3. IW spectrum close to the ocean surface (Olbers, 1983). 

during the Arctic Internal Wave Experiment (AIWEX) (Levine, 1990; Levine et 
al, 1985) and Coordinated Eastern Arctic Experiment (CEAREX) (Wijesekera 
et al, 1993), and in the Antarctic (Levine et al, 1997), have shown that the IW 
spectrum beneath the ice pack also departs significantly from the GM spectrum. 
The sea-ice cover acts as a rigid Ud and, by mediating the transfer of momentum 
by the wind to the ocean, prevents excitation of surface gravity waves. Wind and 
waves are two important potential sources of IW energy. The ice cover alters 
drastically the process of generation of internal waves by wind stress and very 
nearly eliminates their generation by surface waves. The remaining principal 
mechanism is generation by currents near sharp topographic changes. So it is not 
surprising that in ice-covered seas, away from topographic features, the internal 
wave energy densities are low. Figure 6.6.4 shows the AIWEX buoyancy 
frequency distribution in the vertical as well as the displacement spectrum at a 
250-m depth, along with the GM spectrum. The energy densities are lower, 
0.03-0.07 of the GM value (Levine et al, 1985), and the slope of the frequency 
spectrum is lower as well (-1.1 compared to the -2 slope of the GM spectrum). 
Tides, especially internal tides, are quite weak in the Arctic, and it is possible 
that this is a contributory factor to the exceptionally low energy levels. 
However, energy levels appear to be much higher in some regions. Drifting ice 
camp observations by Padman and Dillon (1991) during CEAREX, and the 
Arctic Environmental Drifting Buoy Observations by Plueddemann (1992), 
showed sharp changes in the internal wave energy levels during the drift. 
Plueddemann (1992) attributes the increase from low levels in the Nansen Basin 
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Figure 6.6.4. IW spectrum measured under the ice pack. Note the significantly smaller energy 
levels. The vertical profile of buoyancy frequency is also shown (from Levine et al, 1987). 

to near GM spectrum levels on Yermak Plateau to the presence of barotropic 
diurnal tidal currents. Levine et al. (1997) also observed energy levels lower 
than the GM value (0.2-0.6 times) in deep water in the upper permanent 
thermocline (200- to 300-m depth) of the Weddell Sea in the Antarctic, but near 
or above GM values closer to topographic features where the barotropic tidal 
current is larger. The slope of the vertical displacement spectra was closer 
to -1.5. Slope values less than the GM canonical value of -2 are also observed 
often at lower latitudes (Levine et al, 1983). Figures 6.6.5 shows the vertical 
displacement frequency spectra measured at two sites, ISW and C, in the 
Weddell Sea from Levine et al. (1997). Figure 6.6.6 shows the vertical 
displacement wavenumber spectra at ISW that display a k~̂  slope. The energy 
level is proportional to AB, but is higher than the GM level, probably due to 
contamination by the fine structure. The frequency spectra are relatively free 
from this contamination. 

To conclude, while empirical knowledge of internal wave processes and their 
spectra is now reasonably complete, the dynamical underpinnings are still 
uncertain. Since other processes such as shear mixing and double diffusion that 
contribute to the fine structure and variability in the deep oceans operate at 
similar spatial and temporal scales as internal waves, there exists a considerable 
overlap between the two and this makes unambiguous interpretation of field 
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Figure 6.6.5. IW vertical velocity frequency spectra measured under the ice pack in the Weddell 
Sea at a 250-m depth at site ISW and a 200-m depth at site C (from Levine et ai, 1987). The soUd 
line is the modified GM spectrum (Levine et ai, 1986) and the dashed hne indicates the -1.5 slope. 
Each successive curve is offset vertically by a factor of 10. 

observations and development of insight into dynamics of internal waves 
particularly difficult. A convincing dynamical approach to deriving the internal 
wave spectrum is still elusive. 

6.7 INTERNAL WAVE SOLITONS 

Thus far we have ignored finite-amplitude effects. Because of the small 
stabilities involved (Ap/p -10"^), the vertical displacements involved in internal 
wave motions can routinely reach several meters in amplitude. In some isolated 
cases, the displacements can be several tens of meters. Here we will discuss one 
such case—internal wave solitons generated mostly by tidal action in regions of 
sharp topographic changes such as narrow straits and canyons near the shelf 
break. The following is from Osborne and Birch (1980). 

Solitons, solitary waves that retain their shape and speed after collisions with 
each other, have been found in many branches of physics. They are finite-
amplitude waves that result from an exact balance between the nonlinear 
steepening of the waveform and the tendency toward dispersion of the wave in 
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Figure 6.6.6. IW vertical velocity wavenumber spectra measured under the ice pack in the Weddell 
Sea at site ISW (from Levine et ai, 1987). Equivalent GM spectra (Levine et al, 1986) are also 
shown. The slope of the spectra agrees with the GM value, but the energy levels are higher due to 
fine structure contamination. 

the governing equations, so that their shape and speed remain invariant as they 
propagate in the medium. Surface solitary waves are governed by the Korteweg-
de Vries (K-dV) equation, 

—- + c—'- + ar|—'- + Y—f = 0 
3t 3x 3x 3x 

c=7gH, a = 3c / 2H, Y=CH^ /6 

(6.7.1) 

where r| (x,t) describes the shape of the solitary wave, H is the water depth, and 
c is the phase speed of the infinitesimal shallow water waves. This equation has 
the solution 

Ti(x,t) = Asech^[2(x-Ct) / ; i ] (6.7.2) 
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C = c(i + .u ) 2H 

Figure 6.7.1. Internal wave soliton shape. 

The term A is the ampHtude of the solitary wave, X = 4(HV3A)^^^ is the 
characteristic "wavelength," and C = c (1 + A/2H) is its phase speed. Its shape is 
shown in Figure 6.7.1. The permanence of its shape results from an exact 
balance between the nonhnear term ar|3r|/3x and the dispersion term 

yd^r\/dx^ in the equation. 

Gardner et al (1967) presented analytical solutions to the evolution of an 
initial localized hump of fluid into a packet of solitons accompanied by a 
dispersive linear wave train or tail (Figure 6.7.2). The soliton packet consists of 
n solitons ordered according to their amplitudes A^ = [(n-m)/(n-l)]^ with the 
largest one propagating at the front of the train, since the larger the amplitude, 
the higher the phase speed. The number n is determined by number of zeros of 
the solution to a Schrodinger equation (Osborne and Birch, 1980). At least one 
soliton emerges for a positive initial waveform and none for a negative one. The 
separation distances between the individual solitons in the packet increase with 
time because of the dependence of phase speed on amplitude. 

Solitary waves at the interface of a two-layer fluid are governed by a similar 

Figure 6.7.2. Soliton train accompanied by a linear wave train at the tail end. 
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equation, except that r\ is the interfacial displacement and 

c= 
P 

1/2 

a = -^[(l-r)/H,] 
2L^ ' '-J (6.7.3) 

Y = cHiH2/6, Ap = p2-Pi , r=Hi/H2 

If the upper layer is thinner than the lower one, as is usually the case, the 
internal soliton has a downward displacement of the form 

r | (x , t ) = -Asech^[2(x-Ct ) / ? i ] (6.7.4) 

Its phase speed is 

and its "wavelength" is 

C = c ( l - A a / 3 c ) (6.7.5) 

X = 4(-3Y/aA)^^^ (6.7.6) 

The velocities in the upper and lower layers are 

u^ (x,t) = (cA/Hi )sech^ [2(x-Ct)/A.] 

Ui (x,t) = (cA/H2)sech^ [2(x-Ct)/;i] 
(6.7.7) 

These velocities are in opposite directions but are constant within each layer. 
Note that since the interface has a downward displacement, the free surface will 
have an upward displacement of the same form as r| but smaller by a factor of 
Ap / p (Figure 6.7.3). The total energy per unit length is 

E = -ApgA^A, (6.7.8) 

Note that the sign of a depends on the ratio r = H1/H2. For Hi < H2, the upper 
layer is shallower than the lower one, the internal soliton is a wave of 
depression, and only an initial waveform that is a depression can generate 
internal wave solitons. Also by extension, a soliton propagating from deep water 
onto a shallow shelf can "fission" into a train of rank-ordered solitons. If Hi > 
H2, the upper mixed layer is thicker than the bottom layer, and the solitary 
waves will be waves of elevation, with displacement of the interface upward. 
When a soliton train in deep water consisting of depression waves propagates 
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Figure 6.7.3. The IW soliton. 

into shallow water, the solitons first disintegrate into dispersive wave trains and 
then reorganize themselves as a packet of nonlinear elevation waves in shallow 
water after they pass through a turning point where the upper and lower depths 
are approximately equal. This fascinating behavior has been observed in SAR 
images (Liu et al, 1998) as well as simulated by a numerical model consisting 
of the K-dV equation of the type discussed above (for example, Liu, 1988). 
Figure 6.7.4, from Liu et al. (1998), shows a schematic of the depression solitary 
wave train evolving into elevation waves. A train of several rank-ordered 
elevation solitons can emerge from the disintegration of a single depression 
soUton as it passes through the turning depth. Liu et al (1998) describe 
observations of nonlinear internal waves off Taiwan in the East China Sea and 
off Hainan in the South China Sea in ERS-1 SAR imagery. 

The amplitudes of solitons in the train can be estimated by (Sandstrom and 
Oakey, 1995) 

An = Al [1 - (n-l)/M] n = 1,2,..., M (6.7.9) 

with a total energy in the wave train proportional approximately to Ai^^\OA M + 
0.5), where Ai ~ 2 A, that is, twice the amplitude of the internal tide (Sandstrom 
and Oakey, 1995). If the energy in the internal tide is also known, N can be 
computed. The primary dissipation mechanisms for these solitons as they 
propagate into shallow water are localized shear instability and breaking into 
turbulence, bottom friction, and scattering into other modes. Vertical shear from 
wave motion reduces the Richardson number to values less than 0.25 in a layer 
near maximum stratification (N^) and breaking occurs preferentially at the 
solitary wave troughs until the wave amplitude is reduced to the critical value. 
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The minimum Ri is given by 

Rin.= 
C' 

N^A^ 
1 + 

2C^ 
(6.7.10) 

where C is the propagation speed, A is the ampHtude, and L is the halfwidth of 
the wave. The dissipative timescale for the soHtons varies from a few tens of 
hours in deeper waters to a few hours in shallow water. Solitons generated by 
semidiurnal tides have their energy dissipated within the semidiurnal period. 
Despite their spectacular nature and large power densities (30,000W m"^), Munk 
(1997) suggests that their contribution to tidal dissipation, an upper bound of 
about 30 GW, is relatively insignificant to the tidal energy balance of the global 
oceans. 

Internal wave solitons can reach amplitudes of as much as 90 m with an 
associated surface soliton of about 9 cm in amplitude. Since the convergences 
and divergences produced by the currents associated with them modify any 
existing surface wave field, they become visible both to the naked eye and to 
instruments such as SAR, because of the changes in the sea surface roughness 
they produce. They have been observed in a variety of places, including the 
Andaman Sea, Sulu Sea, Indian Ocean, and Bay of Bengal. They are known as 
current rips or tide rips, and were first reported in 1861 in Malacca Straits. 

Osborne and Birch (1980) present fascinating observations of large solitons 
in the Andaman Sea. Figure 6.7.5 shows the observed isotherm depression 
during the passage of one of the solitons (propagation is to the left). The 
measurements are in substantial agreement with the two-layer model. The 
packets appeared every semidiurnal tidal cycle, indicating that tidal currents in 
the straits between Sumatra and the Nicobar Islands may be their source. Crest 
lengths of 150 km and separation distances between individual solitons of as 
much as 15 km were observed. The individual solitons were accompanied at 
their leading edge by choppy water from surface waves breaking due to 
convergence of currents produced at the surface by the internal soliton. 

Since then, internal solitons have been observed in many satellite 
photographs as well as SAR images. An intensive 2-week experiment was 
conducted in the spring of 1980 in the Sulu Sea to observe and measure the large 
solitons that occur there (Liu et al, 1985; Apel et al, 1985). Seventeen soliton 
packets were observed consisting of solitons with amplitudes as large as 90 m 
and wavelengths of up to 16 km, propagating at speeds of 2.5 m s"̂  from the 
Pearl Bank sill, where they are generated by the ebbing of tidal currents through 
the narrow straits there, across the Sulu Sea to the shallows near Palawan Island 
with lifetimes of 2.5 days. The packets show a fortnightly modulation due to the 
mixed nature of tides in the region. Figure 6.7.6 shows temperature and current 
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Figure 6.7.4. Schematic diagram of internal waves, surface currents, surface waves, and S AR image 
intensity variation when depression solitary waves move into shallower water (from Liu et al, 
1998). 

measurements of one of the packets that clearly displays the rank-ordered 
solitons in the packet. 

Figure 6.1.7 shows internal wave solitons in the Sulu Sea detectable in 
TOPEX/Poseidon altimetric records. The upper panel shows the along-track 
SSH anomalies, while the bottom panel shows the corresponding wavelet 
transforms (see Appendix B of Kantha and Clay son, 2000). The soliton packets 
are readily seen. They are detectable because of the high sampling rate 
represented by the 10-Hz data (0.7-km along-track resolution) and the high 
precision (2-3 cm) of the TOPEX altimeter. Therefore an IW soliton propagat-
ing underneath the altimeter is detectable, as long as its free surface displace-
ment is a few centimeters. The large soHtons in the Sulu and Andaman seas fall 
into this category. 

Numerous SAR and shuttle observations suggest that internal wave solitons 
generated by tidal action are ubiquitous along the margins of ocean basins and 
around islands, and because of their energy content, might constitute a 
dissipation mechanism for global tides as well as the source of internal waves in 
marginal seas. 

Henyey and Hoering (1997) suggest that these tidally generated internal wave 
trains are too nonlinear and too highly dissipative to be treated by dissipationless 
K-dV equations, or even the Joseph equation (see Ostrovsky and Stepanyants, 
1989) that can be used when the lower layer is too deep and the shallow water 
approximation breaks down. The wave amplitude is often several times the 
upper layer thickness. The passage of the wave train also changes the ambient 
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Figure 6.7.5. Observed thermocline displacement from IW soliton in the Andaman Sea (from 
Osborne and Birch, 1980). 

Stratification. For these reasons, they suggest that these wave trains are better 
treated by a two-layer internal hydraulic jump theory. Extensive literature exists 
on this topic (see Lawrence, 1993), starting from the pioneering investigations 
of Long (1970) in a non-Boussinesq fluid and numerical solutions by Cummins 
(1995), as Cummins and Li (1998) point out. Henyey and Hoering (1997) derive 
a jump relationship governing the energy flux into the internal bore, which for a 
steadily propagating bore is balanced by dissipation, that is similar to the one 
derived by Long (1970). 
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Figure 6.7.6. Rank-ordered solitons observed in the Sulu Sea by Apel et ah (1985). 

6.8 MIXING IN THE DEEP OCEAN (ABYSSAL MIXING) 

Microstructure measurements in the main thermocline and the deep ocean 
(for example, Moum and Osbom, 1986; Gregg, 1989; Peters et al, 1988) have 
revolutionized our thinking on mixing in the deep ocean (Kunze and Sanford, 
1996) (see also a comprehensive but dated review by Gregg, 1987). Contrary 
totheoretical expectations from thermocline theory of about 10^ m^ s'̂  (Munk, 
1966, 1981), these observations have found the vertical mixing coefficient in the 
abyssal oceans, away from rough topography and boundary currents, to be 
consistently an order of magnitude less, at about 10"̂  m^ s"\ only 10 times the 
molecular value for the diffusivity of momentum, -100 times the molecular 
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Figure 6.8.1. Vertical profiles of dissipation rate and mixing coefficient in the deep ocean (from 
Kunze and Sanford, 1996). Note the near-constant values of diffusivity at about 10"̂  m^ s"̂  below a 
1000-m depth. 

diffusivity of heat and -10000 times the molecular diffusivity of salt. Tracer 
release experiments (Ledwell et al, 1993) and numerous full water column 
measurements in recent years (Toole et al, 1994; Kunze and Sanford, 1996) 
have confirmed this result. Toole et al. (1994) find a depth-independent value 
for diapycnal eddy coefficient Kp of -10"^ m^ s~̂  over smooth abyssal plains in 
the eastern North Atlantic and eastern North Pacific. So do Kunze and Sanford 
(1996) for the Sargasso Sea, who also found the abyssal diffusivities to be in the 
range (0.1-0.2) xlO"^ m^ s~\ very nearly constant over nearly the entire water 
column from 1000 to 5000 m (Figure 6.8.1) and independent of the bottom 
slope. The probability distribution is nearly log normal (Figure 6.8.2). 
Measurements of Ledwell et al. (1993) indicated a value of (0.05-0.15) x 10^ 
m^ s~̂  in the upper kilometer of the water column. Only near strong topographic 
changes does one find elevated values of mixing. For example, values as high as 
3.0 X 10^ m^ s~̂  are found near a seamount (Toole et al, 1994) and as high as 
10"̂  m^ s~̂  on top (Toole et al, 1996). In measurements near the Romanche and 
Chain Fracture Zones in the equatorial Atlantic, Polzin et al. (1996) found 
values as high as 10"̂  m^ s~̂  above the sills and 10"̂  m^ s"̂  over rough 
topographic features. These observations suggest that the mixing in the abyssal 
oceans is rather weak except in localized regions near rough topography and 
sills, and perhaps near lateral ocean boundaries. This is an important finding in 
oceanography. 
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Figure 6.8.2. Probability distribution of mixing coefficients in the deep ocean (from Kunze and 
Sanford, 1996). Note the log-normal shape. 

Long-term stability of the depth of the main thermocHne requires that the 
slow upward transport of water masses in the global oceans needed to 
compensate for the deep-water formation in subpolar seas must be balanced by 
the vertical diffusion of density across the pycnocline. This vertical advection-
diapycnal diffusion balance requires (Munk, 1966) 

dz ^dz 

''dp 

dz 
(6.8.1) 

T̂  d p 

dzl dz 

-1 

Assuming the eddy diffusivity to be roughly constant, one gets 

^N (6.8.2) 

where ^ N is the buoyancy length scale, which is roughly constant in the deep 
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ocean at a canonical value of about 1300 m (see, for example, Kunze and 
Sanford, 1996). Observations of deep-water formation rates (Carmack and 
Foster, 1975, for example) suggest a value of about 8 x 10'^ m s"̂  ( -0.7 cm 
day"^) for w, so that the global average value for the vertical diffusivity assumes 
a canonical value of 10"̂  m^ s"\ The vertical diffusion is of course spatially 
nonuniform and this global average value can be accounted for by elevated 
values over a few local "hot spots" (Kunze and Sanford, 1996). In fact, if we 
assume abyssal values of only 10"̂  m^ s~̂  over the bulk of the global oceans as 
observations seem to suggest, it is necessary to find only 9 x 10"̂ ~̂ % of the 
global oceans of 10""̂  m^ s"̂  diffusivity. If we assume m ~ 2, the value over the 
Romanche Fracture Zone (Polzin et al, 1996), only 1% of such areas could 
account fully for the global budget values needed. Alternatively, strong vertical 
mixing could be confined to the vicinity of lateral boundaries of the oceans 
(Munk, 1966), consistent with the assumptions underlying ideal thermocline 
theory (Luyten et al, 1983) and the finding that lateral advection is important in 
the thermocline (Jenkins, 1980) and the deep ocean (Sarmiento et al, 1976), 
with the rest of the global oceans contributing a small fraction. In either case, the 
low values of diffusivity found over abyssal oceans is not in conflict with the 
requirements of thermocline theory. 

The source of such deep mixing is the deep-sea internal wave field. The 
source of these deep sea internal waves is still rather uncertain. There are four 
possible sources, the winds, the surface waves, the bottom roughness, and 
baroclinic tides. The winds can generate strong inertial currents which can in 
turn generate internal waves radiating into the deep ocean. Turbulent eddies in 
the upper mixed layer generated by winds can also leak some of their energy 
into internal waves (Kantha, 1979a). Resonant interactions between two surface 
waves of nearly identical wavenumber can generate leaky internal waves 
(Kantha, 1979b). Strong currents flowing over rough topography at the ocean 
bottom can generate internal waves. None of these mechanisms have been 
proven to be adequate to provide the level of the internal wave field and the 
associated mixing and dissipation. While none of these can be ignored, it is 
becoming increasingly likely that baroclinic tides generated by barotropic 
currents flowing over midocean ridges and seamounts are an important source of 
most if not all of the deep-sea internal waves. Of the 3.5 TW of work done by 
the Sun and Moon system in generating barotropic tides, nearly 17%, about 
-600 GW, is thought to be converted into baroclinic tides [the values are 2.5 
TW and -400 GW for the M2 component alone (Kantha, 1998; Kantha and 
Tiemey, 1997)]. If all of this energy percolates down the spectrum through 
resonant wave-wave interactions, it can be shown that it accounts for the level 
of mixing observed in the abyssal oceans (Munk, 1996). The argument goes as 
follows: 

Observations indicate that the gradient Richardson number in a deep-sea 
internal wave field is near values indicative of shear instability. Shear instability 
leads to conversion of a portion of the TKE into potential energy through 



680 6 Internal Waves 

vertical buoyancy flux. The efficiency of this conversion is given by the mixing 
efficiency, y^, the ratio of the buoyancy flux to the dissipation rate (related to 
the flux Richardson number Rif), which varies widely (0.2-0.4) in stably 
stratified flows. Recent measurements by Moum (1996a) indicate a value of 
0.25-0.33. We will assume a value of 0.25. Thus knowing the dissipation rate, 
the buoyancy flux can be computed, and knowing the stratification in the water 
column provides then the diapycnal diffusivity. 

—wp-Ym^ =^ 8 ~ — ^ - ^ ^ ^ e(z)^_p-N2(z) (6.8.3) 
PO Ym PO d z Ym 

Assuming canonical values of stratification corresponding to the Garrett-Munk 
internal wave spectrum, 

N(z) ~ No exp(z/^); -^-1000 m, NQ ~ 5.2x10"^ s"V3 cph) (6.8.4) 

and integrating from 0 to -oo, one gets for the dissipation per unit area an upper 
bound of 

1 K 
e ~ -PoNn ^ —^ ~ 55 K, W m"^ (6.8.5) 

In fact, Equations (6.8.2) and (6.8.4) can be rewritten in terms of total 
dissipation rate (W) in the deep global ocean, 

" ^ PoN^^^N (6.8.6) 
' 2y, 

where Q is the deep-water formation rate (m^ s~̂ ), or assuming an efficiency of 
0.25, 8t ~ 0.072 Q TW, when Q is in Sverdrups. Thus a 20-Sv deep-water 
formation rate requires 1.45 TW of total dissipation. Now, a 600-GW tidal work 
conversion rate to baroclinic tides implies an average dissipation rate of 2.0 x 
10"̂  W m ,̂ assuming all the baroclinic tidal energy eventually percolates down 
the spectrum into the internal wave field and is dissipated in the deep ocean 
(area ~ 3.05 x 10̂ "̂  m^). Thus the upper bound on diapycnal diffusivity, if the 
mixing is due to barocHnic tides, is 3.5 x 10"̂  m^ s~̂  (600 GW from all 
constituents), and 2.3 x 10"̂  m^ s"̂  from M2 alone. Near midocean ridges and 
seamounts, the generation regions of internal tides, the conversion rates can be 
two to three orders of magnitude higher, and hence the isopycnal diffusivity rate 
also two to three orders of magnitude higher than this value. Abyssal values are 
a fraction of this value, still consistent with deep-sea dissipation and diffusivity 
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measurements. 
Resonant triad wave-wave interactions cause energy to percolate down the 

spectrum to high wavenumbers at a rate that scales with the buoyancy frequency 
N and the Garrett-Munk spectral energy level EQ SO that the dissipation rate is 

8(z)'^PoN^(z)Eg (6.8.7) 

Recent work by Gregg (1989), Henyey et al. (1986), and Polzin et al. (1995) has 
shown that the dissipation rates observed in the deep ocean by microstructure 
instruments can be collapsed quite well (within a factor of 2) by scaling it as 
(see Kunze and Sanford, 1996) 

^(z) = e o - ^ - M - f ( R ) 
No (u^ 

I V G M (6.8.8) 

f(R): RGM(R ' '^ 

R(RGM 

+ 1 ) Y R G M - 1 

+ 1 ) | R - 1 

where R is the ratio of the shear variance U^ to the strain rate variance N^^^ 
(Kunze and Sanford, 1996). R ~ 3 for the GM spectrum, 8o ~ 7.8 x 10"̂ ^ 
W Kg"\ and No ~ 5.2 x 10~̂  s~\ The function f (R), indicative of the rms aspect 

ratio of the internal wave field kjj /k^, enables the scaling to be valid in regions 
such as the equatorial oceans, where the GM spectrum is not expected to be 
valid because of the strong vertical shear and near-zero Coriolis parameter. The 
diapycnal diffusivity is then given by 

0 (.11 
K p = - ^ ^ = : ^ f ( R ) (6.8.9) 

For the canonical GM spectrum, Kp ~ 0.6 x 10"̂  m^ s~\ Kunze and Sanford 
(1996) have used the above scaling relations to arrive at the values of the 
dissipation rate and isopycnal diffusivity (Figure 6.8.1) in the Sargasso Sea as 
described above. 

Suffice it to say that there still remains much to be learnt about internal wave 
processes in the global oceans. 
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LIST OF SYMBOLS 
a Angle be tween the wave and the boundary 
8 W a v e boundary layer thickness 

£ Dissipation rate 
(|)(n) Frequency spectrum 
(t)(n,0) Directional frequency spectrum 
X Wavelength 
V, Vt Kinematic viscosity (molecular and turbulent) 
6 Inclination of the wavenumber vector to the horizontal 
p Density perturbat ion 
Po, ^ Reference density and mean density 
C, Vertical displacement due to internal wave 
r | Displacement of the free surface 
To, Xw Shear stress and wave- induced shear stress 

A, B Constants in the internal wave spectrum 
a W a v e ampli tude 
b Buoyancy 
c , Cg Phase velocity and group velocity 
Cd Drag coefficient 
d, D Depth of the upper layer and the depth of the water column 
f Coriolis frequency 
g Acceleration due to gravity 
j Summation index (takes values of 1 and 2) 
k Magnitude of the wavenumber vector; also summation index 

that takes values of 1 to 3. 
kh, kz Horizontal and vertical components of the wave vector 
k3 Vertical component of the wavenumber 
1 Integral microscale of turbulence; also length scale of 

stratification 
IN Buoyancy length scale 
n Wave frequency 
p Perturbation pressure 
t Time 
w Vertical component of velocity perturbation; also vertical 

advective velocity 
Ua*, u* Friction velocity 
Ui Fluid velocity 
X Horizontal coordinate; also fetch 
X3 Vertical coordinate 
Xi Coordinates 
z Vertical coordinate 



List of Symbols 683 

Zc Crit ical layer height 

A 
C 
Cg 
Cgg, Cg3 
E 
F(kj,n) 
K 
Kp 
N(z) 
P 
R 

RGM 
Ri 
S(kj) 

u. 

Wave action 
Wave phase speed 
Group velocity 
Vertical component of group velocity 
Energy density of the wave 
Wavenumber-frequency spectrum 
Kinetic energy 
Diapycnal diffusivity 
Buoyancy frequency 
Mean pressure; also potential energy 
Covariance; also ratio of shear variance to the strain-rate 
variance 
Ratio of shear variance to the strain-rate variance 
Bulk Richardson number 
Spectrum of sea surface slope 
Velocity shear 
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Chapter 7 

Double-Diffusive Processes 

In this chapter, we will discuss the salient characteristics of double-diffusive; 
processes. These processes are thought to be important to mixing in the deep 
ocean, especially the permanent thermocline and hence the thermohaline 
circulation in the oceans. We will try to summarize our present understanding of 
these processes. There have been periodic reviews of this topic over the past 
three decades (Turner, 1974, 1985, 1996; Schmitt, 1994) and this summary 
borrows heavily from some of them. Workshops and meetings have also been 
held periodically on the topic and the reader is referred to the corresponding 
reports (Chen and Johnson, 1984; Schmitt, 1991; Brandt and Fernando, 1996; 
see also Ruddick, 1998). Once again, the Journal of Fluid Mechanics, the 
Journal of Physical Oceanography, and the Journal of Geophysical Research 
are excellent sources of latest advances in the field. 

7.1 SALIENT CHARACTERISTICS 

When a stratified fluid is statically stable, for example, when a warm layer of 
water overlies a colder layer, conventional wisdom dictates that there be no 
ensuing fluid motions (in the absence of shear). There is no mechanism present 
in this situation to supply the needed energy to work against buoyancy forces. 
This is true except when the stratification involves two (or more) components 
with differing molecular diffusivities. Then, instabilities generated simply by 
virtue of the fact that one component can diffuse away faster than the other can 
give rise to vigorous fluid motions that lead to efficient mixing in the vertical. 
These processes are known as double-diffusive processes. They were discovered 
by Henry Stommel (Stommel et al., 1956) and Melvin Stem (Stem, 1960) and 
confirmed in the laboratory and the oceans soon after. Unlike turbulent mixing, 
which tends to increase the potential energy of the system and dissipates the 
kinetic energy, double-diffusive motions decrease the potential energy of the 
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system. The diffusion coefficient for density is negative (see Ruddick, 1998, for 
a succinct description). Like many other processes, they have been found to 
occur in many diverse areas including metallurgy, geology, and stellar physics. 
The phenomenon is not restricted to two components or to scalar diffusion 
alone, and is now more appropriately called multicomponent convection 
(Turner, 1985), but here we will restrict ourselves to the conventional 
terminology, double diffusion or double-diffusive convection. It can occur in the 
presence of more than two constituents and due to cross-diffusion of one 
property due to the gradient of the other. 

7.1.1 SALT FINGERS 

Consider heat and salt, the two components of stratification in the oceans that 
diffuse in water at vastly differing rates (typical value for the kinematic 
diffusivity of heat -- 1.4x 10" ,̂ and that for salt ~ 1.1 x 10"̂  m^ s~̂ ). In the upper 
kilometer of vast regions in the tropics and subtropics, the excess evaporation 
over precipitation produces a salinity profile with the salinity decreasing while 
the temperature also decreases, with depth. This situation is conducive to the 
formation of salt fingers. Schmitt (1990) reports that 90% of the upper kilometer 
in the Atlantic at 24° N is salt fingering favorable. Another situation that occurs 
quite widely in the global oceans is when warmer and more saline water formed 
in evaporative semienclosed seas flows out into the open ocean. For example, 
the waters of the Mediterranean Sea are warm and salty due to excess 
evaporation over precipitation, and this water flows out along the bottom 
through the Straits of Gibraltar into the Atlantic Ocean and spreads out 
horizontally at a depth of about 1000 m. Extensive salt finger fields have been 
found in the Atlantic in this Mediterranean outflow region. 

Now imagine that a layer of warm salty water is introduced on top of a colder 
fresher (but heavier) layer of water. The heat and salt concentrations in the two 
layers are such that the upper warm layer is lighter than the colder layer below. 
In other words, the stable temperature stratification overcompensates for the 
unstable salinity stratification and the fluid system is statically stable. Now 
imagine that a parcel of fluid is displaced downward from the top layer into the 
bottom layer. Normally, it would return to the top layer after executing a few 
oscillations in the vertical. However, because heat diffuses away faster than salt, 
the parcel loses more heat to the surroundings than salt and consequently 
becomes heavier. If it loses enough heat, it becomes denser than its surroundings 
and keeps moving down. By a similar process, a parcel displaced upward tends 
to keep moving upward. The resulting motion takes the form of fine vertical 
tube-like structures, the salt fingers, that span across a thick interface separating 
the two layers and is very efficient at transferring properties between the two 
layers, even though the system is gravitationally statically stable. The vertical 
buoyancy flux due to the destabilizing component, in this case salt, is larger than 
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the stabilizing component, in this case heat. The slower-diffusing component, in 
this case salinity, that is heavy at the top, provides the needed potential energy 
release to drive the fluid motions. The process drives the system toward a final 
state that has less potential energy than the initial state, and the stratification 
increases as well (Figure 7.1.1). Herein lies the uniqueness of double diffusion; 
unlike turbulent mixing processes at a density interface, which always increase 
the potential energy at the expense of TKE and erode the interface, weakening 
and eventually destroying the stratification, double-diffusive processes decrease 
the potential energy. Thus the eddy viscosity for density is negative. Once the 
process slows down or terminates, homogenization can occur but only through 
molecular or turbulent mixing of the two layers. Also, unlike turbulent mixing, 
which requires an external energy source, such as background mean shear or 
internal waves, double diffusion is self-driven. 

Salt fingers can also occur when the density stratification is continuous, as is 
the usual situation in the oceans (see Figure 7.1.2), as long as the slower-
diffusing component, salt, is heavier at the top. This is the case in many oceanic 
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Figure 7.1.1. The initial and final states resulting from salt fingers (left) and double-diffusive 
convection (right) starting from a stable two-layer stratification, with the warm salty layer on the top 
(left) and on the bottom (right). The resulting density distribution in each layer is shown at top, and 
the final rundown state is shown at the bottom. 
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Figure 7.1.2. Continuous stratification conducive to salt fingers (left) and double-diffusive 
convection (right). 

regions, where excess evaporation concentrates the salt in the upper layers. Salt 
fingers also occur for a different set of constituents, for example, salt and sugar, 
as long as there is considerable disparity in diffusivities. 

7.1.2 DIFFUSIVE CONVECTION 

The opposite case of diffusive convection occurs when a cold fresh layer is 
introduced on top of a warmer saltier (but heavier) layer (Figure 7.1.1). In this 
case, a fluid parcel undergoes growing oscillatory motions because of the 
differing diffusivities (Stem, 1960; Shirtcliffe, 1967). The final result is a very 
sharp diffusive interface across which heat and salt are transported quite 
efficiently, driving a vigorous convection in the two layers that leads to transfer 
of properties between the two layers in the face of gravitationally statically 
stable stratification (Turner, 1973). Here the faster-diffusing component, in this 
case heat, that is heavy at the top, provides the necessary release of potential 
energy to drive the motion. There is a decrease of potential energy and an 
increase in stratification of the system. There is a larger buoyancy flux due to 
heat than due to salt across a diffusive interface. Once again, the density contrast 
between the layers increases and the eddy diffusivity for density is negative. The 
process also occurs in continuously stratified fluid as long as the faster-diffusing 
component is heavier at the top (Figure 7.1.2). Diffusive convection is quite 
common in high-latitude oceans such as the Arctic (Neal et al., 1969; Neshyba 
et al., 1971; Kelley, 1984; Padman and Dillon, 1987, 1988) and the Antarctic. 
Muench et al. (1990) estimate vertical heat fluxes of up to 15 W m"̂  in these 
double-diffusive "staircases" that may help keep the ice cover thin. Strong 
surface cooling and excess precipitation and ice melt cause the surface waters in 
the polar and subpolar regions to be cooler and fresher than the subsurface water 



7.1 Salient Characteristics 689 

and this is conducive to diffusive convection. It has also been found to occur in 
natural water bodies stably stratified due to dissolved salts, but with a heat flux 
from the bottom. Extensive double-diffusive layers have been found at the 
bottom of Lake Kivu in Africa (Newman, 1976). 

Layering also results when a fluid stably and smoothly stratified by one 
component has a destabilizing gradient or flux of the second component 
imposed upon it. A classical example is when a fluid with linear stable salinity 
gradient is heated from below (Turner, 1968). Here, the faster-diffusing 
component is destabilizing. Convection ensues in a layer immediately adjacent 
to the bottom and the depth of this layer increases as \}'^, where t is time. The 
temperature and salinity contrasts in the gradient region at the top of the 
convecting layer also increase, but the net density contrast is, however, small. 
As the convective layer grows, the gradient region above, which is diffusive-
convection-favorable, eventually reaches a critical Rayleigh number and 
becomes unstable either to Rayleigh convection or overstable oscillations and 
breaks down. The convective layer at the bottom stops growing and a new layer 
grows on top of it, and the molecular diffusion of heat above this layer starts this 
process all over again [Figure 7.1.3 (from Huppert and Linden, 1979)]. The 
consequence is sequential formation of new convective layers at the top with 
time, leading eventually to a series of convective layers separated by 
sharpinterfaces called a thermohaline staircase (Ruddick, 1998; Huppert and 
Linden, 1979; see also Fernando, 1987; Fernando and Ching, 1991). Turbulent 
convection carries the heat and salt across the layers, but a major part of their 
transport through the interfaces is thought to be by molecular diffusion. The 

Figure 7.1.3. Diffusive convection resulting from heating from below of a linearly stratified salt 
solution (from Huppert and Linden, 1979, reprinted with the permission of Cambridge University 
Press). 
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layers near the bottom often merge with each other, with the interface between 
them migrating either up or down. Kelley (1987) provides a thorough discussion 
of the physics of layer merging and interface thickening. A beautiful example of 
layered formations in nature is that of Lake Kivu, a bottom-heated sahne lake 
[Figure 7.1.4 (from Newman, 1976)]. 

Stem and Turner (1969) describe the formation of successive convective 
layers through the salt fmger process when a sugar flux (equivalent S flux) is 
imposed on top of a salt gradient (equivalent T gradient). Here the destabilizing 
component has slower diffusivity. Nevertheless, there is a great similarity 
between the previous case and this in terms of the formation of convective 
layers. The difference is that fingers form initially in each convective layer, 
become unstable to collective instability in the form of an internal wave 
(probably due to superimposed shear), break up, and result in a convective layer 
that deepens bounded by a thin finger interface ahead of it, whose fingers in turn 
elongate and break down, producing the next convecting layer. Although still 
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Figure 7.1.4. Double-diffusive layering observed in Lake Kivu (from Newman, 1976). 
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unsubstantiated, this presumably mimics the mode in which thermohahne 
staircases form in finger-favorable regions of the permanent thermocline. 

It is quite simple to demonstrate the process of salt fingers and diffusive 
convection using a two-layer system consisting of either sugar and salt or heat 
and salt. The latter does not last as long as the former because of the difficulty of 
insulating against heat loss through the walls. The fingers and the sharp 
diffusive interface are set up in a matter of minutes, but it takes hours (to days, 
especially for very viscous fluids) for the system to eventually run down. All 
one needs is a glass beaker (preferably a rectangular tank) and a specific gravity 
meter to ensure that the appropriate layer is heavier (a specific gravity difference 
of 0.01 to 0.02 suffices). Then salt and sugar (or hot salty and cold fresh) 
solutions with the required density difference can then be prepared. The beaker 
can be half-filled with the lighter layer first and the heavier layer can then be 
poured slowly down a straw that penetrates to the bottom so that it lifts the 
lighter one without too much mixing at the interface. If the heavier salty (or 
colder fresher) layer is introduced at the bottom of a lighter sugar (or warmer 
saltier) layer, fingers ensue in a matter of minutes and persist for many hours. If 
the heavier sugary (or warmer saltier) layer is introduced at the bottom of a 
lighter salty (or colder fresher) layer, a sharp double-diffusive interface results. 
In either case, vigorous convection can be seen in both layers driven by the 
destabilizing buoyancy flux through the fingering or double-diffusive interface. 
The fingering and convective motions can be easily visualized if the beaker is 
held against a light source, since the refractive index fluctuations cast a shadow-
graph that makes the structures visible (or one layer can be dyed). Figure 7.1.5 
shows salt fingers and diffusive convection set up in the laboratory (Turner, 
1985) by using salt and sugar dissolved in water (sugar diffuses roughly three 
times slower than salt in water). Note the thick finger interface and the very 
sharp diffusive interface. 

7.1.3 STAIRCASES IN THE OCEAN 

In the oceans, double-diffusive processes can be identified by their 
characteristic stepped or staircase structures in the vertical temperature and 
salinity profiles. Note, however, that unlike diffusive convection, salt fingers do 
not necessarily produce staircase structures, and salt finger fluxes have been 
observed in the North Atlantic without any accompanying staircases. Since their 
discovery in 1960, many experiments have been conducted to confirm their 
existence in the oceans and assess their importance to deep-ocean mixing. The 
most recent such experiment is the Caribbean Sheets and Layers Transect (C-
SALT) experiment conducted east of Barbados in 1985 (Schmitt, 1991, 1994). 
Researchers found an area more than a million square kilometers in extent where 
thermohaline staircase structures were quite vivid (Figure 7.1.6). Analysis of the 
data collected shows, however, that while the processes are analogous to those 
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Figure 7.1.5. Salt fingers in the laboratory, created by placing sucrose solution on top of denser 
NaCl solution and leaving for serveral minutes (top), and double diffusive convection in the 
laboratory, created by pouring a layer of NaCl solution on top of a layer of denser sucrose solution 
(bottom). Flow is visualized by using the shadowgraph technique (from Turner, 1995). 



7.1 Salient Characteristics 693 

_i I — I — I — I — I — 1 — 

FALL i985 

63'°W 60° 45° 42° 

- i 

23. 

34.2 

0. 

24. 

34.3 

DENSITY RATIO 
i 2. 

POTENTIAL DENSITY 
25. 26. 

SALINITY (PSU) 
35.4 36.0 

3. 

27 

36.6 

4. 

28. 

37.2 

TEMPERATURE (DEG. C) 
11. \T 23. 29. 35. 

800. i-
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observed in the laboratory, there are detailed differences as well. For one, the 
finger interfaces appear to be much thicker than what the laboratory 
observations indicate they should be (2-5 m typically as opposed to 30 cm), and 
therefore drive a flux much weaker than those suggested by laboratory 
measurements. The second important difference is that unlike the fingers 
observed in the regions like the Mediterranean outflow (WilUams, 1975), the 
finger structures were aligned more toward the horizontal direction than the 
vertical. There is considerable vertical shear in the deep oceans due to 
inertial/intemal waves and other motions, and it is not always clear what this 
shear does to salt finger processes—whether it merely realigns them or destroys 
them completely and periodically. 

The C-SALT program found extensive thermohahne staircases east of 
Barbados with typically 10 layers of 5-40 m thickness between 150- and 600-m 
depths, with sharp gradient regions 0.5- to 5-m thick, 0.5-1 °C temperature and 
about 0.1 psu sahnity contrasts, and coherent over 300-400 km. The most 
striking aspect of these layers (Figure 7.1.7) is the constancy of the horizontal 
density ratio at 0.85. This ratio is equivalent to the density (or equivalently 
buoyancy) flux ratio RF=(pTpr)/(PsFs)' where FT and Fs are heat and 
salt fluxes, since the principal balance is between horizontal advection of 
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temperature and salinity and divergence of vertical heat and salt fluxes (see 
Schmitt, 1994). The vertical density ratio R P = ( | 3 T A T ) / ( P S A S ) , the ratio of 

stratification due to salt to that due to heat (symbols pT and ps denote the 
coefficients of thermal and saline expansion, and AT and AS the changes in 
temperature and salinity) is 1.6. For salt fingers the flux ratio is 0.5 to 0.8, 
somewhat lower than the observed value, but nevertheless indicating that salt 
finger processes were active. For isopycnal mixing this ratio is 1 and for vertical 
mixing it should be 1.6 (Schmitt, 1991). Schmitt explained the higher observed 
value by invoking conductive correction to the fluxes. Using the observed Rp 
value of 0.72 for a density ratio of 1.6, and adding a correction of 0.1 due to 
conduction, brings it close to the observed values. The higher value may also be 
due to intermittent turbulence or migration of interfaces between layers due to 
nonhnearity of the equation of state (Schmitt, 1994). Kunze (1991) estimates 
that the salt eddy diffusivity is around 1-2 x 10"* m^ s~̂  in the staircases in the 
C-SALT region, an order of magnitude larger than the canonical 10 
value found in the abyssal oceans. 

Another aspect of the C-SALT observations was the nearly horizontal 
orientation of the laminae, unlike observations in other regions where the 
orientation is predominantly vertical (Schmitt and Georgi, 1982). Kunze (1991) 
has hypothesized that this tilting is due to inertial wave shear, with a balance 
between sheet growth and disruption by the prevailing shear. The interfaces 
were also thicker than predicted by laboratory simulations with correspondingly 
weak fluxes. There is still no satisfactory explanation for this discrepancy 
(Ruddick, 1998), although attempts have been made (Kunze, 1990, 1994). 

Persistent thermohaline staircases have been found in the Tyrrhenian Sea in 
the Mediterranean. In the western tropical Atlantic, they have been observed for 
over 30 years (Schmitt, 1994). These long persistence times suggest that double-
diffusive processes might be a quasi-permanent feature of many regions in the 
global oceans. However, while a majority of the permanent thermocline region 
of the world is stratified salt-finger-favorable, staircases have not been observed 
in all these regions. There are competing, often more vigorous processes 
operative, such as internal waves and turbulent mixing, and the shear and intense 
mixing associated with them have a tendency to destroy salt fingers or at least 
prevent them from creating permanent staircases. Although the data are sparse, 
there appears to be a systematic variation of the vertical density ratio across the 
thermohaline steps with latitude (Schmitt, 1994), with values of 1.2, 1.3, and 1.6 
for the Tyrrhenian Sea (40° N), Mediterranean Sea outflow (35° N), and 
Caribbean Sea (12° N). Ingham (1966) finds that in 90% of the main thermo-
cline of the Atlantic, the vertical density ratio is less than 2.3. Fingers appear to 
be most intense when the density ratio is less than ~2 (see Zhang et al., 1998). 

Diffusive convection staircases are usually found in high latitudes, such as in 
the Arctic and Antarctic waters, where cold fresh water formed from ice melt 
Hes above saltier warmer waters (Padman and Dillon, 1989). They are quite 
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ubiquitous in the Arctic at 200- to 400-m depths. The scale of these layers is -C 
(kx/N)̂ ^ ,̂ where kj is the thermal diffusivity and N the buoyancy frequency; C is 
a function of the density ratio Rp (Kelley, 1984). 

Vertically profiling microstructure probes measure the dissipation rate and 
scalar variances, and along with information on background gradients, can be 
used to infer eddy diffusivities, a measure of vertical mixing. They are very 
good at measuring mixing due to conventional mixing mechanisms, such as 
turbulence from internal wave breaking. They are at present, however, less able 
to fully resolve the very fine scale structure (less than 2 cm) involved in finger 
processes, especially the salinity variances. Because salt finger structures are 
likely to be vertically oriented, towed instruments are needed to measure the 
associated microstructure. Nevertheless, the small dissipation rates measured do 
not imply low mixing rates in thermohaline staircases, because of the different 
constant in the relationship between diffusivity and dissipation rate. Typical 
values of 2-5 x 10"̂ ^ W kg'^ are two orders of magnitude smaller than those 
measured elsewhere in the deep ocean, but amount to a diffusivity of 2-20x10"^ 
m s ' , whereas deep-ocean dissipation rate measurements indicate low 
diffusivities on the order of 10"̂  m^ s"̂  due to internal-wave-induced mixing 
processes! 

Figure 7.1.8 shows towed spectra obtained in the Pacific by Gargett and 
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Figure 7.1.8. Observed salt finger spectrum from towed sensors (from Gargett and Schmitt, 1982). 
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Schmitt (1982) from a tow through salt fingering layers and its comparison with 
the theoretical +2 power law spectrum from Schmitt (1981). The prominent peak 
is noteworthy, since it is suggestive of the dominance of a particular scale of 
fingers. Also the narrowband-limited amplitude nature of salt fingers results in a 
low Kurtosis value in such records compared to the high values for turbulence, 
and this has often been used to discriminate between salt fingers and 
conventional turbulence in towed measurements (Mack and Schoeberlein, 
1993). Microstructure observations of staircases have also been made by Mack 
(1985, 1989) and Marmorino et al. (1987) in the Sargasso Sea, and by Lueck 
(1987) and Fleury and Lueck (1991) among others. 

7.1.4 DENSITY INTRUSIONS 

Density intrusions are frequent in the oceans, a classic example being the 
Mediterranean outflow intruding as a density current into the deep Atlantic. 
Carmack et al. (1995) report spectacular intrusions in the Arctic, whose T-S 
properties remain coherent over several thousand kilometers. If, as in this case, 
the water masses entertain salinity and temperature contrasts, double-diffusive 
motions can ensue. This has been demonstrated by beautiful laboratory 
experiments (Figure 7.1.9) using a salt-sugar system by Turner (1978; see also 
Ruddick and Turner, 1979). The intruding layer has both salt finger and 
diffusive convection processes occurring, one on the top side and the other on 
the bottom (which one occurs on which side depending on whether the layer has 
a slower diffusing component or a faster one). The layer also tilts slightly in the 
vertical as it intrudes (unlike ordinary intrusions which maintain the same level), 
depending on whether the net density flux to the layer, which is the sum of the 
fluxes through the finger and diffusive interfaces into the layer, is negative 
(layer becomes lighter and rises) or positive (the layer becomes heavier and 
sinks). For example, in Figure 7.1.10, from Turner (1981), a sugar layer is 
intruding into a salt-stratified system, with fingers below and a diffusive 
interface at the top. The layer rises as it intrudes since the finger fluxes dominate 
and reduce the layer density. Contrast this to the behavior of an intrusion of a 
simple salt layer into the same solution in Figure 7.1.10. As can be seen, double-
diffusive intrusions have a vastly different behavior. 

If two identically stably stratified systems containing salt and sugar 
solutions are set up in a two-chambered tank separated by a partition, and the 
partition is carefully removed, double-diffusive instabilities cause intrusions to 
occur in the two fluids, leading to a staircase structure involving finger 
structures separated by sharp double-diffusive interfaces. Figure 7.1.11 (from 
Ruddick, 1992) shows layered intrusions that occur when the partition separates 
the initially homogeneous sugar and salt solutions of identical density. 
Inversions in both temperature and salinity develop, leading to finger and 
diffusive convection occurring alternately in the vertical direction. These 
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Figure 7.1.9. Double-diffusive intrusions produced by removing a vertical barrier dividing salty and 
sugary solutions with the same density distribution, with the warm sugary layer on the left and cold 
salty layer on the right; salt finger fluxes dominate in the top panel (from Ruddick and Turner, 1979, 
reprinted with permission from Elsevier Science) and double-diffusive convection in the bottom 
(from Ruddick, 1992). 

intrusions can slope either upward or downward depending on whether the 
finger fluxes or diffusive fluxes dominate (Ruddick, 1992). Figure 7.1.11 
explains this aspect more clearly (see also Ruddick and Walsh, 1996; May and 
Kelley, 1997). A warm salty intrusion can have fingers below and a diffusive 
interface above so that a fluid parcel moving from A to B loses both heat and 
salt to both. If the net density flux to fingers below is larger than that to diffusive 
convection above, the parcel becomes lighter and rises, and the intrusion slopes 
upward. If the net density flux to fingers below is smaller than that due to 
diffusive convection above, the parcel becomes heavier and sinks, and the 
intrusion slopes downward. Thus, the slope of the intrusions indicates whether 
the diffusive convective flux or the finger flux is more dominant. The intrusions 
reported by Carmack et al. (1995) appear to be dominated by diffusive con-
vection rather than by salt fingers. Figure 7.1.12 (from Turner, 1981) shows the 
intrusive layering that results when the partition separates initially identically 
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Figure 7.1.10. Shadowgraphs illustrating the difference between a regular density intrusion of a 
salty layer into a stably-stratified salty fluid (left) and a double-diffusive intrusion of a sugary layer 
into the same solution (right) (from Turner, J. S., in Evolution of Physical Oceanography, Copyright 
M.I.T. Press, 1981). 

linearly stratified salt-sugar systems. The salt-sugar contrast increases with 
depth and therefore the layers increase in thickness from the top to the bottom. 
Since the speed of advance of the layers is proportional to their thickness, one 
gets the "Christmas tree" effect. 

7.1.5 MEDDIES 

The spreading of the Mediterranean outflow in the Atlantic involves the 
spawning of huge lenses of warm salty water called Meddies, roughly 100 km in 
diameter and 200-300 m in thickness initially, moving roughly at 1-2 cm s"̂  
through the surrounding water at a depth of about 1100 m (Armi et al., 1989; 
Richardson et al., 1989). The saHnity and temperature contrasts in the Meddy 
compared to that in the North Atlantic Central Water are about 0.2-1.0 psu and 
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Figure 7.1.11. A sketch of double-diffusive intrusions showing alternating salt fingers and double 
diffusion. The intrusive layers slope upward to the right, since a parcel A becomes cooler and fresher 
as it moves to B and becomes lighter when finger fluxes dominate. The sloping will be downward if 
double-diffusive flux dominates (from Ruddick, 1992). 

2 to 3°C. The Meddles have a thickness of about 800 m and rotate 
anticyclonically with a typical period of 4-6 days. They last typically two to 
four years unless they run into topography, and during this time travel nearly 
500-1200 km more or less intact, but with a gradual decrease in diameter and 
salinity contrast (Figure 7.1.13). The principal mode of decay of these Meddles 
appears to be intense mixing at their boundaries with the ambient waters 
(Ruddick and Hebert, 1988; Hebert et al., 1990; Ruddick, 1992). This involves 
double-diffusive processes occurring at the edges of the lens through lateral 
intrusions (Figure 7.1.14). Enhanced dissipation rates are found in micro 
structure measurements at the top, bottom, and sides of the Meddy, although the 

Figure 7.1.12. Double-diffusive interleaving obtained when a barrier separating linearly stratified 
sugar on the left and salty solution on the right is removed (reprinted from Deep-Sea Research, 26A, 
Ruddick and Turner, The vertical length scale of double-diffusive intrusions, 903-931, copyright 
1979, with permission from Elsevier Science). 
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Figure 7.1.13. The trajectories of SOFAR floats emplaced in three of the Meddles generated by the 
outflow of warmer, saltier Mediterranean waters into the Atlantic through the Straits of Gibraltar 
(top panel, from Richardson et al 1989). The longevity of Meddy 1 is noteworthy. Meddy 2 ran into 
a seamount and dissipated. Salinity cross sections of Meddy 1 at four points during its lifetime, 
October 1984, June 1985, October 1985, and October 1986 (bottom panel, from Armi et al 1989)! 
Note the gradual shrinking of its core of saltier Mediterranean waters. 
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Figure 7.1.14. Salinity profiles through the Meddy at the four points during its lifetime (see Figure 
7.1.13). Successive traces have been offset to the right by 0.5 psu. Staircase structures can be seen 
both on the top (due to double-diffusive convection) and on the bottom (due to salt fingers) (from 
Armi etai, 1989). 
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core is stable and has little microstmcture. Double-diffusive convective fluxes at 
the top produce staircase structures with strong shear, especially near the center. 
In the Meddy Sharon, probed extensively as it drifted slowly southward in the 
Atlantic, the lower surface also had stepped structures which resulted from salt 
fingers. The diffusive layers at the top edge had vertical scales of 10-15 m, and 
the finger layers at the bottom edge had vertical scales of roughly twice those at 
the top (-25 m). Lateral intrusions at the sides are apparently responsible for 
most of the mixing (Ruddick and Hebert, 1988). They mix heat, salt, and 
momentum anomalies outward radially, which are then dispersed into 
surrounding waters. Hebert et al. (1990) find that the Meddy decay is equivalent 
to a radial diffusivity of 2 m^ s~̂  These intrusions appear to be dominated by 
salt finger fluxes (Ruddick, 1992; Ruddick and Walsh, 1996) and eventually 
reach the center and alter the structure of the lens itself. Ruddick (1992) has 
made a careful analysis of these measurements to show that it is the double 
diffusion that is responsible for the observed structure and decay. The isopycnal 
slopes are consistent with what would be expected for double-diffusive 
intrusions. 

7.1.6 IMPORTANCE OF DOUBLE DIFFUSION 

The most salient aspect of double diffusion is its inherent efficiency in 
effecting vertical transfer of properties, in other words, vertical mixing. 
Compared to mechanical turbulence, the dissipation rates are low in double-
diffusive processes and this translates to greater efficiency of transferring 
properties in the vertical. McDougall (1988) and Schmitt (1991) point out that 
the effective vertical eddy diffiisivity of salt in salt fingers can be written as 

8 R . - l 

For Rp~ 1.6 and Rp ~ 0.6, Ff - 1.5. In general, Ff can be 1 to 4. In 

contrast, the vertical eddy diffusivity for mechanical turbulence is 

where Rif is the flux Richardson number, which indicates the efficiency of 
conversion of TKE into potential energy. Rif has a value of about 0.15-0.20, 
thus giving a value of 0.18-0.25 for F^, an order of magnitude smaller than that 
for salt fingers. The contrast between Ff and Fj is not surprising, since only a 
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small fraction of the flow energy in turbulence gets converted to potential 
energy. A major fraction is dissipated. In contrast, the dissipation rate 
(proportional to the buoyancy flux) in salt fingers is much smaller. Salt fingers 
are therefore very efficient at converting haline potential energy to thermal 
potential energy. However, Tf values are very sensitive to the value of flux 
ratio Rp and are very difficult to estimate accurately (Schmitt, 1994). 

The fact that differential diffusion of heat and salt can be important to interior 
water mass structure and meridional thermohaline circulation in the global 
oceans has prompted several numerical studies. Gargett and Hollo way (1992) 
demonstrated its significant potential impact through simple simulations using 
the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model. 
The large scale meridional circulation simulated by this model was altered 
considerably when the ratio of the heat and salt vertical diffusivities was 
changed to nonunity values. Gargett and Perron (1996) have shown that even in 
simple multibox models of thermohaline circulation, differential diffusion of 
heat and salt can produce a different response to freshwater forcing changes. 
More recently, Zhang et al. (1998) have rerun these simulations but with proper 
parameterization of the double-diffusion-driven vertical diffusivities of heat and 
salt as a function of the local density ratio. They show that even with rather 
conservative parameterization of double-diffusive effects, the meridional 
overturning is reduced by 22% compared to the control run with the same 
diapycnal diffusivities for heat and salt, and the maximum poleward heat 
transport is reduced by 8%, these values being about twice the values that the 
Gargett and HoUoway (1992) parameterization indicates. The prevailing 
upwelhng-diffusion balance in the vertical in these models is upset by the 
negative (upgradient) density diffusivity. Quite simply, the downward density 
flux tends to hinder the upwelling of dense water from the deep by making it 
even denser. 

The contrast between the weakly stratified oceanic mixed layer and the 
strongly stratified thermocline below is striking. Clearly, the vertical mixing of 
scalar quantities is generally weak in the upper thermocline (10'^ m^ s"̂  or less), 
but strong in the mixed layer (10'^ m^ s'̂ or more). More interesting is the fact 
that in the mid-latitude mixed layers, the density ratio R = ocA0 (PAS)"\ the ratio 
of temperature contribution to the density change over a certain spatial scale to 
that of salinity, is very nearly 1, whereas in the thermocline below, it asymptotes 
to a value of very nearly 2 (Schmitt 1999). Observations by Rudnick and Ferrari 
(1999) in the North Pacific show that over horizontal distances of 20 meters to 
10 kilometers, the temperature and salinity gradients in the mixed layer tend to 
compensate each other so that the horizontal density changes are very small near 
the surface. Any horizontal density gradients imposed by atmospheric forcing 
tend to get dissipated by slumping of the heavier fluid beneath the adjacent 
lighter fluid (so that the isopycnals change from vertical to horizontal), so that 
only those temperature and salinity changes imposed by atmospheric forcing in 
which the density ratio is 1 (and hence the density change is negligible) tend to 
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persist (Young 1994). This process can be expected to be active only at spatial 
scales below the Rossby radius of deformation, since otherwise rotational effects 
can maintain horizontal density gradients, without the necessity of such 
slumping. Moreover, the strong mixing inhibits double-diffusive processes, even 
though the density ratio is near unity and hence favorable to them. However, 
immediately below the mixed layer, the vertical mixing weakens, permitting 
double-diffusion, and the density ratio begins to increase towards a value of 2. 
Salt fmger processes are especially strong near density ratio of 1, but weaken 
considerably as the density ratio approaches 2. It is likely that in the weakly 
mixed regions below the mixed layer, salt fmger processes dominate mixing and 
since there is a preferential transport of salt in these processes, this could 
explain why the density ratio increases above 1 and approaches the value of 2 in 
the mid-latitude thermocline (Schmitt 1999). Thus lateral mixing in the surface 
mixed layer subject to random atmospheric forcing may lead to density-
compensated temperature and salinity changes there, whereas salt fingers may 
tend to drive the density ratio above 1 in the thermocline below. If substantiated, 
this would have considerable implications to modeling small scale mixing 
processes in the upper layers in mid-latitude oceans: the horizontal diffusivity in 
the mixed layer could be a function of the density gradient and vertical mixing 
in the thermocline must account for salt finger processes. 

To sum up, the fact that self-driven vertical transfers of heat and salt could 
occur in some statically stable interior regions of the oceans has potentially 
profound consequences to the water mass structure and ocean mixing in the 
interior, which in turn affects the meridional overturning and thermohaline 
convection in the oceans. This has climatic implications. This must however be 
counterbalanced by the fact that double-diffusive convection is rather fragile and 
easily modified by background shear and internal wave motions and mixing. 
While numerical models have shown that the incorporation of differential 
diffusion of heat and salt in the interior has a significant impact on the 
meridional circulation and poleward heat transport simulated by ocean models, 
the importance of double diffusion relative to internal wave and boundary 
mixing is still largely an unresolved issue. 

There now exists a vast literature on multicomponent convection in other 
fields such as chemistry, geology, metallurgy, and astrophysics. The reader is 
referred to Huppert (1986), Turner (1985, 1996), and Brandt and Fernando 
(1996) for excellent reviews. We would like to point out here that double-
diffusive processes have come to be recognized as pivotal in explaining and 
understanding mechanisms such as ancient sulfide ore deposits and mixing in 
magma chambers. The salient distinction in these cases from double diffusion in 
oceanography is the presence and impact of phase changes, principally 
crystallization. Cooling of molten material is almost always accompanied by 
crystallization of some mineral components, so that the remnant fluid has its 
composition altered radically, and this is often conducive to double diffusion. In 
cooling magmas and other fluids involving crystallization, it is the compo-
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sitional gradients brought about by crystallization that drive diffusive convec-
tion, and not so much the thermal contrasts. The different minerals in the 
solution diffuse at different rates, and crystallization of a component alters the 
density (when a denser mineral component settles out, the colder remnant fluid 
becomes lighter). These effects can be reproduced in the laboratory by the use of 
aqueous solutions such as Na2C03. For example, cooling a Na2C03 solution 
from the top results in crystallization from the top, with what Turner (1996) calls 
compositional convection occurring at the leading edge of the advancing 
solidification front forming a series of convecting layers [Figure 7.1.15 (from 
Turner, 1996)]. 

Kantha (1981) offered an alternative mechanism for the formation of 
elongated basalt columnar structures observed in many ancient lava flows 
around the world. He suggests that columnar structures might result from 
"basalt" fmger-like process in the cooUng magmatic layer. The conventional 
explanation entrenched in geology invokes analogy to mud cracks and therefore 
cracking during cooling and soHdification. The complex frozen "fluid-like" 
structures of columnar formations (Devil's Post Pile, for example) and the sharp 
"turbulent" transition zones between columnar structures (Columbia River 
Basalt formations) are very difficult to explain without invoking a fluid-
dynamical process operative in the molten magmatic layer during the cooling 
phase. Salt-finger-like processes driven by compositional convection in the 
cooling magma are most likely to produce such structures that are then frozen, 
leading to preferential cracking along the junctions during solidification. The 

Figure 7.1.15. Compositional convection in Na2C03 solution cooled and crystallized from the top 
(from Turner, 1996). 
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exquisitely regular pattern of resulting columns is far from what one would 
expect if they were formed from cracking in a fluid with unordered, random but 
presumably homogeneously distributed inclusions and compositions. 

These ideas are however still quite controversial in the geological com-
munity, as is the idea that layering seen in some ancient igneous rock formations 
might have been due to diffusive convection. MuUer (1998) describes columnar 
formations very similar to basalt columns formed in desiccating starch-water 
mixtures. These have similar polygonal cross sections and large length to width 
ratios typical of basalt column structures. MuUer therefore asserts that con-
vective processes have Httle to do with formation of this kind of structure in 
basaltic magma, although he acknowledges that his experiments cannot explain 
the column/entablature nature of many basaltic column formations, which tends 
to suggest convective layers and basalt finger structures overlying each other, 
typical of double diffusion. His experiments also used heat appHed at the top to 
promote evaporation and this once again introduces heat and concentration as 
two diffusive components across the crack front. Clearly, the controversy is yet 
to be resolved. 

7.2 CONDITIONS FOR THE ONSET OF 
DOUBLE DIFFUSION 

Derivation of conditions for the onset of double-diffusive motions involves 
stability considerations of the fluid. It is a simple extension of the classical 
Rayleigh approach to the convection problem to double diffusion (Nield, 1967) 
and was first considered by Stem (1960). Consider a Hnearly and stably 
stratified system with linear stratification in temperature and salinity as in Figure 
7.1.2. Let d be the thickness of the layer and assume that the layer has free 
boundaries with temperature and salinity held fixed at these boundaries. The 
relevant parameters in the problem are the Rayleigh number Ra, the Prandtl 
number Pr, the density ratio Rp, and the ratio of diffusivities x: 

R a = ^ P l ^ , P r = ^ , R p = ^ I ^ = ̂ , x = ̂  (7.2.1) 
vk r̂ kj ^ PsAS g oS k^ 

One can also define 

Ras=Ra/Rp (7.2.2) 

Classical Hnear stability analysis using infinitesimal disturbances to the strati-
fied system shows that for the finger situation (Ra > 0, Rag < 0), the fluid 
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becomes dynamically unstable when 

Rac 27 4 
Ra ->—n 

T 4 
(7.2.3) 

When T is small, motion ensues even when Rag « -Ra, that is, when the 
fluid is still statically stable. The fastest growing motions have a horizontal scale 
given by wavenumber k: 

k̂  
vkjd 

gPxAT 
(7.2.4) 

This result holds for even finite-amplitude disturbances and has in fact been 
employed successfully in many analytical models of salt finger motions. Figure 
7.2.1 shows the stability boundaries for salt fingers and diffusive convection. 
Ruddick (1983) defines a parameter named the Turner angle: 

Tu = tan" 
R p - l 

(7.2.5) 

Thus salt fingers occur when 45° < Tu < 90° (strongest for Tu close to 90°) 
and diffusive convection occurs when -45° > Tu > -90° (strongest for Tu 

' K \ S ^ \ \ \ \ \ \ \ \ I 
dS Psf 

No Instabilities 

T\ A 

Figure 7.2.1. Stability boundaries for double-diffusive processes, with diffusive motions in the ENE 
quadrant and fingers in the SSW quadrant. 
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close to -90°). For 45° > Tu > ^ 5 ° double diffusion is not possible. For the 
remainder of the Tu values, the fluid is statically unstable. 

Schmitt (1983) has extended the analysis to arbitrary values of Pr and x, and 
computed the maximum growth rates and flux ratios (Rp): 

RF = 
PsFs 

(7.2.6) 

Figure 7.2.2 shows the flux ratio for Rp = 2 from Schmitt (1983). The results 
are in good agreement with laboratory results for the heat-salt and the sugar-salt 
systems. A salient conclusion from this analysis is that fingers can be expected 
to be sluggish for magmas and vigorous for liquid metals. 

A similar stability analysis can be done for diffusive interfaces (R < 0, Rs > 
0). A double-diffusive interface can become dynamically unstable (Huppert and 
Manins, 1973) if 

(7.2.7) R p < T 
-3/2 

However, unlike the finger case, the results from nonlinear theories are 
significantly different in this case. Therefore, numerical approaches have been 
used to determine if a steady nonlinear convection can ensue. The reader is 
referred to Turner (1985) and the references cited therein for more details. 

In water, cross-diffusion terms (see below) are negligible and only self-
diffusion needs to be considered in determining if and when double-diffusive 

10-^ 10-3 10-2 10"̂  10° 10^ 102 10^ 10* 

Prandtl number 

Figure 7.2.2. Rux ratio Rp for a density ratio Rp of 2, for various values of diffusivity ratio and 
Prandtl number. LM denotes liquid metal, M, magmas, H/S, the heat-salt, S/S, the sugar-salt, and 
SCO, the semiconductor oxide regimes (from Schmitt, 1983). 
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motions ensue. An interesting situation in many other fields is one where a 
gradient of one component can produce diffusion of the other through cross-
diffusion terms. For example, if heat and salt fluxes FT and Fs can be written as 

IV=-(kTVT+kTsVS) 

I^=-(ksTVT+ksVS) 

with 

P = PO[1 + PTT+|3SS] (7.2.9) 

ksT is proportional to the Soret coefficient and kjs is proportional to the Dufour 
coefficient. The Soret effect is an example of cross-diffusion where a salt flux 
results from a temperature gradient. The Dufour effect results in heat flux in the 
presence of a salt gradient. The Soret effect is more important in liquids. The 
beautiful photographs of fingers in polymer solutions in Preston et al. (1980) 
illustrate the importance of cross-diffusion in such systems. McDougall (1983) 
extended the stability analysis to cross-diffusion for both finger and diffusive 
cases and sketched the stability boundaries. He showed that for fmger 
instability, the stability condition for nonzero cross-diffusion coefficients is 

I Pŝ ST 1 I, I f PT^TS 1 1^ 2^ ^ I 1 ^̂ TŜ ST I - 1 + 
Pxks RpX 

- 1 >-
I Pskj J 4 Ral k^ks 

(7.2.10) 

One salient aspect of the presence of cross-diffusion tenr»s is that instability 
can ensue even when both components are stably stratified. The diffusion of 
temperature in fingers is unaffected by cross diffusion, but salt diffusion can be 
effected by temperature gradient by cross-diffusion and can cause instability 
(see Turner, 1985). 

7.3 EXPERIMENTAL RESULTS 

Double diffusion has been explored quite extensively in the laboratory (for 
thorough reviews of laboratory experiments see Turner, 1974, 1981, 1996), 
simply because the experiments are quite easy to set up and the various fluxes 
easily measured whereas definitive observations and measurements of quantities 
like heat and salt fluxes are very difficult to carry out in the oceans. The 
important quantities that are measured in laboratory experiments are the flux 
ratio Rp and the heat flux FT as functions of the density ratio Rp and the ratio of 
diffusivities T. 

Turner (1965), Marmorino and Caldwell (1976), Takao and Narusawa 
(1980), and Taylor (1988) have conducted careful measurements of the heat and 
salt fluxes and the flux ratio in diffusive convection. A remarkable aspect is that 
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the flux ratio R*F [defined as (PSFS)/(PTFT) in diffusive convection literature, the 
inverse of Rp] is nearly constant and equal to the square root of the ratio of 
diffusivities x* (defined as kx/ks, the inverse of x) at values of R*p [defined as 
(PSAS)/(PTAT), the inverse of Rp] beyond about 2. Figure 7.3.1 (taken from 
Takao and Narusawa, 1980) shows the variation of FT and R*F with R*p. The 
experimental values for FT can be fitted very well by (Marmorino and Caldwell, 
1976) 

(7.3.1) 

where 

FT =F?Aexp|4.6expr-0.54(Rp - l ) j | 

A = 0.0044(x ) (7.3.2) 
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Figure 7.3.1. Laboratory measurements of flux ratio Rp (top panel) and normalized heat flux 
(bottom panel) across a double-difliisive interface as functions of the density ratio (Reprinted from 
Takao, S. and U. Narusawa, Int. J. Mass Heat Transfer, Copyright 1980, with permission from 
Elsevier Science). 
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and 

F« = 0.085 ^ (gp^kx / ' ' AT̂ ^̂  (7.3.3) 

is the so-called flat plate flux value, the flux obtained by putting a fictitious 
conducting flat plate at the interface. Note the classical 4/3 law normalization 
used in this and other diffusive convection experiments. Marmorino and 
Caldwell (1976) suggest a value of 0.101 for the constant A for the heat-salt 
case. For large values of R p, R p can be approximated as 

R F = 0 . 0 3 4 ( T ) (7.3.4) 

provided 

Rp>0.46(x j (7.3.5) 

For the oceans, x ~ 0.008, so that R p ~ 0.17 and R*p ~ 2.3. Huppert (1971) 
suggests for the heat-salt case 

R F = 1 . 8 5 - 0 . 8 5 R * 1 < R * <2 
. (7.3.6) 

= 0.15 R p > 2 

Traditionally R*F has been regarded as a function only of R*p. Recent 
experiments (Taylor and Veronis, 1996) in a two-layer salt-sugar system, 
however, suggest that there is some dependence on Ras as well, and this is 
confirmed by the numerical experiments of Shen and Veronis (1997). 

Kelley (1984) has proposed an empirical scaling for the thickness of the 
convective layers adjoining double-diffusive interfaces. His scaling appears to 
apply well for both laboratory and oceanic thermohaline staircases. His results 
are equivalent to assuming that the Rayleigh number in the layers is 
approximately proportional to the density ratio, 

R a = ^ & ^ ^ = BR!; B~0.26xl0' (7.3.7) 

where H is the layer thickness that scales quite well as 

\l/2 
H=G(kT/N) 

G ^ = B R ; ( R ; - I ) - ^ , N2=-gPT(R;-l)AT/H 
(7.3.8) 

where N is the smoothed buoyancy frequency determined from the thickness of 
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the layer and the temperature jump across it. This is unUke in Huppert and 
Linden (1979), who used the value of N prior to the onset of the staircase 
structure, even though the two might be close to each other. Kelley's scaling 
appears to be well substantiated by data from diffusive staircases from both high 
and low latitude regions as well as saline lakes (Kelley, 1984, 1990; Padman and 
Dillon, 1987, 1989). Figure 7.3.2 shows the effective heat (KT) and salt (Ks) 
diffusivities from Kelley (1984). Note that the ratios of these to molecular 
diffusivities, DDT = Kx/kj and DDS = Ks/ks, denote the "effectiveness" of double 
diffusion in the vertical transfer of heat and salt. They both decrease as the 
density ratio increases (Figure 7.3.2); DDT drops from -500 near a R*p of 1 to 
-10 near a R*p of 10, whereas DDS drops from -2500 near a R*p of 1 to -2.5 near 
aR*pOflO. 

Turner (1967), Linden (1973), Schmitt (1979a), McDougall and Taylor 
(1984), and Taylor and Bucens (1989) have measured the salt flux Fs and the 
flux ratio Rp (Fj/Fs here) in the laboratory for salt fingers in the heat-salt 
system, and Griffiths and Ruddick (1980) have done so for the sugar-salt 
system. Figure 7.3.3 shows Rp as function of Rp for the heat-salt 

Figure 7.3.2. Effective diffusivities for salt K̂  (triangles) and heat Kj. (circles) from Kelly (1984). 
The letters denote data sources listed in Table 1 of Kelley (1984) and the numbers 1000 times the 
buoyancy frequency in s"^ The molecular value for heat diffiisivity is also shown. The solid curves 
are proposed semiempirical formulations. 
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Figure 7.3.3. Laboratory measurements of flux ratio Rp across a salt finger interface as a function 
of the density ratio (Reprinted from Takao, S. and U. Narusawa, Int. J. Mass Transfer, Copyright 
1980, with permission from Elsevier Science). 

system. The flux ratio once again tends to approach a constant value for large 
values of Rp, and the heat and salt fluxes follow the classical 4/3 law for 
turbulent convection. 

Numerical simulations have also been carried out for salt fingers using two-
dimensional models (Shen, 1991, 1993; Shen and Veronis, 1997). While the 
assumption of two-dimensionality may become unnecessary as computing 
capability increases, the results should be quite valid for the actual three-
dimensional fingers. Figure 7.3.4 (from Shen, 1991) shows the numerical value 
for the constant in the 4/3 power law for the heat flux, the flux ratio Rp, and 
the Stem number SN [see Eq. (7.4.24)] as functions of Rp. There is a good 
agreement between these numerical results and the experimental results of 
Taylor and Bucens (1989). The temperature and salinity spectra from the model 
show a rapid decay of variance beyond the wavenumber corresponding to that of 
the fastest growing mode. The spectrum is, however, not peaked at this value 
(the buoyancy flux spectrum is peaked at this value), but flatter toward lower 
wavenumbers. Shen and Veronis (1997) studied the evolution of salt fingers in a 
two-layer heat-salt system (x ~ 1/80) for Rp of 1.5 to 3.0 and obtained a flux 
ratio Rp between 0.74 and 0.17 for this range. The most interesting aspect of 
their numerical simulations is that at high flux ratios, adjacent fingers coalesce 
to form eddies, leading to horizontally rather than vertically oriented structures 
of the type observed during C-SALT. They suggest that a horizontal shear may 
not therefore be essential to producing nearly horizontal laminae as has been 
presumed so far (for example, Kunze, 1990). 

Ruddick and Turner (1979) found that (3sAS ~ pjAT across the isopycnal 

front of the intrusion, and the vertical length scale of the cross-frontal intrusions 
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Figure 7.3.4. The flux ratio and the normaHzed salt flux and Stem number as functions of the 
density ratio. Numerical model results from Shen (1991) are also shown (filled symbols). 
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can be scaled to within a factor of two by 

d~gpsAS/N' (7.3.9) 

where N is the buoyancy frequency of the two initially linearly stratified fluids 
stratified by heat and salt interleaving into each other. The constant of 
proportionality is different for different constituents. Experimental results on 
double-diffusive intrusions have been summarized by Turner (1981). 

7A ANALYTICAL MODELS 

Most of the focus in theoretical work on double diffusion has been on salt 
fingers, with some notable exceptions that deal with diffusive convection. Stem 
(1969) offered the very first analysis of salt fingers, their structure, and the 
fluxes of heat and salt through a finger interface, based on a collective instability 
argument. He followed it up with a variational argument that maximizes the 
buoyancy flux (Stem, 1976), which has also been adopted by Schmitt (1979b). 
Kunze (1987) has suggested a Richardson/Froude number criterion instead that 
appears to explain some of the features of salt fingers. He has also extended it to 
the case of fingers in background shear (Kunze, 1994, 1996). The basic problem 
in any analytical model of salt fingers Hes in scahng their size and length. 
Auxiliary conditions are unavoidable, and one or another plausible argument is 
essential, the only verification being the consistency of results with laboratory 
and field observations. The reader is referred to Kunze (1987, 1996) for a more 
comprehensive review. Here we summarize the non-steady-state model. The 
following comes mainly from Kunze (1987, 1996). 

7.4.1 NON-STEADY-STATE MODEL 

Consider the conceptual description of salt fingers in a quiescent fluid as 
represented in Figure 7.4.1, taken from Kunze (1987). A warm, salty layer Hes 
on top of a colder, fresher one. The fingers consist of fluid columns of, say, size 
d (or equivalently wavenumber k) in which the fluid motion is opposite to that 
of its immediate neighbors. Thus an altemating pattem of up and down flow 
prevails in the finger interface transporting heat and salt both vertically up and 
vertically down through the diffuse finger interface of thickness 1. In Kunze's 
model, the finger length h is not the same as the thickness of the finger interface 
and this distinction is important. The figure also shows the temperature and 
saHnity gradients in the adjacent upgoing and downgoing fingers. The 
background stratification in the finger interface is also shown (dotted lines). One 
can look upon salt fingers as the mechanism the fluid sets up to sharpen the 



7A Analytical Models 717 

w 

in 
K-X-H 

h 

Figure 7.4.1. A sketch of the ideaUzed salt finger model in Kunze's non-steady-state model (from 
Kunze, 1987). 

gradients across the fingers, thus creating vigorous buoyancy-driven motions 
through the fingers that drain the excess salt in the system. 

Notice that the temperature and saHnity are continuous at the entry tip of the 
fingers but that there are strong "jumps" in properties (8T and 8S) at the exit tips 
of the fingers. It is these jumps that drive vigorous convection in layers adjacent 
to the fingers. It is assumed that the mechanism in the interior of the fingers is 
what governs the heat and salt fluxes through the fingers and hence this 
convection. Thus the convection in the adjacent layers is entirely passive and 
does not influence the fluxes driven through the fingers. In fact, they are not at 
all essential to the model. The motions are initiated by instabilities due to double 
diffusion (See Section 7.2) and the fingers lengthen and the horizontal gradients 
in them sharpen until certain heat and salt fluxes are achieved and maintained. 
The fluid motion determines the value of the size d and length h of the fingers, 
the size of the jumps 6T and 5S, and the intensity of vertical motions (vertical 
velocity w). For simplicity we have assumed a square structure for fingers that 
ensures similarity in the two horizontal directions; this allows only one 
horizontal direction to be retained in the problem (say, x) but without any loss of 
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generality. Extension to two dimensions involves multiplication by geometric 
factors resulting from the assumed planform of the fingers (Stem, 1976; Kunze, 
1986). Schmitt (1994) explores the various forms that can arise from a 
combination of square and sheet planforms. 

With this conceptual model, the flow in the fingers is assumed to be one-
dimensional. This is a reasonable assumption since the aspect ratio of fingers is 
quite large (>50). Only one finger need be considered. The governing unsteady, 
incompressible equations for one-dimensional motion (u = 0) in the fingers were 
first given by Stem (Stem, 1960; see also Kunze, 1986), 

3z 
(7.4.1) 

t-a^--'^"*^' (7.4.2) 

3t 
(8T)-k, 

(8T) 9T 

3z 3xj3xj 
= 0 (7.4.3) 

- ( 5 S ) - k s -
(SS) dS 

dz 
J J 

= 0 (7.4.4) 

where w is the vertical velocity, v is the kinematic viscosity, k is the kinematic 
molecular diffusivity, p is the volumetric coefficient of expansion, b is the 
buoyancy, and g is the gravitational constant. Index j = 1, 2. Note that the 
buoyancy force driving motions in each finger is determined by the contrasts 5T 
and 8S between itself and adjacent fingers. The subscript f denotes the interior 
of the finger and subscripts T and S refer to heat and salt, respectively. Note that 
V » kx » ks. The density ratio Rp (>1) is defined as 

R -B '̂̂ 1 
dz 

PTAT 

PsAS 
(7.4.5) 

where the subscript b denotes undisturbed (background) values. The gradients in 
the finger are 

(7.4.6) 

3T 

dz 

dS 

dz 

_9T 

f 9z 

_as 
f dz 

dT 

b h 

dS 
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Typical oceanic values of various parameters are (from Kunze, 1986) are as 
follows: pT - 2 X 10^ °C"\ ps ~ 7.5 x 10"̂  psu"\ AT ~ 0.6°C, AS ~ 0.1 psu m\ 

Rp ~ 1.6, 3T/3z|j^ ~ 0.3°C m"\ d^ldz\^ - 0.05 psu m~\ and h ~ 2 m. It is possible 
to define two ratios indicating the relative strengths of jumps at the finger tips: 

5T =-
5T 8S 

3T 
3^ 

(7.4.7) 

Define 

^,2 n "Si 

Ni=gPs;g^| - ' ' < -gpT 
dz 

(7.4.8) 

where N denotes the buoyancy frequency and Ns the contribution from salt 
stratification. Consider steadily growing fingers. This is the scenario most 
theoretical models assume. Kunze (1986) relates w and h thusly, 

1 ah h 
w= a— 

2 at 2 
(7.4.9) 

Note that the continuity equation does not involve time and Eqs. (7.4.2) to 
(7.4.4) can be written as 

where 

a (a+vk^)+N^(Rp8T-5s) = 0 

5T=a/(2CT+kTk^) 

5s=a/(2CT+ksk^) 

— = a, = k 
at 9xj3xj 

(7.4.10) 

(7.4.11) 

(7.4.12) 

(7.4.13) 

k is the wavenumber. Because kj » ks, the relative temperature contrast 8T is 
smaller than the relative salinity contrast 8S. Because of Eq. (7.4.9), Eqs. 
(7.4.10)-(7.4.12) now involve only four unknowns: o, k, 6T, and 5S. A single 
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equation relating a and k can be derived (Stem, 1960): 

(a+vk^)(2a + kTk^)(2a+ksk^) + Ns[2(Rp- l )a - (kT-Rpks)k^] = 0 

(7.4.14) 

It is reasonable to assume that among all the initial perturbations pertaining to 
a wide wavenumber spectrum, the fastest growing ones prevail and determine 
the scale of the fingers. This restriction will relate k and a in Eq. (7.4.14). To 
determine the maximum growth rate Gmax̂  note is made of the fact IGI « v k ,̂ 
and the temporal term in the vertical momentum equation (7.4.2) [or Eq. 
(7.4.10)] is neglected. Assuming Rp <k'p/ks , a reasonable assumption in the 

oceans, one can show (Kunze, 1986) that the maximum growth rate corresponds 
to the wavenumber: 

_ N | ( R p - l ) _ ^ 

vkj vkj 
(7.4.15) 

This expression is the same as those derived by Stem (1960, 1975) and 
Schmitt (1979), and corresponds to a finger size of about 3 cm for staircases east 
of Barbados (Kunze, 1986). The maximum growth rate is therefore 

^M ~ \ 
V 

^ N ^ 

1/2 

(7.4.16) 

where 

Ap=Rp 
1/2 -K-0' 

1/2 
(7.4.17) 

Substitution into Eqs. (7.4.11) and (7.4.12) gives (for Rp « kj/ks, excluding 

the sugar-salt case) 

1 A^ 1 Ap, 1 

2 B . 2Cp 2 
(7.4.18) 

where 

B _ r) 1/2 f-^ _ ID 1/2 

p - K p , L,p - K p -

^ k ^ 
1 - -

1/ \12 
(7.4.19) 
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I V R ^ 

The ratio of heat flux to salt flux Rp, an important quantity extensively measured 
in the laboratory, can be found without knowing w: 

5T Rp = Rp — = ApBp ~ ( 7 ^ - J ^ ) (7.4.22) 

This expression is in good agreement with laboratory experimental results 
(Kunze, 1986). It was given first by Stem (1975). A more general expression 
valid for ks -- kj can be found in Schmitt (1979), and comparisons with the 
sugar-salt system in Griffiths and Ruddick (1980). 

While the flux ratio is independent of vertical velocity w (and in the growing 
fingers scenario, h), determination of individual heat and salt fluxes involves w 
and it is here that one more closure approximation is needed. Kunze's 
hypothesis of a constant finger Richardson number (or equivalently Froude 
number) has been popular. He postulates that the salt finger length adjusts such 
that the gradient Richardson number Rig, defined as 

^ wV 

is maintained at a constant value ~ 0.25. Invoking an analogy to uniform 
vertically sheared stably stratified flow, where the Miles-Howard theorem 
indicates a value of 0.25 as the limiting condition for stability of the system, 
Kunze (1986) argues that Rig should attain this value for salt fingers. He points 
out that the criterion is the same as the collective instability criterion of Stem 
(1969), who argued that the SN, 

SN=ii3/vN^ (7.4.24) 

should be a constant. These two are equivalent since I\, ~ wAb-vw^k^. The 

Stem number SN can be looked upon as the ratio of effective diffusivity to 
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kinematic viscosity. SN can also be written as 

Ovr — — 
1 wh 

2 V 

8 s - V T 
R p - 1 

(7.4.25) 

and hence defines the effective Reynolds number of the flow. There is some 
Hmited support for a constant Stem number (McDougall and Taylor, 1984; 
Schmitt, 1979), although Shen's (1991) numerical simulations suggest that it 
depends on the density ratio. This closure hypothesis enables determination of 
the finger length. 

h~D; 3/2 ' V ^ 
Ri. -1/2 (7.4.26) 

where 

D p = R f + ( R p - l ) ' " (7.4.27) 

since 

•^V'-l^f^Aj (7.4.28) 

Also 

w~(vkTN^y^^D^^^Ri -1/2 (7.4.29) 

This relationship gives typical values for h and w for conditions in staircases 
east of Barbados of 30 cm and 10"̂  ms"\ Actual staircases are found to be 2-5 
m thick. The heat and salt fluxes at conditions of maximum possible h are given 
by 

g^Fr=gpTw8T~vN^Rig-'BpDp (7.4.30) 

gPsI^=gpsw8S~vN3^Rig-'D^ (7.4.31) 

Laboratory experiments do indicate a linear dependence of fluxes on the 
salinity gradient Ns^. Kunze (1986) derives average fluxes "during" salt finger 
growth fi'om ho ~ 1/k to h. These are equal to the above values divided by the 
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factor 

723 

In 
' V 

I krRig I 

1/2 

(Rp-ifDf (7.4.32) 

If one further assumes that the finger length is the same as the thickness of the 
salt fmger interface, 

Ns'h=gPsAS (7.4.33) 

and one recovers the 4/3 law for the fluxes measured in the laboratory, 

\ 4 / 3 , 1/3, 
gp^Fr ~ (gpsAS) 4^'Rig~'''ApB 

gPsFs (gPsAsfk^/^Ri, -1/3 

(7.4.34) 

(7.4.35) 

However, in this unsteady-state model, it is necessary to average the 
maximum flux values over an assumed fmger timescale to derive the average 
values for fluxes and other quantities such as the effective salt diffusivity. This 
results in complex expressions involving the averaging timescale and an 
empirical constant related to the value of the critical Richardson/Froude number 
that may have to be tuned to obtain agreement with observations. We will not 
present these expressions, but refer the reader instead to Kunze (1987, 1994, 
1996). Nevertheless, the finger model of maximum growth rate and a critical 
Richardson number criterion leads to agreement with laboratory observations. 
The principal problem is the disagreement with field observations during C-
SALT. Here the interfaces were found to be far more diffuse compared to the 
above theory, and consequently the buoyancy fluxes inferred indirectly through 
microstructure dissipation rate measurements (buoyancy flux ~ dissipation rate) 
were a factor of 30 weaker. Kunze (1987) suggests that the thick interfaces in 
the oceans are actually composed of a series of smaller finger interfaces of 
smaller thickness over which the salinity contrast would be correspondingly 
lower and hence the fluxes are smaller. This is quite possible as shown by 
Linden (1978). He found that an initially thick interface either evolved into a 
thin interface or split into several thin interfaces separated by convective layers. 
Schmitt and Georgi (1982) report high optical gradient vertically banded regions 
10- to 15-cm thick separated by low gradient ones apparently containing more 
isotropic structures, whereas Gargett and Schmitt (1982) observed 2- to 5-m 
thick fmger-favorable staircases uniformly filled with narrow bandwidth signals. 
This question is still wide open. 

To conclude, Kunze's model appears to provide reasonable agreement with 
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laboratory flux laws and indicates that the fastest growing fingers prevail. This 
is also confirmed by the wavenumber and bandwidth of the towed spectra 
measured by Gargett and Schmitt (1982) in the North Pacific. 

The weakest Unk in Kunze's model is the invocation of a critical gradient 
Richardson/Froude number for the fingers. Kunze exploited the analogy with 
vertically sheared stably stratified flow with the velocity vector perpendicular to 
the gravitational vector. In this situation, the mean kinetic energy of the flow can 
be used to supply the energy needed to work against buoyancy forces and 
produce the classic shear instability and Kelvin-Helmholtz billows. But the 
shear in the fingers is horizontal and the flow is parallel to gravitational 
direction and already unstable with finger motions ensuing. It is therefore not 
clear if this is the right mechanism to invoke to determine the finger structure. 

7.4.2 QUASI-STEADY-STATE MODEL 

If the phenomenon can be considered to be quasi-steady (for example, 
Howard and Veronis, 1987; Shen, 1993), the 3/at terms in Eqs. (7.4.2H7.4.4) 
should be negligibly small, 

w ( l - 6 s ) - h k 3 k \ = 0 (7.4.36) 

w (1-5T ) - hkTk^8T = 0 (7.4.37) 

vwk^+N^h(Rp8T-6s) = 0 (7.4.38) 

where h is the finger length. Howard and Veronis (1987) and Shen (1993) ignore 
Eq. (7.4.4), equivalent to ignoring the salt diffusivity completely. Shen and 
Veronis (1997) show that the resulting equations, Eqs. (7.4.2) and (7.4.3), 
without the d/dt terms are the same as Prandtl's steady buoyancy layer in a 
stably stratified fluid adjacent to a heated boundary (Prandtl, 1952). The solution 
is similar to that of an Ekman layer; the velocity parallel to the boundary and 
temperature oscillate and decay with distance from the boundary with the 
boundary layer scale being ~ ©(Ra'̂ "̂̂ ). For a weakly stably stratified case, fluid 
rises (or sinks) near the boundary with a small horizontal flow connecting the 
interior to the boundary layer. This horizontal flow is similar to Ekman pumping 
in rotating Ekman layers with wind stress curl imposed. For salt fingers though, 
the flow is more akin to the buoyancy-induced flow in a narrow tube that can be 
built up from this elementary solution (Howard and Veronis, 1987). 

These are three equations and five unknowns, w, k, h, 8T, and 5S, and so two 
closure assumptions are needed. If we assume as before that the fingers that 
prevail are the ones that have maximum growth rates and assume then that the 
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wavenumber in the steady finger regime is determined by Eq. (7.4.15), then k is 
determined. As before, this is adequate to determine the flux ratio (not the fluxes 
themselves, which need knowledge of w). From Eqs. (7.4.36) and (7.4.37), 

^s - ^T ^T (7.4.39) 
1 —8s kg l-5j 

From Eqs. (7.4.36), (7.4.37), and (7.4.15), an expression can be derived for 5^: 

1-5^ _ Rp ~1 

5T Ss-RpSj 
(7.4.40) 

Equations (7.4.39) and (7.4.40) provide solutions for bj and b^. An 

approximate solution valid for small T can be obtained by assuming 5^ ~ 1 in 

Eq. (7.4.40): 

This is similar to Kunze's expression. The flux ratio is the same as Kunze's: 

Rp = ApBp = 7 R ; [ 7 R ; - , / V ^ ] (7.4.42) 

One more constraint is needed to close the problem and derive the individual 
fluxes and effective salt diffusivity. Kunze's finger interface shear instability 
criterion (7.4.21) and Stem's collective instability condition (7.4.22) or Howard 
and Veronis' (1987) maximum buoyancy flux condition can be used. If we 
however postulate that the Kolmogoroff wavenumber in the adjacent turbulent 
layer, 

k '^=8/v^ (7.4.43) 

is proportional to the finger wavenumber, this provides the needed closure 
constraint: 

k^=44=^ (7.4.44) 
V V V 

Equation (7.4.36) gives 

w 1 1-8T 
h = — - ^ (7.4.45) 



726 

where 

1-8T _ V^p-1 
5T 7 R ; - 7 R ; ^ 
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(7.4.46) 

and the wavenumber for fingers that prevail is that for those that had the 
maximum growth rate during the growth phase: 

k^ = 
Ns(Rp-i) 

vk^ 
(7.4.47) 

Equations (7.4.44)-(7.4.47) provide the needed solution. In particular, 

'Ns ' (Rp- l )" , P r l - 8 T „ 1 - 6 T 
h= 3- = Pr 21 

k 5T VICT 
(7.4.48) 

w=kv = V Ns ' (Rp- l ) 
nl/4 

vki 
(7.4.49) 

wh=vPr 
5j 

(7.4.50) 

The Stem number is a constant consistent with the postulates of Stem (1969) 
and Kunze (1987), 

wh i : ^ R A ^ p , 
V R p - l 

(7.4.51) 

and equal to the Prandtl number. The Cox number for temperature is also a 
constant for a given Rp : 

Coj=-
>3x: dx 

J J / _ 1.2. 25:2 

arl 
az 

\2 
= k V 5 f =Pr^(l-6T) =Pr 2 ^ 2 Rp ~ ^ 

R. 
(7.4.52) 
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Note also that the effective salt diffusivity is the same as that of Kunze's model: 

^ ^ ^ ^ ^ w 6 S ^ ^ p^ V ^ ^ ^ L - (7.4.53) 
' as/3z AS/h ^.^J^—[ 

The value of effective salt diffusivity is consistent with that observed in the 
pycnocline [5.0x 10"̂  to 1.5x 10"̂  m^ s"^ see Kunze (1996)]. For Rp ~ 1.6, Ks' 

~ l . lx lO-^m^s- \ 
A salt finger number can be defined as the ratio of the effective salt 

diffusivity to molecular diffusivity of salt (the same can be done for diffusive 
convection using temperature and effective heat flux): 

D „ 3 = M . _ S Sc-Pr- J \ ^ (7.4.54) 

This number denotes the efficiency or efficacy of the salt finger process in 
transporting salt vertically. Its value is typically ~0 (10"̂ ). An expression can be 
derived for the buoyancy flux of salt, which depends on the salt finger length by 
assuming h ~ li, the interfacial thickness: 

h~Pr^'3 ^^^ i V p / (7.4.55) 
vk T J (7R;-^/v^f' 

This expression gives the 4/3 law observed in the laboratory. The corresponding 
expression for the salt flux is 

gPsFs ~ ( g 3 s A s f ' W " P r " ^ [ 7 V ^ ( 7 R ; - 7 V ^ ) ] (7.4.56) 

However, there does not appear to be much support in the double-diffusive 
community for quasi-steady-state models of salt fingers and therefore the above 
should be considered controversial. 

Note that Fs goes to zero, contrary to observations which find higher fluxes. 
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as Rp approaches unity. This is a failing of Kunze's unsteady model as well. 

Thus, these analytical models are of doubtful validity for Rp close to unity. 

Numerical simulations are likely to help resolve some of these problems. 
Another complication is that the background state in the ocean is never 
quiescent. Shear instabilities and internal wave breaking tend to generate 
turbulence patches every dozen or so buoyancy periods and these could disrupt 
the finger formation process (Linden, 1971; Kunze, 1996). 

7.4.3 SALT FINGERS IN SHEAR 

Salt fingers are often observed in the presence of a weak background shear. 
Observations show that the fingers in such cases are often aligned with shear 
and look more like near-horizontal laminae than the vertical finger-like 
structures observed in classical laboratory experiments. It is not clear what 
exactly shear does to salt finger fluxes, but at least in C-SALT, the fluxes were 
quite weak. There can not be any doubt that if the shear across the finger 
interface is strong, shear instabihty ensues, leading to vigorous turbulent mixing. 
Turbulence is known to disrupt fingers in the laboratory. However, if the shear 
is below the threshold indicated by the Miles-Howard criterion (dU/dz > 2 N), 
the fingers are likely to remain more or less intact, even if altered in structure. 
To account for the inconsistencies between the model and the observations of 
the Cox number, Kunze (1994, 1996) extended his Froude number criterion (Fr 
~ Ri~̂ ^̂  , where Ri is the Richardson number he originally defined in 1987) to 
account for shear by taking the effective Froude number to be the geometric 
mean of the finger Froude number and the Froude number based on mean shear: 

^dU/dz] 
L N J 

[wkl 
= ¥r,¥Tf <1.0 (7.4.57) 

Using this criterion, and assuming a velocity change across the interface 
independent of the interface thickness and hence a background shear inversely 
proportional to interface thickness li, he shows that the effective salt diffusivity 
IS 

Kt=- lo+li 
Fr.̂  

\ / l-dj] 
•V (7.4.58) 
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For typical values of \QI\ -- 10, Fr̂  ~ 0.4, he gets Kŝ  - 10^ m^ s"\ He also gets 
a Cox number proportional to li, as observed by Marmorino (1989) and Reury 
and Lueck (1991). While this extended Froude number constraint can be made 
to yield the salt finger fluxes observed in the presence of shear by a suitable 
choice of the parameters, its validity is uncertain and direct observational 
support not yet available. It is also difficult to separate in the field the conditions 
when strong shear is periodically disrupting the fingers from those when the 
shear is weak and just modifying the finger fluxes. Hence modeling salt fingers 
in the presence of a background shear should be regarded as still an open 
question. Also Kunze (1994) points out that the criterion becomes singular as 
shear goes to zero. 

7.5 PARAMETERIZATION OF 
DOUBLE-DIFFUSIVE MIXING 

To conclude, analytical models of double-diffusive processes are still in their 
infancy. Indeed, Kunze's model is not very satisfactory, since at low density 
ratios, the behavior of the flux ratio is contrary to observations. Thus, we should 
regard analytical models of salt finger processes as being in a truly tenuous state. 
Kelley's parameterization of diffusive convection is however a little more 
successful. Nevertheless, analytical models necessarily imply simplifications 
and assumptions whose veracity can only be tested by comparison with 
experiments and oceanic observations. The very small scales associated with salt 
fingers make it difficult to sample them correctly in the oceans. Vertical fluxes 
associated with double diffusion are hard to infer. Therefore an attractive 
alternative approach that has been emerging in recent years is the use of 
numerical models to study double-diffusive processes (Shen, 1991; Shen and 
Veronis, 1997), as described earlier. Great strides are being made and this 
approach should be able to improve our understanding of these processes in the 
near future. 

In the meantime, there is a need to parameterize the vertical transfer of heat 
and salt by double diffusion in numerical ocean models as best as we can. Zhang 
et al. (1998) is one of the first (see also Large et al., 1994) to attempt this. They 
parameterize the effective diapycnal salt and heat diffusivities in the salt 
fingering regime [ (dTldz) > 0, (38/Bz) > 0; 1 < Rp < (k^ /ks) ] as 

Ks =- ^ ^ + K , ; K T =-—^^U^ _.^ + K, (7.5.1) 

|̂ l + (Rp/R,) J Rp̂ l + (Rp/R,) J 
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where Re is the critical value of density ratio R^=(fijdT/dz)/{p^dS/dz) 

beyond which the finger transfer of heat and salt falls off rapidly due to the 
absence of staircases. K* is the maximum value for finger diffusivity. Kb is the 
diapycnal eddy diffusivity due to processes other than double diffusion and is 
independent of Rp. The index n controls how fast the diffusivities decay with Rp. 
Zhang et al. (1998) choose Re ~ 1.6, K* ~ 10^ m^ s'K Kb ~ 3 x 10"̂  m^ s-\ and 
n - 6 . 

Zhang et al. (1998) use an extension of Kelley's (1990) in the diffusive 
convection regime [ (31/Bz) < 0, (38/az) < 0; 1 > Rp > (k^ /ks) ]: 

KT=CRa^ ' ' kT+Kb;Ks=RpRF(KT-Kb) + Kb 

C = 0.0032 exp(4.8R^-^^) 

Ra = 0 . 2 5 x l 0 V ' ^^'^'^^ 

0 / 9 

^ ^ ^ P s F s J / R p + 1 - 4 ( 1 / R p - 1 ) 

PTFT l + 14(l/Rp-l)^^^ 

Kelley (1984) suggested a sUghtly different form for C and Rp based on Huppert 
(1971). It is important to note that in diffusive convection literature Rp is often 
defined as the inverse of that in Eqs. (7.5.1) and (7.5.2). 

In an effort to limit double-diffusive mixing to the region of the permanent 
thermocline, where the temperature and salinity gradients can be expected to be 
strong enough to drive double-diffusive convection, Zhang et al. (1998) choose 
to limit the application of Eqs. (7.5.1) and (7.5.2) to that part of the water 
column where the magnitude of the vertical temperature gradient exceeds a 
certain value, 2.5 x 10"̂  °C m"\ In non-double-diffusion regions, KT = Ks = Kb. 
The effective diapycnal diffusivity of density is given by 

K p = - V - r ^ (7.5.3) 
K p - l 

Note that at low and high values of Rp, double diffusion weakens considerably 
and Kp -^ Kb (= KT = Ks), its upper Hmit given by non-double-diffusive mixing 
processes. When the double diffusion is moderately strong, the value of Kp is 
reduced from this value. For strong double-diffusive activity, Kp becomes 
negative. Figure 7.5.1 shows the change of KT, KS, and Kp with Rp. 
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Figure 7.5.1. Dependence of diapycnal eddy diffusivity for temperature (solid line), salinity (broken 
line), and density (dotted line) on the density ratio R that Zhang et al. (1998) used. The left panel 
corresponds to diffusive layering and the right panel to salt fingers. The two curves are separated by 
an unstable region at Rp = 1 , where Rp < 0, even though the curves appear continuous across 
R n = l . 

To sum up, it is increasingly being realized that double-diffusive processes 
are too important to ignore in the study of mixing in the global ocean and in 
numerical models of the global ocean. It may be essential to take into account 
these along with internal tides [and possibly geothermal heat fluxes at the ocean 
bottom (Huang 1999)] to model correctly the oceanic thermohaline circulation, 
of great importance to the global climate and its variability. 



732 7 Double-Diffusive Processes 

LIST OF SYMBOLS 

pT» Ps Coefficients of volumetric expansion due to heat and salt 
8T, 5 S Normal ized change of temperature and salinity in the salt finger 

model 
8 Dissipation rate of T K E 
X Wavelength 
V, Vt Kinematic viscosity (molecular and turbulent) 
p Densi ty of water 
K V o n Karman constant 
T Rat io of molecular kinemat ic diffusivities of salt and heat (ks/kx) 

AU Veloci ty change 
AT, AS Temperature and salinity changes 

b Buoyancy 
Cp Specific heat 
d Layer thickness 
g Acceleration due to gravity 
h Length of salt fingers 
k Wavenumber 
ku Wavenumber corresponding to maximum growth rate 
kx, ks Kinematic molecular diffusivities of heat and salt 
kxs, ksT Kinematic molecular cross diffusivities (Dufour and Soret diffusion 

coefficients) 
1 Integral microscale of turbulence 
lo, li Thickness of the mixed layer and the interfacial layer 
q Turbulence velocity scale 
t Time 
Uf* Free convect ion velocity scale 
w Vertical velocity 
X3 Vertical coordinate 
Xi Coordinates 
z Vertical coordinate 

C T C O X number for temperature 
DDT» D D S Rat io of effective diffusivity of heat and salt to corresponding 

molecular diffusivities in double-diffusive processes 
F T , F S , Fb Heat, salt, and buoyancy fluxes 
Fr Froude number 
H Layer thickness 
Ks, KT, Kp Effective salt, heat, and density diffusivity 
L Monin-Obukhoff length scale 
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N, Ns Buoyancy frequency and buoyancy frequency due to salt 
stratification 

Nu Nusselt number 
Pr Prandtl number 
Rp Flux ratio, the ratio of the buoyancy flux due to salt to that due to 

heat in double diffusion and vice versa in salt fingers 
Rp Density ratio, the ratio of buoyancy change due to salt to that due to 

heat 
Ra, Ras Rayleigh number and Rayleigh number due to salinity changes 
Rif, Rig Flux and gradient Richardson numbers 
S Sahnity 
SN Stem number 
Sc Schmidt number 
T Temperature 
Tu Turner angle 
U Horizontal velocity 
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Chapter 8 

Lakes and Reservoirs 

In this chapter, we will discuss the salient characteristics of fresh water lakes 
and reservoirs and the mixing processes that determine their vertical structure. 
Freshwater lakes are especially important for societal needs. They also exhibit 
rather unique mixing characteristics, especially the deep freshwater lakes. The 
contrast with the oceans is quite striking and this is the primary reason for 
including them in this book. However, there are many similarities in mixing and 
dynamical mechanisms as well. We will concentrate primarily on the seasonal 
evolution of the thermal structure of lakes and the factors governing it, not on 
the water quality aspects. Some of the introductory material is derived from 
Henderson-Sellers (1984). Two of the most relevant periodicals on the subject 
are Limnology and Oceanography and Water Resources Research. 

8.1 SALIENT CHARACTERISTICS 

Lakes are natural bodies of water, created by volcanic, tectonic, or glacial 
activity, whereas reservoirs are artificial, man-made impoundments. Lake Baikal 
(54° N, 108° E) in Russia and Lake Tanganyika in Africa (7° S, 30° E) are 
examples of lakes created by the tectonic rifting process. Such lakes tend to be 
narrow and deep. Volcanic craters are often filled with water and form lakes. 
Crater Lake in Oregon and Lake Nyos in Cameroon, Africa, are good examples 
of crater/caldera lakes. These are usually small in size, one to a few hundred 
meters deep, often with a thick layer of sediments at the bottom through which 
warmer water with dissolved gases and chemicals might diffuse into the bottom 
waters. Lakes formed by glacial activity, gouging by advancing glaciers, tend to 
be large and not particularly deep. The Great Lakes in North America and the 
Canadian and Scandinavian lakes are excellent examples of lakes formed by 
fiUing-up of depressions, once the ice sheets covering much of the northern part 
of the northern hemisphere retreated. Of these. Lake Superior is the largest (by 
surface area) in the world. 

735 
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Reservoirs are bodies of fresh water formed by artificial damming of rivers in 
natural valleys for providing water for irrigation, power generation, and 
drinking. They tend to be small in size, comparable to a small natural lake, but 
no less important to the welfare of the community dependent on them for 
electric power, flood control, agriculture, and drinking water needs. Main-
tenance of water quality in reservoirs is a nontrivial task, in view of the many 
sources of potential pollution such as sewage discharges and leaching of 
fertilizers from surrounding farmland. The largest so far is Lake Nasser in Egypt 
formed by damming of the Nile River by the Aswan Dam. The depth of a man-
made reservoir is typically a few tens of meters, the deepest being less than 200 
m deep (the reservoir created by the Three Gorges Dam across the Yangtze 
River in China is the deepest at about 175 m). The depth is of considerable 
importance to mixing processes, as we shall see shortly. 

Fresh water is the most important characteristic of both lakes and reservoirs. 
This is what makes them overwhelmingly important to human welfare. For 
dynamical purposes, it is the vertical temperature stratification produced by the 
combined action of solar heating, convective and radiative cooling at the 
surface, and wind mixing that is the most important property of lakes and 
reservoirs. Evaporative cooling and precipitation also play a role. The 
circulation itself is mostly driven by winds, although in large lakes, formation of 
thermal bars in shallow regions around the periphery can drive a baroclinic 
component of circulation. Thermal bars are thermal fronts separating water 
masses with temperatures above and below the temperature of density maximum 
and are common features in many dimictic lakes during spring heating, because 
of the differential heating of shallow near-shore and deep offshore waters. 
Nevertheless, the resulting currents, generally speaking, are weaker compared to 
the flow velocities in rivers, which often feed and drain these reservoirs and 
lakes. In most lakes, the influence of the river inflows on the thermal structure 
and circulation is small (except locally), even though the impact may be large 
from pollution and water quality points of view, since discharges from industries 
situated on the banks of the rivers often constitute an important source of 
pollution. There are exceptions. A classic example is the hypersaline Dead Sea, 
with a salinity of -275 psu. The stratification in the Dead Sea was maintained 
principally by freshwater inflow from the River Jordan. With increased use of 
Jordan River water for irrigation since the 1960s, the lake level dropped by -4 m 
and the lake overturned in 1979 (Steinhom, 1985). Many lakes like Lake Baikal 
may have both inflowing and outflowing rivers. The residence time of 
throughflow of fresh water, defined as the volume of the lake divided by the 
volume flow rate, is an important parameter in lake circulation and thermal 
(water mass) structure (Carmack et al., 1986). Lakes with low residence times 
are dominated by river flows, whereas those with large ones are not. 

Both thermal stratification and circulation are of importance in the study of 
lakes. However, it is their combined effect on chemical and biological properties 
of the lake that is often even more important. In reservoirs, water quality is the 
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overwhelmingly important characteristic, when the water is used for drinking 
purposes. During summer, the solar heating of the upper layers forms a strong 
thermocline which isolates the deeper waters from the supply of oxygen from 
the atmosphere and can lead to hypoxia and a deterioration of drinking water 
quality. When used for irrigation of rice, the level of water withdrawal becomes 
very important, because the colder temperatures of deeper waters could be 
harmful to rice seedlings. Overall, it is the water quality, and hence the indirect 
effect of thermal structure and circulation on chemical and biological 
characteristics, that makes lakes and reservoirs important in the current context 
of small scale processes in geophysics. Eutrophication of initially oligotrophic 
(containing very small biomass) lakes by natural and anthropogenic input of 
nutrients and consequent growth in biomass is quite important to water quality 
considerations. In addition, growth of blue-green algae and toxin-producing 
phytoplankton is a source of concern as well in reservoirs and small lakes used 
for drinking water and biomass growth in water bodies used for recreational 
activities. Such biochemical aspects and water quality are beyond the scope of 
this book and the reader is referred to existing monographs (for example, 
Henderson-Sellers, 1984) and journals on the subject (for example. Limnology 
and Oceanography and Water Resources Research). Here we will concentrate 
on mixing and its effect on the thermal structure of lakes and reservoirs. 

The distinguishing property of volcanic crater/caldera lakes is their rich 
chemical structure due to dissolved chemicals and dissolved gases seeping in 
from the bottom into the waters. They thus form a window to magmatic 
processes below. Crater Lake in Oregon is an example of such a lake (McManus 
et al., 1993). Some crater/caldera lakes are of importance partly because of the 
potential for natural disaster they constitute. Lake Nyos, a very small lake in the 
hills of Cameroon, Central Africa, is one such example. The lake is only 1.4 km^ 
in area and roughly 210 m deep, with about 100-m-thick sediments at the lake 
bottom through which warm CO2- laden waters seep into the bottom layers. 
Consequently, the lake has large quantities of dissolved CO2 in waters below the 
upper mixed layer that could be released into the atmosphere in certain cir-
circumstances. Such an exsolution occurred in the August of 1986, when 
massive quantities (100 million m^ at STP) of CO2 were released by the lake to 
flow down the valley below as a density current, killing 1700 people and much 
animal life as far as 20 km from the lake (Freeth, 1992; Kantha and Freeth, 
1996). 

8.2 THERMAL STRUCTURE AND 
SEASONAL MODULATION 

Many of the small scale processes we discussed in the context of the 
turbulent oceanic and atmospheric mixed layers in earlier chapters have 
relevance also to lakes and reservoirs. Below the surface layers, mixing is 
intermittent and weak, driven by internal wave breaking and boundary mixing. 
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and in cases where the water is not completely fresh, possibly by double 
diffusion (Imberger and Hamblin, 1982; Imberger and Patterson, 1990). The 
dynamics of the upper layers are determined by winds and buoyancy fluxes. In 
addition, differential deepening and differential heating/cooling can lead to 
horizontal gradients and circulation in the water column. In shallow lakes, the 
wind stress is balanced principally by the bottom stress, and gyre-like 
circulations are set up by the wind. See Csanady (1985) for a discussion of the 
dynamics of large lakes. 

The dynamics of the surface layer in a lake are governed by the 
nondimensional number known as the Wedderbum number, 

We = - ^ - = R i - (8.1.1) 
u* L L 

where h is the thickness of the surface layer, c = (g'h)^'^ is the relevant internal 
gravity wave speed, g' being the reduced gravity based on the density change 
across the base of the layer, u* is the friction velocity, and Ri is the bulk 
Richardson number. L is the equivalent fetch, equal to the length of the lake. We 
is the ratio of the maximum baroclinic pressure force (before the upwind 
surfacing of the thermocline) and the surface wind force. The magnitude of We 
determines the deepening regime of the surface layer. For W e » 1, correspond-
ing to strong stratification and weak winds, the isotherm tilt due to the applied 
wind stress is small, horizontal variations are negligible, and the deepening of 
the mixed layer is essentially one-dimensional and driven by turbulence 
generated by surface stirring. For We « 1, the interface tilts strongly with 
upwelling on the upwind end of the lake, and strong internal shear production 
occurs, but on a short timescale. In addition, seiches become important to 
dynamics and mixing. In either case, ID mixing models may suffice. Only when 
We ~ 1 do upweUing and horizontal mixing become important (Spigel et al., 
1986). 

The type of motions induced by wind fluctuations itself depends on the ratio 
of the width of the lake b to the internal Rossby radius of deformation, a = c/f. 
For large b/a, Kelvin waves are generated and go around the lake along the 
boundaries, whereas for small values of b/a, internal waves propagate across. 
See Imberger and HambHn (1982) and Imberger and Patterson (1990) for a 
detailed discussion of these aspects. For Lake Geneva, b/a ~ 5, and the current 
fluctuations induced by fluctuating winds are dominated by cyclonic-
propagating signals and clockwise-turning currents (Bohle-Carbonell, 1986). 
For a narrow lake, the internal seiche period is 2(L/c) [(H-h)/H]^^^. Lemmin and 
Mortimer (1986) describe a procedure to compute internal seiche periods for 
lakes, including large lakes such as Lake Geneva for which Earth's rotation 
cannot be ignored. Wind-induced internal seiches in Lake Zurich have been 
measured and modeled by Horn et al. (1986). 
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An important difference between oceans and lakes is the difference in their 
physical size. The average depth of the ocean basins is about 4000-5000 m, 
whereas the deepest lakes (Lake Baikal in Russia being one of the exceptions 
with a 1632-m depth) are less than 800 m deep. Most lakes are less than 150 m 
deep. The horizontal extents are also much different. The largest lake, Lake 
Superior, is comparable in size to a small semienclosed sea (such as the Persian 
Gulf). For small lakes and reservoirs, the size is small enough to permit an area-
averaged one-dimensional model to be used quite effectively to model physical 
and biochemical processes. Plots of the horizontal area at each depth and the 
volume below are known as hypsographic curves. 

But by far the most important difference dynamically compared to the oceans 
is the absence or near-absence of salinity effects on the density structure and the 
enclosed nature of the water body. While wind forcing, surface cooling, and 
solar insolation bear much resemblance to the oceanic case, more often than not, 
the weak stabilizing effect of salinity gradients in combination with the often 
shallow water depths makes the entire water column susceptible to mixing. 

In addition, a unique property of fresh water, namely the density maximum 
that occurs at '-4°C at atmospheric pressure, has interesting and unique 
dynamical consequences in dimictic lakes, lakes whose near-surface temperature 
passes through the 4°C mark during its seasonal evolution. In shallow lakes, this 
passage implies a tendency for complete overturning and homogenization of the 
entire water column not once but twice over the year—once during the heating 
and once during the cooling season. It also implies that the water column gets 
stably stratified and a shallow mixed layer forms not just during spring-summer 
heating but also during strong winter cooHng when temperatures fall below 4°C. 
In deep lakes, the situation is further complicated by the fact that the 
temperature at which the density maximum occurs (T^d) decreases with 
increasing pressure so that for every 100-m increase in depth, the T^d decreases 
by 0.2°C. This prevents the entire water column from being homogenized, only 
the upper 100-200 m or so. However, deep mixing does occur episodically due 
to thermobaric instabilities, and instabilities associated with thermal bars that 
form frequently during spring heating. These episodic mixing events are of great 
importance to the renewal of oxygen in deep waters and replenishment of 
nutrients in the euphotic zone of the upper layers by injection from the bottom 
layers during deep convection events. 

The vertical thermal structure is the most important property of lakes and 
impacts their biochemica: characteristics. This is simply because the extent of 
mixing driven by processes at the lake surface depends on the vertical density 
structure, which in this case is determined predominantly by the vertical 
distribution of temperature. This in turn determines the vertical structure of 
dissolved oxygen and other parameters relevant to water quality considerations. 
The seasonal evolution of the lake thermal structure is therefore of great interest 
to limnologists and engineers. 
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The contrast in temperature between the lake surface and the bottom can be 
as much as 26°C in deep lakes during the peak of summer, when the deep waters 
are still cold at around 4°C, whereas the surface waters may have been heated by 
the Sun to nearly 30°C or more. In contrast, the difference during winter can be 
quite small, and in fact negligible during overturning when the entire water 
column is at a uniform temperature of a few degrees Celsius. Figure 8.2.1 shows 
the typical seasonal evolution of the lake surface temperature (LST) during the 
year for lakes at various latitudes. The strength of the seasonal modulation of 
LST is a strong function of the latitude, with the maximum range in the 
midlatitudes of around 20°C (ranging between 0 and 20°C). The temperature 
range in tropical and subtropical latitudes is comparatively small, less than 5°C, 
with the LST varying typically between 20 and 25°C over the year. In high 
latitudes, some lakes cool down to 0°C often and lake ice forms at the surface 
during winter. Lake ice may be an important factor to shipping in some large 
lakes. 

Although LST is a function of the local meteorological conditions and the 
temperature structure of the lake itself, and hence its evolution over any 
particular year being dependent on the conditions during that year, it is possible 
to represent the seasonal variation in LST approximately as a function of latitude 
and time of the year, 

T(t,(t)) = Ao+Aisin[7c(t + (^)/180] (8.1.3) 

where (|) is 60° for the southern and 240° for the northern hemisphere, and t is 

the Julian day. Data from over 50 lakes between 26° S and 74° N (Straskraba, 
1980) obey this relationship quite well, as can be seen from Figure 8.2.1. For 
medium-sized lakes, the amplitudes AQ and Ai are given by 

Ao=28.12-O.34(0-3.4)±2.41 

Aj =0.5397-4.501xl0~^(e-3.4) (8.1.4) 

+1.463x10"^ (e-3.4f-1.965x10"^ ( e -3 .4 f 

where 0 is the latitude in degrees. 
It is often permissible to neglect the horizontal gradients of temperature and 

use area-averaged one-dimensional models to study mixing in small lakes and 
reservoirs. In large lakes such as the Great Lakes the horizontal gradients are 
important to the lake thermal structure and circulation and therefore a fully 
three-dimensional model is needed. Figure 8.2.2 shows the formation of thermal 
bars and the establishment of the horizontal thermal structure in Lake Ontario. 
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Figure 8.2.1. Monthly values of surface temperature in low and high latitude lakes showing 
increased seasonal variability with increasing latitude (from Henderson-Sellers, Engineering 
Limnology, Copyright Pearson Education, 1984; data from Straskraba 1980). 

Figure 8.2.3 shows the dependence of density of fresh water on temperature. 
The maximum at 4°C (277 K) is noteworthy and has interesting dynamical 
consequences. Imagine a relatively shallow lake (less than 50-m deep) with a 
uniform temperature of just above 4°C in the entire water column at the onset of 
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Figure 8.2.2. Formation of thermal bars in lake Ontario (from Mortimer, 1974). 

Spring. Spring heating causes net heating of the lake, and the extent and degree 
of such heating are a function of wind mixing, the intensity of solar insolation, 
and the turbidity of the water. The mixed layer does not extend to the bottom in 
most lakes that are not shallow. This layer is called the epiHmnion. If a strong 
thermocline forms, it isolates the deeper layers from the upper ones, and the 
deeper layers (the hypoHmnion) tend ;o stay pretty much at the cold winter 
values, with a sharp temperature change occurring in the intermediate layers (the 
metahmnion). The epilimnion might reach temperatures of 15-28°C, depending 
on the latitude, by the end of summer, while the hypolimnion might undergo a 
change in temperature of only a few degrees Celsius. The stratification is quite 
strong during summer, preventing renewal of oxygen in the deeper waters of the 
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Figure 8.2.3. Density of fresh water as a function of temperature. Note the maximum at 277 K. 

hypolimnion. Then fall-winter cooling begins. Since the net heat flux is now out 
of the water, this causes convection in the water column, which, aided by wind 
mixing, reduces the change in temperature across the metalimnion. In lakes that 
are not too deep, the entire water column in the lake can overturn and the water 
temperature can become uniform from top to bottom. Any further cooling 
reduces the temperature of the entire water column until the water temperature 
reaches 4°C. Continued cooHng then reduces the density of the upper layers, so 
that the lake becomes stratified once again. This cooler, less dense layer is much 
shallower than the upper mixed layer during spring. If cooling is such that the 
freezing point is reached (0°C), then any further cooling can result in ice 
formation (for example, in the Great Lakes and Lake Calhoun in Minnesota at 
44.9° N, 93.2° W—see Figure 8.2.4). 

Ice can form at the surface as congelation ice during calm conditions and as 
frazil ice in the water column when the wind is strong enough to keep the water 
well mixed. Eventually, all the ice formed accumulates at the surface. During 
severe winters, the lake ice can grow to thicknesses of up to a meter, posing a 
hazard to shipping and other operations. Spring heating begins to heat the 
epilimnion even before the ice melts, because of penetrative solar heating. It also 
leads to deepening of the upper mixed layer since solar heating is destabilizing 
until temperatures reach 4°C. Eventually the ice disappears and the upper layers 
increase in temperature until the lake becomes isothermal. It remains isothermal 
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Figure 8.2.4. Seasonal cycle of lake theraial structure from Lake Calhoun, Lake McCarrons, and 
Turtle Lake. Note the spring heating resulting in large LSTs and shallow thermoclines (from Ford 
and Stefan, 1980, with permission from the American Water Resources Association). 
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until the entire water column reaches 4°C and the seasonal cycle of stratification 
and overturning repeats all over again. 

Thus at temperate midlatitudes, there are two overturn periods, one during the 
autumn cooling and one during the spring heating. Such lakes are called dimictic 
and require cooling below 4°C. If the minimum temperature remains above 4°C, 
only the autumn overturn is possible and such lakes are called warm monomictic 
lakes (Henderson-Sellers, 1984). Figure 8.2.5 shows the seasonal cycle of 
temperature in a dimictic and a monomictic lake. It shows the temperature 

Figure 8.2.5. Seasonal cycle of thermal structure in a dimictic lake, Lake Windermere (top), and a 
monomictic lake, Lake Victoria (bottom) (from Henderson-Sellers, Engineering Limnology, 
Copyright Pearson Education, 1984). 
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Figure 8.2.6. "Seasonal cycle in the shallow Faraioor reservoir in UK (from Henderson-Sellers, 
Engineering Limnology, Copyright Pearson Education, 1984). 

changes in the w^ter column of Windermere, a temperate warm monomictic 
lake. Tropical and subtropical lakes are also typically warm monomictic lakes. If 
the maximum temperature in the lake is below 4°C, as in the cold polar regions, 
only spring overturn is possible and these lakes are called cold monomictic 
lakes. Figure 8.2.5 also shows an example from such a lake. Amictic lakes have 
permanent ice cover and therefore do not mix. In the tropics are also found 
oHgomictic lakes with rare periods of continuous circulation and polymictic 
lakes with frequent or continuous circulation in the water column due to high 
wind mixing and small seasonal temperature modulation. 

Shallow lakes and reservoirs are usually well mixed except for a brief period 
during the heating season. Wind mixing is usually strong enough to mix the 
water column to a depth of about 8-10 m, except during calm, high insolation 
conditions. Figure 8.2.6 shows the seasonal thermal structure of the shallow 
Farmoor reservoir in the United Kingdom that illustrates this. 

Figure 8.2.7, from Wetzel (1995), shows the different lake types at various 
latitudes and altitudes. 

Solar heating is the primary source of stabilization of the upper layers during 
the spring-summer heating season. The degree of penetration of solar radiative 
flux in the water column depends very much on the turbidity of the water, to 
which suspended sediments, dissolved organic matter, and phytoplankton 
concentration contribute (see Section 3.5). The IR and near-IR components are 
absorbed in the upper 1 m of the water column and it is the visible part of the 
spectrum that penetrates into the water column and constitutes internal sources 
of heat in the lake. For shallow lakes with clear waters, a substantial part of the 
SW solar radiation reaches the bottom and is partly reflected back up, the 
amount depending on the albedo of the bottom surface. In cold latitudes, during 
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Figure 8.2.7. Lake types at various latitudes and altitudes (from Wetzel, 1975). 

the initial stages of spring heating, the amount of SW solar radiation penetrating 
into the water column depends also on the snow and ice cover over the lake. The 
albedo of snow is typically 0.7-0.8, depending on its condition, and this can 
influence the amount of solar radiative heating of the lake. It is therefore 
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Figure 8.2.8. Diurnal heating of the upper layers of a shallow lake. 
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important to account for all these influences in modeling the spring heating of 
thelake waters. See Imberger( 1985) and Spigelet al. (1986) for discussion of 
diurnal mixed layers in lakes and a ID model of the diurnal mixed layer in Lake 
WelHngton in Australia. 

Just as there are short-term changes in the ocean beneath the upper mixed 
layer, there are temperature changes in the epilimnion on shorter timescales also. 
Diurnal changes in near-surface layers 1- to 2-m thick can reach the 3-4°C 
range (see Figure 8.2.8), with the larger mid-afternoon LSTs reached on calm 
windless days with strong solar insolation. The excess heat is mixed down into 
the water column by high winds and nocturnal cooHng. This kind of intermittent 
mixing appears to be important in elevating the hypolimnitic temperature much 
above winter values in temperate lakes (Henderson-Sellers, 1984). 

It is relatively straightforward to model the temporal evolution of the thermal 
structure of small lakes and reservoirs using area-averaged one-dimensional 
models of turbulent mixing described in Chapter 2, provided the meteorological 
parameters are known. Parameters such as the air temperature, humidity, wind 
speed, and SW and LW heat balances at the surface must be known for accurate 
modeling of the lake thermal structure. Unfortunately, measurements are often 
sparse, and under these conditions, modeling is based on a series of assumptions 
and simplifications which have an influence on the accuracy of the results. 
Figure 8.2.9 shows a successful simulation of the seasonal cycle in Lake Ohrid 
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Figure 8.2.9. Simulated and observed seasonal thermal structure in 1977 in Lake Ohrid. Monthly 
values of meteorological parameters are also shown (from Henderson-Sellers, Engineering 
Limnology, Copyright Pearson Education, 1984). 
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Figure 8.2.10. Simulation of the seasonal LST cycle and the ice thickness in Lake Punnus (from 
Turbulent Penetrative Convection, Zilitinkevich, 1991, Avebury Technical). 

from 1972 to 1977 (from Henderson-Sellers, 1984). The success of the model is 
in large part due to the availability of accurate meteorological data. Figure 
8.2.10 shows a successful model simulation of the seasonal cycle (Zilitinkevich, 
1990) of Lake Punnus in Russia, including the thermal structure and the ice 
formed. 

DYRESM (Imberger and Patterson, 1981) is a lake mixing model that is used 
often by limnologists. A recent extension and application to an ice-covered 
midlatitude lake, Harmon Lake in Canada, can be found in Stefan et al. (1995). 
See Imberger and Patterson (1981), Henderson-Sellers (1984), and Henderson-
Sellers and Davies (1989) for a discussion of the models of the thermal structure 
of lakes. 

Results from a lake mixing model can be used to model and examine the 
dissolved oxygen (DO) concentration, which is a good indicator of the water 
quality. High DO concentrations promote aerobic processes, whereas low ones 
promote anaerobic processes that produce gases such as methane, hydrogen 
sulfide, and ammonia. These gases impart a bad taste to drinking water and in 
large concentrations can be toxic. Since the major source of DO is through gas 
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Figure 8.2.11. Seasonal isothenns and D.O. isopleths interpolated from field data from 1986, 1988, 
and 1990. Isotherms are in increments of 2 °C and isopleths in increments of 2 mg liter" (from 
Stefan etal. 1995). 

transfer from air to the water (photosynthetic processes in the water column are 
another source of DO), and bacterial action is the primary sink, water that is well 
mixed and in contact with the lake surface tends to be higher in DO. Reduction 
or cessation of mixing over long periods of time, such as in the hypolimnion 
during summer, depletes DO and promotes hypoxic conditions. The situation is 
very much similar to that in the coastal oceans near the mouths of nutrient-laden 
river waters such as the Mississippi. Figure 8.2.11 shows the annual thermal and 
oxygen cycle in Thrush Lake (Stefan et al., 1995); the summer hypoxic 
conditions in the hypoHmnion are quite typical of some freshwater reservoirs 
and often call for active intervention in the form of artificial mixing by air 
bubbling devices and such to maintain water quality. 



8.3 Mixing Mechanisms 751 

It is not our intention here to present and discuss the many limnological 
aspects of lakes and reservoirs in their entirety. The subject is too vast for that. 
Instead, we will concentrate on mixing in deep lakes and reservoirs, and point 
out the interesting complications they bring about in understanding and 
modeling the evolution of thermal structure in such lakes. We will provide three 
examples. One of them is Lake Nyos in Cameroon, a tropical lake with a heavy 
concentration of dissolved CO2 which has an important effect on mixing. The 
others are Crater Lake in Oregon and Lake Baikal in Russia, both of which are 
deep and greatly influenced by the influence of thermobaric instability on 
mixing. 

8.3 MIXING MECHANISMS 

The dynamical mechanisms responsible for mixing in lakes and reservoirs 
are very much similar to those in the oceans and the atmosphere, with a 
few exceptions as discussed below. In the upper layers, winds and the vertical 
shear associated with currents promote mixing. In contrast, cooling, including 
evaporative effects, promotes mixing only when the temperature is above 4°C, 
and suppresses mixing if it falls below that value. If the concentration of 
dissolved solids is small, as it is in most cases, the dynamical effect due to the 
concentration of dissolved solids by evaporation at the surface is comparatively 
small. Then only the cooling effect due to latent heat transfer is important to 
mixing. The same is true of precipitation. This is an important difference from 
the oceanic case. Solar heating, including penetrative solar heating, tends to 
suppress mixing, except when the temperature is below 4°C, when it tends to 
enhance it. If there is a significant heat flux at the bottom, unless there is also a 
compensating flux of dissolved solids, the bottom layers are mixed by free 
convection. In Lake Kivu, for example, the heat flux at the bottom leads to 
spectacular staircase structures. In Lake Nyos, the bottom heat flux is more than 
compensated for by the flux of dissolved CO2 so that there is little mixing and 
the bottom layers heat up. If the water column is shallow, and the water is clear 
enough, solar insolation penetrates to the bottom and, depending on the nature of 
the bottom, tends to heat the bottom and cause convective heating of the water 
column from below, in addition to penetrative heating from the top. In fact, in 
many lakes, the more rapid springtime heating of the shallow near-shore waters 
vis-a-vis the deeper offshore waters promotes the formation of thermal bars, 
which are regions across which the temperature changes from below 4°C to 
above 4°C. Thermal bars are regions of strong circulation, due to density 
gradient effects, and also of enhanced mixing as described below. Below the 
seasonal thermocline and above the benthic boundary layer, the mixing is small 
and episodic, and due mostly to internal waves. 

The fact that fresh water has a maximum density at Tmd at which the 
coefficient of thermal expansion changes sign requires care in assessing the 
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stability of the water column. This is because isopycnal surfaces (isosurfaces of 
potential density) may not always be appropriate from mixing considerations. 
Neutral surfaces (surfaces along which when a water mass is transported 
isentropically without any exchange of heat or saUnity with its surroundings, it 
experiences no buoyancy forces) are not in general parallel to isopycnal surfaces 
(McDougall, 1987). The use of potential density, the density a water mass would 
acquire if brought isentropically from its depth z to a common reference depth 
Zr, can lead to errors in computation of the local stability of the water column. 
This point is of particular importance in deep freshwater lakes like Lake Baikal, 
where the formation of deep water and ventilation of deep waters depend 
crucially on the stability in the water column. Peeters et al. (1996) show that the 
potential density referenced to the surface shows that the water column over 
150- to 850-m depths in Lake Baikal is nearly unstable, whereas in reality the 
water column is quite stable except for a small locally unstable patch at 700 m. 

The most distinguishing feature of mixing in freshwater lakes is the 
possibility of two other mixing mechanisms associated with the unique property 
of fresh water related to Tmd (Farmer and Carmack, 1981). Both arise from 
nonlinear effects (see also Chapter 2). The first one arises from the quadratic 
dependence of density on temperature near Tmd and is called the thermostoltic 
effect. It is caused by the contraction on mixing of waters of different 
temperatures resulting in a water mass denser than that of either of the parent 
masses and is thermodynamically irreversible. The resulting instability is called 
cabbeling instabihty (Foster, 1972; McDougall, 1987). Such instability can arise 
near springtime thermal bars, when mixing of waters above and below 4°C 
across the thermal bar creates a heavier water mass and the resulting cabbeling 
instability promotes mixing. Shimarev et al. (1993) describe observations of 
such mixing processes in Lake Baikal near the thermal bars produced near the 
outflow of the river Salenga in the spring of 1991 (Figure 8.3.1). Cabbeling 
instability (CI) can occur in both shallow and deep freshwater lakes. It is also 
important to the deep oceans, where mixing of two water masses of different T 
and S characteristics can actually lead to a water mass of slightly higher density 
(McDougall, 1987). 

The second mechanism is particular to deep dimictic lakes and arises from 
the differential compressibility of water. It is caused by the dependence of the 
temperature of the density maximum (T^d) on pressure; T^d decreases by 0.21°C 
for every 100-m increase in depth. This gives rise to the possibihty of 
thermobaric instability (TBI) (Carmack and Farmer, 1982; Carmack and Weiss, 
1991) in the water column. Because of the decrease of T^d with depth, when a 
freshwater lake is reversely stratified, the water column becomes conditionally 
unstable when the base of the mixed layer is pushed by mixing beyond the 
depth, called the compensation depth, where its temperature matches Tmd 
(Carmack and Weiss, 1991). If the water below is nearly neutrally stratified, this 
initiates convection that could mix the entire water column (Figure 8.3.2). It is 
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Figure 8.3.1. Thermostaltic (cabbeling) instability in Lake Baikal observed by Shimarev et al. 
(1993) in the spring of 1991. 

thought that TBI is quite important to mixing in deep dimictic lakes such as 
Lake Baikal, which has nearly zero dissolved solids content (Carmack and 
Weiss, 1991; but see Shimarev et al., 1993), and could be important, if not 
central, to mixing in Crater Lake, Oregon, where there is some stable salinity 
stratification in the water column. 

In view of the CI and TBI, it is important to pay special attention to 
computing the local stability of the water column in deep bodies of water, 
including fresh water lakes. Traditionally, potential density inthe global oceans, 
Ppot (z,Zr) = p [9(z,Zr), S(zte), p(Zr)], with pontial temperature computed at a 
single reference level Zj, has been used to compute the buoyancy frequency from 
N = -(g/ppot)d(ppotydz. This is equivalent to using the thermal and salinity 
expansion coefficients at the reference depth Zr (which is usually the surface). 
But this is not necessarily indicative of the local stability of the water column. 
What is needed in stabihty and mixing considerations is an assessment of 
whether a fluid particle when displaced isentropically by an infinitesimal 
distance in the vertical experiences any restoring buoyancy forces. If the density 
change due to an infinitesimal isentropic displacement Az exceeds the^ existing 
density change in the water column over the same distance, the water column is 
locally stable. This condition is equivalent to using thermal and salinity 
expansion coefficients computed at the local depth. The same holds for deep 
fresh water lakes. 
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Figure 8.3.2. Thermobaric instability in a deep lake such as Lake Baikal during autumn cooling 
(Carmack and Weiss, 1991). When the lake is reverse-stratified as in (c), any mixing event which 
pushes the thermocline past the compensation depth causes deep mixing. 

In a numerical model (with discretization in the vertical), one way to assess 
whether the water column is stable or unstable, from a mixing point of view, is 
to compute in situ density, pin situ (z) = p [T(z), S(z), p (z)], at each level. Then, 
to assess if a water column between levels Zi and Z2 is stable or not, the densities 
Pi and P2 of water parcels from depths Zi and Z2 would attain if moved 
isentropically to midlevel (zi + Z2)/2 can be computed. These values can then be 
used to compute the local value of N. This is preferable to using ppot (zi,Zr) and 
ppot (z2,Zr), as is the traditional practice. The transport of water masses is still 
through the use of conservation equations for potential temperature and salinity, 
albeit only the former for fresh water lakes. 

8.4 LAKE NYOS—THERMAL AND CO^ STRUCTURE 

Some volcanic crater/caldera lakes are important because they pose a 
potential hazard. They are also interesting because of their interaction with the 
geological formations immediately beneath the crater. These lakes are 
freshwater-filled volcanic craters, often with a thick layer of sediments under-
neath through which dissolved gases and chemicals may seep into the lake 
waters. The walls are usually steep and the water level is usually much below 
the level of the rim. The depth of the water column is typically one to a few 
hundred meters deep. The area of the lake is usually a few to a few tens of 
square kilometers. Dissolved chemicals and gases make the water column 
density deviate considerably from that of fresh water. Often the dissolved gases 
stay dissolved because of the pressure of the overlaying layers of water. 
Exsolution of these gases is possible if this pressure is somehow released. It is 
only recently that volcanologists have begun to pay careful attention to mixing 
processes in caldera/crater lakes (see McManus et al., 1993). 
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A catastrophic release (Freeth and Kay, 1987; Kling et al., 1987) of an 
enormous volume (as much as 100 million m )̂ of carbon dioxide on August 26, 
1986, from Lake Nyos in Cameroon, West Africa (Figure 8.4.1), killed an 
estimated 1700 people as well as much livestock (Freeth, 1992). The gas is 
believed to have been released from the C02-rich waters of the lake, and after 
overflowing the rim at the northern end of the lake, the gas is believed to have 

Figure 8.4.1. Lake Nyos, showing the area of damage (from Freeth and Kay, 1991). 
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flowed as a density current through the low-lying valleys extinguishing most 
animal Hfe up to 20 km from the lake (Figure 8.4.2). There is now a general 
consensus that CO2 was released when circulation within the lake somehow 
brought gas-rich bottom waters toward the surface (Freeth et al., 1990; Kling et 
al., 1987; Giggenbach, 1990; Tietze, 1992). The resulting reduction in pressure 

Elevation. Ni meters 

Figure 8.4.2. The route of gas flow in the valley below Lake Nyos (from Evans et al, 1994). 
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would have caused massive exsolution of the dissolved gas and led to runaway 
outgassing of massive quantities of gas in a very short time (Tietze, 1992; Evans 
et al., 1994). But what triggered the release is still not known with certainty. 

Whatever the trigger that caused the massive outgassing on that fateful day in 
1986, the vertical density structure must have been so as to permit substantial 
vertical transport of gas-rich lake waters from the depths to the surface. Lake 
Nyos is now stratified (Evans et al., 1994) with warm, but gas-rich and therefore 
dense, water overlain by water which is cooler and contains less gas, and it was 
presumably similarly stratified prior to the 1986 disaster. Postdisaster 
observations show that CO2 concentration near the bottom has been increasing 
steadily (Freeth et al., 1990). 

Lake Nyos is roughly rectangular in shape, with a surface area of 1.4 km^ and 
a maximum depth of 208 m (Figure 8.4.2). Figure 8.4.3 shows the vertical 
distribution of temperature and CO2 and dissolved solid concentrations 
measured in the lake at various times since the disaster. The temperature and 
CO2 and dissolved solids concentrations in the lake are nearly linear except in 
the bottom 50 m, where there is a steep increase, and in the top 50 m, where the 
concentrations are much reduced because of the interaction with the atmosphere 
and the temperature exhibits the influence of the seasonal cycle and river runoff 
(Figure 8.4.3). 

Observations made immediately after the disaster show nearly linear 
temperature and dissolved gas and solids concentration distributions in the lake 
(shaded profiles in Figure 8.4.3). Seepage into the lake bottom layers through 
the sediments caused a rapid increase in CO2 and dissolved solids concen-
trations in the bottom layers in the years immediately after the disaster. There 
has been a decrease in the rate of this increase in recent years, with values 
equilibrating with the values in the sediments immediately below. If the 
conditions in the lake before the disaster were similar to what they are now, with 
the bottom 50 m roughly in equilibrium with the sediments below, it is likely 
that most of the gas came from these bottom layers. The difference in the CO2 
content in the bottom 50 m at the present conditions and that in the inmiediate 
aftermath of outgassing (more than 10^ kg of CO2) is enough to account for the 
amount of gas released during the disaster (100 million m^ at STP). 

It is possible to model the vertical structure of the lake with the help of a 
numerical model. The model would be based on the hydrodynamics of the lake 
waters driven at its upper surface by wind, precipitation, and solar heating 
during the day and radiative cooling during the night, and by the input of heat, 
dissolved solids, and CO2 at the bottom of the lake. Provided these forcings are 
known reasonably accurately or some reasonable scenarios can be postulated, 
and the initial structure of the lake is also known, it is possible to model the 
evolution of the vertical structure in the lake using a simple one-dimensional 
model of the lake. 

Kantha and Freeth (1996) appHed a comprehensive, one-dimensional 
numerical model of turbulent mixing (Kantha and Clayson, 1994) to describe the 
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Figure 8.4.3. Observed temperature, CO2, and dissolved solids concentration at various times since 
the 1986 disaster (from Kantha and Freeth, 1996). 

evolution of the vertical structure of temperature and dissolved CO2 in Lake 
Nyos since the outgassing event. A detailed description of the ID mixing model 
can be found in Kantha and Clayson (1994) (see also Galperin et al., 1988). 
Briefly, the model involves solving the Reynolds averaged governing equations 
for momentum, and conservation of heat and salinity. Vertical mixing is 
modeled as the sum of background molecular and turbulent diffusion. The 
turbulence closure problem is effected at the second-moment level, and 
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Figure 8.4.4. Model simulated temperature, CO2, and dissolved solids concentrations at various 
times since the 1986 disaster (from Kantha and Freeth, 1996). 

turbulent diffusion, which depends on the turbulence velocity and length scales, 
is computed using a two-equation model for these quantities. The influence of 
stable and unstable stratification on vertical mixing in the water column is 
properly modeled (see Chapter 2). 

The model was initialized from observations made immediately after the 
disaster, integrated forward for 10 years under plausible atmospheric forcing 
conditions, and compared with observations made since then. The various 
scenarios they investigated suggest that it is unlikely that surface cooling might 
have triggered homogenization and outgassing, but rather some event that led to 
the destabilization and homogenization of the bottom layers. Thus the trigger for 
the gas release might have been related to some event near the lake bottom. 



760 8 Lakes and Reservoirs 

Figure 8.4.4 shows the temperature, the dissolved CO2 concentration, and the 
dissolved solids concentration profiles in the water column at various times 
since the disaster as simulated by the model. The agreement with the observed 
profiles is quite reasonable. 

8.5 CRATER LAKE, OREGON 

Crater Lake in Oregon is a deep dimictic caldera lake, and is the deepest and 
one of the clearest lakes in the United States. Its natural beauty and the 
sensitivity of its level to cUmatic fluctuations, and therefore the possibility of its 
use as an indicator of climatic change, have made it the focus of intensive study 
in recent years (Drake et al., 1990). Consequently, there exists more observa-
tional data on mixing processes here than in any other deep dimictic lake in the 
world. 

Crater Lake is situated in the Cascade Range (Bacon and Lanphere, 1990). 
The lake level is at an elevation of 1882 m above sea level. It was formed by the 
collapse of the caldera following the explosive eruption of Mt. Mazama 6950 
years ago. It is nearly circular with an area of 53.2 km^ (McManus et al., 1993). 
The lake consists of two basins, the North Basin with a maximum depth of 589 
m in the northeast and the South Basin with a maximum depth of 485 m in the 
southeast, separated by a 425-m deep sill. The communication between the two 
basins may be important to the deep circulation in the lake. The lake circulation 
is also strongly influenced by winds blowing over the caldera, which has steep 
walls rising to an average elevation of 2100 m above sea level (Figure 8.5.1). 

The catchment area is only 25% larger than the lake surface area itself and it 
therefore acts like a large rain gauge (Redmond, 1990). While observations of 
the lake level have been made since 1878, 25 years after its discovery, a 
consistent climatic record apparently exists only since 1931, according to 
Redmond. Since the lake is also an excellent evaporation pan, its level is a near-
perfect indicator of "aridity," if proper allowance is made for seepage. While the 
lake level fluctuates by about 0.5 m between the spring maximum and the 
autumn minimum, the net change over a year depends very much on the 
precipitation, and can be an increase or decrease of close to a meter (Redmond, 
1990). The records indicate that while the lake level at present is close to what it 
was at the beginning of the century, and has been nearly constant over the past 
50 years, it dipped to as much as 4 m below the present level in the dust bowl 
years of the 1930s (Redmond, 1990). 

Another interesting aspect of Crater Lake is that in spite of its location, it 
seldom freezes over during winter, although a sustained ice cover was observed 
once this century during the winter of 1949 (Kibby et al., 1968). This has very 
much to do with how the heat stored in the lake water column during the heating 
season is released during winter cooHng by mixing processes in the upper layers. 
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Figure 8.5.1. A sketch of Crater Lake, showing the bathymetry (from McManus et aL, 1993, 
bathymetry from Byrne, 1965). 

Normally, winter mixing processes tend to make available the large heat storage 
in the deep mixed layer and hence prevent the surface from cooling down to 
0°C. Nearly continuous observations of the lake's thermal structure have been 
made in the North Basin since 1990 (McManus et al., 1993; Crawford and 
Collier, 1997) and these measurements, albeit limited, suggest that the surface 
seldom cools below about 2°C. 

Wintertime deep mixing events are observed regularly by the mooring 
deployed in the North Basin (Crawford and Collier, 1997), and the dynamical 
mechanisms responsible for this deep ventilation are still being sorted out. 
Figure 8.5.2 shows the evolution of the temperature in the water column at a 
mooring in the North Basin from 1992 to 1994 (Crawford and Collier, 1998). 
Deep mixing events during each winter can be seen in this record. Thermobaric 
instabilities (Farmer and Carmack, 1981) are thought to play a central role in 
deep-water renewal and ventilation in deep dimictic lakes such as these. Lake 
Baikal being a classic example (Carmack and Weiss, 1991). However, the role 
of dissolved solids, that give rise to a stable stratification in the water column 
(McManus et al., 1993) against which any thermobaric instability has to work to 
mix the water column, makes straightforward interpretation of deep mixing 
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350 
1991 1992 1993 1994 1995 

Figure 8.5.2. Temperature observations in the water column at a mooring in the north basin from 
1992 to 1994. Note the deep convection events during each winter. Only temperature contours 
bertween 2 °C and 18 °C are plotted; contour interval is 1.0 °C (from Crawford et al, 1999). 

events as being solely due to thermobaric convection somewhat tenuous. In fact, 
the role of dissolved solids in stably stratifying the lake (Figure 8.5.3), and 
hence inhibiting mixing processes below the upper mixed layer, was pointed out 
only recently (McManus et al., 1993). However, salinity measurements in the 
lake are quite infrequent (except during summer), and inferences regarding the 
precipitation and evaporation/seepage in the lake are subject to large 
uncertainties, so that it is difficult to decipher the role of dissolved soHds in lake 
mixing processes by observations alone. 

Wintertime deep mixing events are important to the limnology of Crater 
Lake, especially the biological cycling of nutrients (Dymond et al., 1996). The 
remarkable clarity of the lake waters (Larson, 1972; Smith et al., 1973) attests to 
the fact that the major input of nutrients into the euphotic zone is from the deep 
waters of the lake. Radioisotope measurements (for example, Simpson, 1970) 
suggest a very short 1- to 2-year renewal timescale for the deep waters of the 
lake. More recent work on the oxygen budget in the lake (McManus et al., 1996) 
concludes that the mean residence time for deep water is 2-A years and the deep 
lake is partially mixed with surface waters each year. Dymond et al. (1996) 
indicate that the upward flux of deep-water nitrate accounts for more than 85% 
of the new nitrogen input into the euphotic zone and the nutrients are recycled 
many times in the euphotic zone before settling to the bottom. This underscores 
the importance of deep mixing events, which not only ventilate and oxygenate 
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Figure 8.5.3. Typical vertical temperature and salinity profiles during winter (from McManus et al, 
1993). Note the stable stratification due to salinity below 200- m depths that might inhibit mixing. 

deep lake waters, but also import nutrients critical to primary productivity into 
the euphotic zone (Crawford and Collier, 1997). 

It is thought that TBI is quite important to mixing in dimictic lakes such as 
Lake Baikal, which has nearly zero salinity (Carmack and Weiss, 1991; but see 
Shimarev et al., 1993), and could be important if not central to mixing in Crater 
Lake, where there is significant stable salinity stratification in the water column. 
Accurate computation of local stability is therefore crucial to simulating TBI in 
the water column. Kantha et al. (1996) therefore modified the Kantha and 
Clay son (1994) ID mixing model to more accurately compute local stability, 
based on Chen and Millero's (1986) equation of state. This modified model has 
been applied to simulate mixing in the North Basin, where the lake's thermal 
structure and meteorological conditions have been monitored since 1991. The 
evolution of the temperature and salinity in the water column has been 
investigated for a typical climatological year as well as specifically for the 
1993/1994 and 1994/1995 autumn/winter/spring conditions (Kantha et al., 
1996). 
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The model is driven by the wind stress derived from wind measurements over 
the North Basin, observed solar heating during the day, and the net cooling at 
the surface inferred from measurements near the crater rim (Crawford and 
Collier, 1996). Simulations were made for 1993/1994 starting from September 
15, when salinity measurements are also available for model initialization, for a 
period of 240 days. 

The fluxes of heat and dissolved solids at the lake bottom have been inferred 
previously by Williams and Von Herzen (1983) and more recently by McManus 
et al. (1993). McManus et al. infer a heat flux of about 1 W m'^ and a salt flux of 
about 5 |Lig m~̂  s"̂  at the lake bottom from various measurements in the two 
basins. However, instead of using these fluxes to prescribe the conditions at the 
bottom of the lake, we prefer to prescribe Dirichlet conditions on the 
temperature and dissolved solids concentration at the water-sediment interface 
similar to what Kantha and Freeth (1996) did for Lake Nyos. Observations 
indicate that the temperature and salinity values at the bottom of the water 
column are fairly accurately prescribed as 3.66°C and 0.1085 psu. 

The mixed layer model described above, as well as a fully 3D circulation 
model, has been applied to Crater Lake (Kantha et al., 1996). The most 
significant difference between the mixing model for the upper ocean and that 
used here is found in the equation of state. The equation of state used in this 
study is that due to Chen and Millero (1986), specifically designed for 
limnological applications (see Appendix B). An additional complication in these 
deep dimictic lakes is the possibility of thermobaric instability (Carmack and 
Farmer, 1982; Carmack and Weiss, 1991) in the water column. 

Figure 8.5.4 shows the ID model simulated temperatures in the North Basin 
during the winter of 1993/1994. UnUke the observed temperature records, no 
deep convection event is evident. This is possibly due to the stabilizing 
influence of the dissolved salts as well as the lack of the influence of wind-
driven basinwide circulation in a ID model. The profiles also lack the small 
scale variability evident in the observations. Figure 8.5.5 shows the temporal 
evolution of the lake temperatures at the surface and at 50 m during the winter 
of 1993/1994, as well as the mixed layer depth during the same period. The 
magnitude of the observed wind stress and solar radiation is also shown. The 
mixed layer deepens to about 200 m, but no overturning results. 

The 3D model used for simulation of the lake thermal structure and its 
circulation is the University of Colorado version of the sigma-coordinate 
hydrostatic model developed originally at Princeton by George Mellor's group 
(see Chapter 9 of Kantha and Clay son, 1999). The core model has been 
previously documented by Blumberg and Mellor (1987) and Mellor (1991), and 
the curvihnear version by Kantha and Piacsek (1993, 1996). Several 
modifications have been made to the core model, including an improved mixed 
layer model (Kantha and Clayson, 1994) and a data assimilation module capable 
of assimilating both in situ XBT/CTD data and remotely sensed data such as 
MCSST (Horton et al., 1997), and altimetric SSH anomalies (Choi et al.,1995; 
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Figure 8.5.4. Temporal evolution of temperature in the water column in the North Basin from a 
1-D mixing model (from Kantha and Crawford, 1999a) during the winter of 1993-1994. The mixed 
layer deepens to about 200 m, but no deep convection results. 

Bang et al., 1996). Brief reviews of ocean modeling can be found in Kantha and 
Piacsek (1993, 1997), and a more extensive one in Kantha and Clayson (1999). 

The bottom topography used in the 3D model has been subjected to a 
nonlinear filter to reduce the topographic gradients that might otherwise cause 
spurious along-slope currents in a sigma-coordinate model (Haney, 1991). Since 
spatial distributions of temperature and salinity have never been measured in the 
lake, we initialized the model with the profiles used for ID simulations, 
assuming horizontal homogeneity at the start of the model. The model however 
develops horizontal gradients and baroclinicity rather quickly during the 
simulation. 

The limitations of the 3D model chosen are twofold. First, a nonhydrostatic 
model (for example. Walker and Watts, 1995) more accurately simulates the 
deep convection processes. Second, the vertical component of the Coriolis 
acceleration normally ignored in ocean and lake models may be important in 
lakes such as Lake Baikal because of the weak stratification of its deep waters. 
Nevertheless, the inaccuracies resulting from these limitations are overwhelmed 
by those due to even small errors in surface forcing in deep dimictic lakes, so 
that in the final analysis, it is the accuracy with which one can specify the 
surface forcing that constrains the fideUty of the model simulations. 

The resolution of the model is 0.5 km in the horizontal (21x18 grid). There 
are 38 sigma levels in the vertical, distributed to resolve the upper layers to a 
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Figure 8.5.5. Time series plots of the (a) lake temperatures at 0 and 50 m, (b) wind stress magnitude 
measured, (c) the mixed layer depth, and (d) the solar insolation during the winter of 1993-1994 in 
the North Basin from a 1-D mixing model (from Kantha and Crawford, 1999a). 
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depth of 350 to 20 m. Good resolution in the vertical, especially at the base of 
the mixed layer, is essential to simulating the TBI accurately. 

Surface forcing for the 3D model is identical to that used in the ID model. 
This is simply because meteorological observations have been made at only one 
point on the lake and once again horizontal homogeneity needs to be invoked for 
simplicity. This may introduce some errors, since it is known that the wind 
whips around the caldera often, and it is likely that there are horizontal gradients 
in meteorological forcing. Nevertheless, as a first approximation, homogeneity 
might be adequate. 

The bottom boundary conditions are slightly different from those used in the 
ID model. We prescribe the same Dirichlet boundary conditions on temperature 
and salinity at grid points where the depth exceeds 400 m and therefore there is 
likelihood of a layer of sediment through which heat and dissolved solids can 
percolate into the water column. At grid points, where the bottom depth is less, 
we use Neumann conditions; we assume that the heat and salt fluxes at the 
bottom are zero. 

Figure 8.5.6 shows the temperature at the deepest point in the North Basin 
during the winter of 1993/1994. Comparison with observed temperature profiles 
(Figure 8.5.2) shows that the 3D simulations are far more realistic and tend to 
produce deep convection that was notably absent in the ID simulations. The pre-
sence of lake-wide gyre-like circulation may be responsible for this difference. 

Numerical models such as these along with continued monitoring of the lake 
are a powerful combination in studies of chemical and nutrient exchanges 
between the upper and the lower layers of the lake. 

Temperature oeg c 

80 90 100 110 120 130 140 150 160 170 180 

Time in days 
Figure 8.5.6. Temporal evolution of temperature in the water column in the north basin from a 
3-D circulation model during the winter of 1993-1994. Mixing reaches deep into the water column. 
Only temperature contours less than or equal to 4 °C are plotted; contour interval is 0.1 °C. 
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8.6 LAKE BAIKAL 

Lake Baikal in Siberia is a deep freshwater lake—the deepest and largest (by 
volume) in the world. Its importance lies in the fact that it holds about 20% of 
the fresh water on the globe [approximately 266,600 km ,̂ which is only 2.5% of 
all water on the globe; nearly two-thirds of this fresh water is locked up in 
glaciers and icecaps-see Postel et al. (1996)]. The sediments underneath the lake 
store the climatic record for the past 16 million years. Unfortunately, the lake is 
being increasingly polluted by industries situated around it. 

Lake Baikal is a crescent-shaped lake that sits on top of a rift which is 9000 
m deep and has collected some 7000 m of sediments over the past 16 of its 25 
miUion year history (Figure 8.6.1). The lake consists of three deep basins, the 
central one being the deepest, 1637 m deep at its deepest point. The northern 
basin is comparatively shallow, 920 m deep, and the southern one is 1433 m 
deep. The sills between the southern and central, and the central and northern, 
basins are about 400 m deep, and therefore the deep waters in the various basins 
are essentially isolated from one another. The lake has an average width of 80 
km and a length of roughly 635 km, and its volume is roughly 23,000 km .̂ Of 
the several rivers flowing into Lake Baikal, the Selenga River that empties into 
the lake between the south and central basins is the most important since it 
supplies half the water flowing into the lake. The Upper Angara River that 
empties into the northernmost part of the lake is the next in importance. There is 
an average outflow of around 1800 m^ s~̂  from the lake through the Angara 
River that flows out of the western shores of the southern basin. Most of the 
pollution in the lake is through Selenga River inflow and from industries around 
the town of Irkutsk, situated at the mouth of the Angara River, and hence pretty 
much confined to the southern portions of the lake. The circulation in the lake, 
especially the exchange between the southern and central basins, is therefore of 
considerable importance, from the point of view of pollutant transport. 

For dynamical purposes, the concentration of dissolved matter in the lake is 
negligibly small and only the temperature in the water column is important. 
However, the decrease of the temperature of the density maximum with depth 
plays a very important role in mixing in the lake. The deep water in the lake is 
ventilated enough to have dissolved oxygen concentrations as high as 9 mg 1"̂  
(Shimarev et al., 1993), and the mean age of waters below the upper 250 m is 
about 8 years (Weiss et al., 1991). Alternative estimates put the renewal 
timescale for deep water at around 11 years. However, the dynamical 
mechanisms responsible for this deep ventilation are unclear and still being 
sorted out. 

Weiss et al. (1991) report that in July 1988, the near-bottom waters of the 
lake had higher chlorofluorocarbon concentrations than the intermediate waters, 
suggesting that there was direct ventilation of the deep. The observations of 
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Figure 8.6.1. A sketch of Lake Baikal and its topography (reprinted from Carmack and Weiss, Deep 
Convection and Deep Water Formation in the Oceans, Copyright 1991, Page No. 223, with 
permission from Elsevier Science). 

Shimarev et al. (1993) suggest that cabbeling instability near thermal bars might 
be responsible for initiating deep convection. Thermal bars are especially 
prevalent near river inflows and have timescales of a few weeks, enough to 
initiate deep mixing events through CI. Shimarev et al. (1993) observed such an 
instabihty in June 1991 in a thermal bar that exists near the outflow of the 
Selenga River in May to June. The near-shore temperatures ranged between 5 
and 14°C, whereas the deep lake temperatures were between 3 and 3.8°C, 
conditions conducive to CI and formation of a cold dense water plume on the 
open side of the lake (see Figure 8.3.1). Once this mixed water begins to sink, it 
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can reach depths where its temperature exceeds the T^d and TBI ensues, causing 
the water to sink deeper, down to the bottom, where it can move along the slope 
to depths where its density equals that of the surrounding waters (Shimarev et 
al., 1993). The convective plume may not always reach the lake bottom, 
however; in June 1991 it did not, while in 1988 it apparently did. Shimarev et al. 
suggest that since large spring thermal bars are a regular feature in Lake Baikal, 
the above mechanism must cause significant deep mixing in Lake Baikal. 

Because of the cold air temperatures during winter (average of -20°C), ice 
forms in the lake and grows to a thickness of about a meter. The lake extends 
over 5° in latitude and this latitudinal variation makes the ice form first in the 
North Basin around November, and the thaw begins a month later there than in 
the South. The ice begins to thaw in April in the South. Strong westerlies, which 
tend to pile up ice along the eastern shores, help disperse and melt the ice cover. 
By mid-May, the ice is gone, although it Hngers till early June in the North 
Basin. The presence of ice cover during spring heating has important 
consequences to mixing. The ice cover tends to shield the water from wind 
forcing and therefore even though the reverse stratification present holds the 
potential for TBI, the penetrative convection due to solar heating through the ice 
cover of the upper layers may not be able to push the base of the mixed layer 
below the compensation depth to initiate TBI , whereas during autumn, once 
reverse stratification develops, strong mixing events can lower the mixed layer 
base to the compensation depth and initiate TBI (Carmack and Weiss, 1991). 
Therefore, deep mixing events due to TBI are more likely during autumn 
cooling (see Figure 8.3.2), if we exclude those due to spring thermal bars. 

The temperatures in the North Basin are generally higher, and those in the 
Central Basin lower, than the rest, presumably due to stronger winds and more 
intense deep convection in the latter, and low winds in the former. 

Figure 8.6.2 shows an idealized ID model simulation (see Sections 8.4 and 
8.5 for model details) of the evolution of temperature in a deep freshwater lake 
during winter. The model simulations start from a stratified condition with the 
mixed layer depth close to the compensation depth. A steady wind stress and a 
steady heat loss are imposed at the surface. Two cases are studied, one with a 
net cooling rate of 25 W m"̂  and the other with 50 W m"̂ . All other conditions 
are kept the same and the evolution of the temperature structure is modeled. 
Figure 8.6.2 shows the temperature profiles at 5-day intervals for both cases; 
deep mixing occurs in the first case but not in the second. Instead reverse 
stratification builds up quickly for the second case and prevents deep convection 
from happening. Thus if the rate of cooling is not too strong when the lake 
passes through the critical overturning phase, TBI ensues and mixes the entire 
water column. Thus the rate of cooling (and the intensity of wind mixing) during 
the critical overturning phase of the lake evolution can influence the occurrence 
of deep convection and mixing events in a deep freshwater lake. These 
simulations highhght the importance of TBI in a deep freshwaterlake such as 
Lake Baikal. 
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LIST OF SYMBOLS 
e 
p 

a 
b 
c 
g 
h 

t 

H 
L 
T 
Tmd 
U 
We 

Latitude 
Density of water 

Internal Rossby radius of deformation (c/f) 
Lake width 
Internal gravity wave speed 
Acceleration due to gravity 
Surface layer thickness 
Kinematic molecular diffusivities of heat and salt 
Time 

Lake depth 
Lake length 
Temperature 
Temperature of maximum density of fresh water 
Horizontal velocity 
Wedderbum number 



Appendix A 

Units 

A.1 THE BUCKINGHAM PI THEOREM 

As in most areas of scientific endeavor, we seek quantitative functional 
relationships between various parameters governing a small scale process. We 
humans prefer to think of such relationships in terms of dimensional parameters. 
For example, what is the phase speed in meters per second of a deep water 
surface wave with a frequency of 10 cycles per second? There exists, of course, 
an answer in dimensional units. However, Nature does not recognize 
dimensional quantities in functional relationships governing physical or other 
processes. After all, dimensional standards are defined by humans and agreed to 
universally (a variable standard is not very useful), but without Nature's consent 
and subject always to potential revisions. That is why only functional 
relationships involving dimensionless quantities are meaningful and useful. Also 
constants in a functional relationship should be dimensionless to be of much 
utility. And the first thing to check in an equation is whether the terms on both 
sides of the equation have the right units. 

In studying small scale processes we often look at scaling laws. These laws 
should involve functional relationships between dimensionless quantities. An 
excellent way of deriving such relationships is by the use of the Buckingham PI 
theorem, which states that if a physical process involves N dimensional 
quantities involving M units, it is possible to define (M - N) dimensionless 
quantities that should of course be related to each other functionally. It is a 
powerful tool for analyzing physical processes and organizing observational 
data. The PI theorem cannot provide the constants or the form of functional 
relationships between the dimensionless quantities. However, if the functional 
relationship involves power law relationships, it often provides answers with 
only the constants that need to be determined empirically or theoretically. The 
following examples demonstrate the utility of the theorem. 

773 
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Take the case of a surface water wave. We need to find the frequency n of the 
wave as a function of its other characteristics. Since we suspect that 
gravitational restoring forces are involved, gravitational acceleration g is a 
parameter in the problem as well as the density difference across the air-sea 
interface, which involves p^ and p^ . For sufficiently small waves, surface ten-
sion effects cannot be neglected and therefore surface tension y (its kinematic 
value) is a parameter in the problem. The only other parameters are its wave-
length X (or equivalently wavenumber k), its amplitude a , and the water depth 
d. So there are three units involved, length [L] , mass [M], and time [T], and 
eight quantities, n (dimension [T"^]), k (dimension [L"^]), g (dimension [LT"^]), 
d (dimension [L]) and a (dimension [L]), y (dimension [L^T"^]), p^ (dimension 
[ML~^]), and p^ (dimension [ML"^]). It is possible to find five dimensionless 
quantities that should be related to each other. It is easily verified that they are 
n^/gk,')k:^/g,pa/p^,kd, andka , and therefore 

n2/gk = f(Yk'/g,p,/p^,kd,ka) (Al) 

is the so-called dispersion relationship that relates the wave frequency to its 
wavenumber and other parameters. Of course the PI theorem (or dimensional 
analysis) cannot provide the functional relationship or the constants involved. 
For that one has to appeal to a mathematical theory. But observational data on 
waves could be organized in the above fashion to determine both the constant 
and the functional relationship. However, we can simplify and seek limiting 
cases. If we recognize that the density of air is three orders of magnitude smaller 
than that of water and it is the air-sea density difference that matters, then 
Pa/ pw is irrelevant since (p^ -p^)/p^ ~ 1 and hence 

(nVgk) = f(ik^/g,kd,ka) (A2) 

If we now restrict our attention to infinitesimal waves, the amplitude drops 
out of the relationship and we have 

in^/gk) = f(yk^/gM) (A3) 

Theory (see Chapter 5) gives 

(n^ /gk) = [1 + (yk^ /g)]tanh(kd) (A4) 

If we now restrict our attention to waves long enough so that surface tension is 
not a parameter in the problem, then the nondimensional constant involving y 
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drops out of the functional relationship and we have 

(n2/gk) = f(kd) (A5) 

Now let us look at deep water waves. We suspect then that the depth d should 
not be a parameter in the functional relationship. Then 

(n'/gk)=ci (A6) 

This is indeed the dispersion relationship for deep water waves and the constant 
Ci= 1 from theory. If, on the other hand, we look at shallow water waves, we 
suspect then that only d should be relevant in the relationship for phase speed c 
= n/k and not k. If we rearrange the functional relationship replacing n by c, 

(c ' /gd) = f(kd) (A7) 

and since k should drop out we get 

(c^/gd) = C2 (A8) 

where C2 = 1 by theory. Shallow water waves are nondispersive and their phase 
speed is dependent only on the water depth and is independent of their 
wavenumber. For surface-tension-dominated (capillary) waves, only y should 
be relevant and not g , since restoring forces are due only to surface tension and 
not gravitational forces. Also the water depth is irrelevant. Then in the modified 
functional relationship (A3) 

(n2/gk) = f(Yk^/g) (A9) 

g should drop out. This happens if 

(n2/gk) = C3(ykVg) (AlO) 

This of course gives 

n^=C3(yk^) (All) 

as the dispersion relation for capillary waves, where C3 = 1 by theory. 
Dimensional analysis is therefore a very powerful tool in investigating 

natural processes. It provides a good idea of relevant nondimensional parameters 
and often the relationship to the extent of an unknown constant! It is always a 
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good idea to explore what nondimensional parameters govern a particular 
process by employing the PI theorem. If Galileo had knowledge of this 
powerful tool, he could have easily deduced that the period of a simple 
pendulum T would not depend on its mass because of the disparate units and 
should depend on only its length 1 and of course the gravitational constant g! 

T ' - ( l / g ) (A12) 

SaHent results in as complex a phenomenon as turbulence, such as the 
celebrated Kolmogoroff -5/3 law for the turbulence spectrum in the inertial 
subrange, were originally derived not by using sophisticated mathematical 
theories or the most powerful supercomputers but simply by physical intuition 
and the PI theorem. For a delightful look at how nondimensional numbers such 
as the Froude number can be used to explore the constraints physical laws 
impose on biological organisms, see Vogel (1988, 1998). 

A.2 USEFUL QUANTITIES 

A.2.1 SI (INTERNATIONAL SYSTEM) UNITS 

AND CONVENTIONS 

The basic SI units for our applications are 

Length - meter (m) 
Mass - kilogram (kg) 
Time - second (s) 
Temperature - Kelvin (K) 

From these, units for all other quantities can be derived. The derived units are 

1 rad = 1 m m ^ 
1 Hz = 1 s-̂  
1 N = 1 kg m s"̂  
1 Pa = 1 N m"̂  
I J = 1 N m = 1 kg m^ s"̂  
1 W = l Js'^ = lkgm^s"^ 

Prefixes are as follows: 

10"̂  deci (d) 10̂  
10"̂  centi (c) 10^ 
10"̂  miUi (m) 10^ 
10"̂  micro (u) 10^ 
10"̂  nano (n) 10^ 

-Angle 
- Frequency 
- Force 
- Pressure (also stress) 
- Energy (also work, heat) 
- Power (also heat flux) 

deka (da) 
hecto (h) 
kilo (k) 
mega (M) 
giga (G) 
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10-'^ 
10-'^ 
10-'' 
10-^' 
10-'^ 

pico (p) 
femto (f) 
atto (a) 
zepto (z) 
yocto (y) 

10'^ 
10'' 
10'' 
10'' 
10'^ 

tera (T) 
peta (P) 
exa (C) 
zetta (Z) 
yotta (Y) 

Symbols for physical quantities are italicized, but units are not (for example, 
temperature T in degrees Celsius, °C). Unit symbols are lower cased, unless 
derived from proper names (for example, 1 watt is 1 W and 1 kilogram is 1 kg), 
not pluralized (for example, 3 seconds is 3 s), and not followed by a period. 
When prefixes are used, no space is allowed in between (for example, 3 
nanoseconds is 3 ns, not 3 n s), compound prefixes are to be avoided (for 
example, 1 terawatt is 1 TW, not 1 MMW), and when written out fully, should 
begin with a lower case (for example, millijoules). Multiplication of units may 
be indicated by the use of a space in between, and division by a negative 
exponent (for example, 1 newton meter is 1 N m and 1 newton per meter 
squared per second is 1 N m~̂  s"^ When written out in full, no mathematical 
operations should be commingled (for example, 1 watt per meters squared, not 1 
watt/meter^), and a product denoted by a space in between (for example, 1 
newton meter). Large numbers are to be divided by spaces between each three 
digit groups (for example, 237 865 540) and a decimal marker is to be always 
preceded if not preceded by a zero (for example, 0.8 kg, not .8 kg). Units and the 
numbers are to be divided by a space (for example, 10 kg, not 10kg). Prefixes 
are to be used whenever possible to bring the numerical value between 0.1 and 
1000 (for example 180 kW, not 180 000 W). The word "degree" or its symbol is 
not used in conjunction with the unit kelvin (for example, 215 kelvin or 215 K, 
not 215 degrees kelvin or 215°K), but only with Celsius (degrees Celsius or °C). 

Following the above conventions (Nelson, 1982) avoids needless proof-
reading corrections by the copy editors. Also in the era of electronic self-
publishing on the Internet, it is important to adhere strictly to standards that have 
been so painstakingly arrived at after decades of experimentation. 

A.2.2 USEFUL CONVERSION FACTORS 

1 pound (mass) = 0.453 593 kg 
1 inch = 2.54 cm 
1 foot = 0.3048 m 
1 fathom = 6 ft = 1.8288 m 
1 mile =1.609 344 km 
1 nautical mile = 1.85318 km 
1 acre = 4047 m^ 
1 gal = 3.786 liter 
lbbl = 31.5 gal =119.26 liter 
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1 mile hr"̂  = 0.447041 m s"̂  = 1.609 344 km hr"̂  
1 ft s"̂  = 0.3048 m s"̂  
1 knot = 0.51477 m s"̂  = 1.853 172 km hr"̂  
1 pound (force) = 4.4482 N 
1 bar = 10^ Pa = 10^ N m"̂  = 10^ dyn cm"̂  
1 psi = 6894.724 Pa 
1 horsepower = 746 W 
T = 32.0+1.8 x°C 

1 solar day = 86,400 s 
1 sidereal day = 86,164 s 
1 degree = 0.01745 (= 27C/360) rad 
1 Hz = 27C rad s~̂  
1 cm s"̂  = 0.864 km day"̂  
1 N = 10^ dynes 
1 Pa = 1 N m-^= 10 dyn cm"̂  = 10"̂  mb 
1 mb = 10^ Pa; 1 m of water ~ 10.1 kPa 
1 standard atmosphere = 101.325 kPa (14.7 psi, 76 cm Hg) 
1 J = 1 N m = 1 W s = 10^ ergs = 6.24 x 10̂ ^ ev = 0.2389 cal 
1 W = 1 J s"̂  
1 petawatt = 10̂ ^ W 
1 ly day"^ = 0.484 W m"̂  
1 metric ton (t) = 1000 kg 
1 hectare (ha) = 10"̂  m^ 
0°C = 273.15 K 

A.2.3 USEFUL UNIVERSAL CONSTANTS 

n = 3.141 592 653 589 793 238 462 643 
e = 2.718 281 828 459 045 235 360 287 
Y= 0.577 215 664 901 532 860 606 512 (Euler constant) 

Universal gas constant R = 8.314 51 J mol"^ K"̂  
Gas constant for dry air = 287.05 J kg"̂  K~̂  
Gas constant for water vapor = 461.53 J kg"̂  K"̂  
Molecular weight of dry air = 28.97 
Molecular weight of water vapor =18.016 
Avagadro constant = 6.02252 x 10̂ ^ mol"^ 
Speed of light = 2.9979246 x 10^ m s"̂  
Newton's gravitational constant G = 6.672 590 x 10'̂ ^ N m^ kg'^ 
Solar constant = 1376 W m"̂  (in 200- to 4000-nm range; 40% of it in visible 

400- to 670-nm range, 1.78 x 10̂ ^ W) 
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Stefan-Boltzmann constant a = 5.670 51 x 10"̂  W m"̂  K"̂  
Boltzmann constant k = 1.38 x 10"̂ ^ J K"̂  
Planck's constant = 6.6262 x 10"̂ ^ J s 

A.2.4 USEFUL GEOPHYSICAL CONSTANTS 

Radius a = 6371 km (6378.139 km, equatorial; 6356.754 km, polar; Hydrostatic 
flattening, 1/299.638) 

Radius of the core (equatorial) = 3486 km (flattening = 1/392.7) 
Mass of Earth = 5.977 x 10̂ "̂  kg (mantle = 4.05 x 10̂ ^ kg, core = 1.90 x 10̂ ^ kg, 

crust =2.5 X 10̂ ^ kg) 
Average density pE = 5517 kg m~̂  
Average density of the upper mantle = 3330 kg m"̂  
Average density of the crust = 2850 kg m"̂  
Polar moment of inertia of the entire Earth C ~ 8.0376 x 10̂ ^ kg m^ 
Equatorial moment of inertia of the entire Earth A ~ 8.0115 x 10̂ ^ kg m^ (C - A 

= 2.610 X 10̂ ^ kg m )̂ 
Polar moment of inertia of the core Q ~ 0.9140 x 10̂ ^ kg m^ 
Equatorial moment of inertia of the core Ac - 0.9117 X 10̂ ^ kg m^ (Q - Ac = 

2.328 X 10̂ ^ kg m )̂ 
Polar moment of inertia of the mantle Cm ~ 7.1236 x 10̂ ^ kg 
Equatorial moment of inertia of the mantle A^ ~ 7.1000 x 10̂ ^ kg m^ (Cm - Am = 

2.377 xlO^"^ kg m )̂ 
Orbital dates: spring (vernal) equinox = March 20, autumnal equinox = 

September 22, summer solstice = June 20, winter solstice = December 21, 
perihelion = January 3, aphelion = July 4 

ObHquity of Ecliptic = 23° 26' 
Rotation rate = 7.292115 x 10"̂  rad s"̂  
Mean orbital velocity = 29.77 km s~̂  
Chandler wobble period = 433.3 days 
Average surface temperature = 288 K 
Average albedo = 0.33 
Sidereal day = 23 hr 56 m 4.09 s 
Sidereal year = 365.25 days 
Tropical year = 365.2422 days 
Current angular momentum of the Earth-Moon system = 3.5 x 10̂ "̂  Kg w? s"̂  
Current energy in the Earth-Moon system = 2.5412 x 10̂ ^ J 
Current energy dissipation rate in the Earth-Moon system = 3.17 x 10̂ ^ W 
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A.2.5 USEFUL PHYSICAL CONSTANTS 

Mass ME = 5.977x10^'* kg 
Mean mass of the atmosphere = 5.1352 x 10̂ ^ kg 

(dry air = 5.122 x 10̂ ^ kg, water vapor = 1.32 x 10̂ ^ kg) 
Mass of the ocean =1.35 x 10̂ ^ kg 
Mass ofice = 2.2x10^^ kg 
Mass of water in lakes and rivers = 5.0 x 10̂ ^ kg (in sediments = 2 x 10̂ ^ kg) 

Surface area of Earth = 5.10 x 10̂ "̂  m^ 
Ocean surface area = 3.611 x 10̂ "̂  m^ (71%, includes sea ice) 
Deep ocean (>1000 m) surface area = 3.05 x 10̂ ^ m^ 
Land surface area = 1.489 x 10̂ ^ m^ 
Surface area of sea ice = 0.261 x 10̂ "* m^ (7% of ocean area) average, 0.11 x 

10̂ "̂  km^ in the northern hemisphere (8-15 x 10^ km ,̂ Arctic, sub-Arctic 
Seas); and 0.14 x 10̂ "̂  km^ in the southern hemisphere (4-21 x 10^ km^) 

Mean ocean depth = 3795 m (-4.2 km excluding the shelf) 
Mean sea ice thickness = 3 m (Arctic), 0.7 m (Antarctic) 
Standard sea level pressure = 101.325 kPa 
Mean sea level pressure = 98.44 kPa (dry air = 98.19, water vapor = 0.25 kPa) 
Standard sea level temperature = 288.15 K 
Typical density of dry air at 20°C and 100 kPa (1 bar) = 1.210 kg m"̂  
Typical density of seawater = 1026 kg m~̂  
Typical density of fresh water = 1000 kg m"̂  
Typical density of ice = 917 kg m~̂  
Typical density of snow = 330 kg m~̂  
Average density of seawater = 1035 kg m~̂  
Latent heat of vaporization of water at 0°C = 2.501 x 10^ J kg'^ 
Latent heat of vaporization of water at 100°C = 2.250 x 10^ J kg"̂  
Latent heat of sublimation of ice at 0°C = 2.835 x 10^ J kg"̂  
Latent heat of fusion for water at 0°C = 3.347 x 10^ J kg~̂  
Specific heat at constant pressure for dry air = 1005.6 J kg~̂  K~̂  
Specific heat of water vapor at 0°C = 1859 J kg"̂  K"̂  
Specific heat at constant pressure for water at 0°C = 4217.4 J kg~̂  K"̂  
Specific heat of ice and snow at 0°C = 2099 J kg"̂  K"̂  
Ratio of specific heats at constant pressure and volume for dry air =1.4 
Kinematic viscosity of seawater at 10°C, 35 psu = 1.8 x 10"̂  m^ s~̂  
Molecular heat diffusivity for seawater = 1.39 x 10'^ m^ s"̂  
Molecular salt diffusivity for seawater = 9.0 x 10"̂ ^ m^ s"̂  
Kinematic viscosity of air = 1.53 x 10"̂  m^ s"̂  [1.35 x 10"̂  + 10"̂  (Ta- 273.15)] 
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Heat diffusivity for air = 2.16 x 10"̂  m^ s"̂  [1.9 x 10"̂  + 1.26 x 10"̂  
(Ta-273.15)] 

Water vapor diffusivity for air = 2.57 x 10"̂  m^ s"̂  [2.26 x 10"̂  + 1.51 x 10"̂  
(Ta-273.15)] 

Molecular salt diffusivity for seawater = 9.0 x 10"̂ ^ m^ s"̂  
Prandtl number for air = 0.71 
Schmidt number for water vapor in air = 0.595 
Prandtl number for water = 8 to 13 
Schmidt number for salt diffusion in water ~ 2000 
Typical emissivity of water, ice, and snow surfaces = 0.97 
Typical albedo of water surface = 0.1 
Typical albedo of ice surface = 0.7 
Typical albedo of fresh snow = 0.85 
Typical thermal conductivity of air = 0.024 W m~̂  K"̂  

[equal to 0.0238+7.12 x 10"̂  (Ta-273.15) at temperature Tain K] 
Typical thermal conductivity of water = 0.6 W m"̂  K"̂  
Typical thermal conductivity of ice = 2.034 W m"̂  K"̂  
Typical thermal conductivity of snow = 0.3097 W m"̂  K"̂  
Typical sound speed at sea level in air = 320 m s~̂  
Typical sound speed at sea level in water = 1500 m s"̂  
Typical sound speed in ice = 4000 m s~̂  
Typical volumetric expansion coefficient of seawater for heat - 2 x 1 0 ^ K"̂  
Typical volumetric expansion coefficient of seawater for salinity -8x10"^ psu~̂  
Typical surface tension for water = 7.4 x 10"̂  N m"̂  
Typical geothermal heat flux at sea bottom = 0.05 W m~̂  (at midocean spreading 

centers, this value can be an order of magnitude or more higher) 

A.2.6 USEFUL DYNAMICAL QUANTITIES 

Von Karman constant K = 0.40-0.41 
Chamock constant = 0.011 
Kolmogoroff constant ID (3D) = 0.50 (1.62) 
Batchelor constant ID (3D) = 0.42 (1.36) 
Phillips constant = 0.015 
Toba constant = 0.11 

Acceleration due to gravity g = 9.806 65 (midlatitude), 9.780 32 (equator), and 
9.832 04 m s~̂  (poles) at sea level, with 9.797 6 m s~̂  as the surface average, 
but at arbitrary latitude 0 and altitude z, 

g = (9.78O32 + 5.172xlO"^sin^e-6.OxlO"^sin^0)(l + z/a)"^ 

Earth's rotation rate Q = 7.292 116x10m s"̂ ^ s m s"̂ ^ 
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1 inertial period (IP) = T/(2sin0), where 0 is the latitude and T is the rotation 

period (1/2 sidereal day at the poles, and 1 sidereal day at 30° latitude) 
Value of f = 2Qsine: equatorial, 0; midlatitude (30°), 7.29 x 10"̂  s"̂ ; poles 

(90^), 1.458x10-^8"^ 
Beta (p) = (2Q/a) cos 6, where a is Earth's radius, and 9 is the latitude, 2.289 

159 X 10"̂ ^ cos 9 m"̂  s"̂  (2.2891 x 10"̂ ^ m"̂  s"̂  at 0°, 2.0 x 10"̂ ^ m"̂  s"̂  at 
30, and 1.618 68 x 10'̂ ^ at 45°, 0 at 90° latitude 

Rossby radius of deformation a = C/f for the first baroclinic mode: 330 km at 3°, 
100 km at 10°, 40 km at 30°, 20 km at 45°, and 5 km at the poles 

Equatorial Rossby radius of deformation a = (C/p)̂ ^^ for the first baroclinic 
mode: 330 km. Second baroclinic mode: 256 km 

Equatorial Rossby radius = 1200 km (atmosphere) 

Extratropical long Rossby wave speed C = pa^ : 22 cm s"̂  at 10°, and 1.5 cm s"̂  

at 30° 
Equatorial Kelvin wave speed = 2.5 m s~̂  (first baroclinic mode), 1.5 m s~̂  

(second), and 30 m s~̂  (atmosphere) 
Equatorial Rossby wave speed: mode 1 of the first barocHnic mode ~ 0.8 m s~\ 

and mode 2 '- 0.5 m s~̂  
BarocHnic midlatitude gravity/Kelvin wave speed: first mode ~ 2.5 m s"\ and 

second mode - 1.5 m s~̂  

The values quoted above for some physical properties as typical values are 
suitable as rough estimates. For more precise values, which are often functions 
of many other parameters such as temperature, see appropriate tables. 
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Equations of State 

B.l EQUATION OF STATE FOR THE OCEAN 

The equation of state that is now commonly used is presented by Millero and 
Poisson (1981) and given in UNESCO Technical Paper in Marine Science 
Number 36 (UNESCO, 1981). The density of seawater (in kg m~̂ ) as a function 
of temperature T (°C), salinity S (psu), and pressure p (bars) over the typical 
oceanic range of-2 to 40°C temperature, 0 to 42 psu salinity, and 0 to 1000 bars 
pressure is given to a precision of 3.5 x 10"̂  kg m~̂  by 

p(T,S,p) = p(T,S,0)[l-p/K(T,S,p)]"^ (BI) 

where K(T,S,p) is the secant bulk modulus, and the density of seawater at one 
standard atmosphere pressure (p = 0) is given by (Pond and Pickard, 1989; Gill, 
1982) 

p(T,S,0) = 

+ 999.842 594 

- 9.095 290 X 10"^ T^ 

-1.120 083 X I O - ^ T " 

+ 8.244 93 xlO~'S 

+ 7.643 80 xlO-^T^S 

+ 5.387 50 XIO-'T'^S 

+ 1.022 70 xlO"^TS^' 

+ 4.83140 xlO-^S^ 

+ 6.793 952 

+ 1.001 685 

+ 6.536 332 

-4.089 9 

- 8.246 7 

- 5.724 66 

-1.654 6 

x 10'̂  T 

X 10"* T^ 

X 10"' T' 

X 10-̂  TS 

X 10"̂  T^S 

X 10"' S'^ 

X 10"* T̂ S'-̂  

(B2) 
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K(T,S,p) = 
+ 19 652.21 
+ 148.420 6 
+ 1.360 477 

+ 3.239 908 
+ 1.160 92 

+ 8.509 35 

+ 5.278 7 
+ 54.674 6 
+ 1.099 87 

+ 7.944 

- 5.300 9 

- 1.098 1 

+ 1.910 75 

+ 2.0816 

T 
xlO'^T^ 

P 
xlO-^T^p 

X 10~^ p^ 

xlO'^T^p^ 
S 

xlO"^ T^S 

X 10"^ S'-̂  

x 10"^ T̂ S'-̂  

X 10"' TpS 

xlO"*pS'-^ 
X 10"̂  Tp^S 

- 2.327 105 T^ 
-5.155 288 

+ 1.437 13 

- 5.779 05 

-6.122 93 

X10"'T^ 

X 10"̂  Tp 

xlO-'T^p 

X 10"* Tp^ 

- 0.603 459 TS 
-6.167 0 

+ 1.648 3 

+ 2.283 8 

- 1.607 8 

- 9.934 8 

+ 9.169 7 

xlO-^T^S 

xlO-^TS'-^ 

x 10"^ pS 

xlO"* T^pS 

xlO-^p^S 

xlO"'" T^p^S (B3) 

Test values for various quantities above are as follows (Pond and Pickard, 
1989): 

At T = 5°C, S = 0, p = 0 bars: p = 999.966 75 kg m"̂  
At T = 5°C, S = 0, p = 1000 bars: p = 1044.128 02 kg m"̂  
At T = 25°C, S = 0, p = 0 bars: p = 997.047 96 kg m"̂  
At T = 25°C, S = 0, p = 1000 bars: p = 1037.902 04 kg m"̂  
At T = 5°C, S = 35, p = 0 bars: p = 1027.675 47 kg m"̂  
At T = 5°C, S = 35, p = 1000 bars: p = 1069.489 14 kg m"̂  
At T = 25°C, S = 35, p = 0 bars: p = 1023.343 06 kg m"̂  
At T = 25°C, S = 35, p = 1000 bars: p = 1062.538 17 kg m"̂  

The specific volume is given by 

a(T,S,p) = a(T,S,0)[ l -p/K(T,S,p)r^ (B4) 

The adiabatic lapse rate can be calculated using 

r = gaT/Cp (B5) 

The static stability can be calculated by 

N 2 = g a f r + ^ y g P ^ = gVT/Cp+ga^-gP^ (B6) 
\̂  dz J dz *̂  dz dz 
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where N is the Brunt-Vaisala (buoyancy) frequency and g the gravitational 
constant, and 

pLaTjp,s pLasJp.T 

Potential temperature e(T,S,p) to a O.OOrC precision in the range 2 to 30°C, 

30 to 40 psu, 0 to 1000 bars, is given by 

e(T,S,p) =T 
- 3.650 4 X 10"̂  p 
+5.406 5 X 10"̂  T^p 

- 8.930 9 X 10"̂  p^ 

-2.198 7 X 1 0 " ^ ^ T V 

-8.319 8x10"^ Tp 
- 4.027 4 X 10"̂  T^p 

+ 3.162 8x10"^ Tp^ 

+ 1.605 6 X lO'̂ ^p^ - 5.048 4 x 10"̂ ^ Tp^ 
-1.743 9 x 1 0 - ^ 5 - 3 5 ) 
+ 2.977 8 X 10"̂  Tp(S-35) 
+ 4.105 7xlO-^p^(S-35) (B8) 

A test value for T = 10°C, S = 25 psu, p = 1000 bars gives a 9 of 8.467 851 6. 
The dependence of the freezing point (°C) on saUnity (0 to 40 psu) and 

pressure (0 to 50 bars) to a 0.004°C precision is 

Tf(S,p) = -0.057 5 S+ 1.710 523 x 10"̂  S^^ - 2.154 996 x 10"̂  Ŝ  

-7.53 X 10"̂  p (B9) 

This equation will be of particular interest in studying the formation of 
supercooled waters and ice formation on the bottom of ice shelves. 

B.2 EQUATION OF STATE FOR FRESHWATER LAKES 
Equations are given below (from Chen and Millero, 1986) to calculate the 

following properties of water in a freshwater lake (nominal salt content of 0.15 g 
kg-^) over the typical limnological range of 0-30°C temperature, 0-0.6 salinity, 
and 0-180 bars pressure: density, coefficient of thermal expansion, temperature 
of maximum density, maximum density, specific heat at constant pressure, 
adiabatic temperature gradient, sound speed, freezing point, and static stability. 
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The equation of state to a precision of better than 2x10'^ kg m"̂  is 

P(T,S,,0) = 

+ 999.839 5 
- 9.089 4 X 10"̂  
-1.284 6x10-^ 
-5.012 5x10" ' 
+ 8.181 xlO"' 
+ 4.960 X 10"' 

K(T,S,,p)= 
+ 19 652.17 
+ 148.113 
+ 1.256 xlO"^ 
+ 3.272 6 
+ 1.128 xlO"^ 
+ 53.238 
+ 5.728 X 10"̂  

j2 

r 
1 y6 

s, 
T^S, 

T 
^ 3 

P 

+ 6.7914 xlO-^T 
+ 1.017 1 X W T ^ 

+ 1.159 2 xlO-^T^ 

- 3.850 X 10"̂  TSi 

- 2.293 T^ 
-4.180 xlO'^T'* 
-2.147 X 10"* Tp 

T^P 

s, 
PS 

-0.313 TS 
1 

(BIO) 

(Bll) 

where T is the temperature in °C, and S is the saHnity defined as the total grams 
of dissolved salt in 1 kg of lake water. The lake water salinity is related to the 
salinity commonly used in oceanography by 

Si =1.004 885 8 (B12) 

The coefficient of thermal expansion a(T,Si,p) = — —^ to a 0.3 x 10"̂  
pL3Tjp,Si 

Ĉ~̂  precision is given by 

a(T,S„p) = 
+ 68.00 xlO"* 
+ 1.820 91x10"' T 
+ 5.344 5 
+ 3.144 1 
+ 3.682 
+ 1.910 
+ 4.599 
+ 2.790 
-4.613 

X 10"̂  T^ 
xlO-'^T' 
x l O ^ p 
X 10"'" T^p 
xlO"* Si 
xlO"^ T^Si 
xlO"^ pSi 

-3.086 6x10"^ T^ 
- 6.072 I x 10"" T" 

-1.520 xlO"* Tp 

-1.999 xlO"^ TSi 

(B13) 
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As pure water at 0°C is warmed, it increases in density until a maximum of 
999.972 kg m"̂  is reached at 3.9839°C. At 1 atm, a nominal amount of salt (0.15 
g kg"^) in a freshwater lake contributes 0.033°C to the depression of the 
temperature of maximum density. With increasing salinity or pressure the 
temperature of the maximum density decreases. 

TMD (Si,p) -
+ 3.983 9 
-1 .9911 xlO"^p 
-0.2219 Si 

Pmax (Sl,p) = 
+ 999.972 
-4.946 86x10"^ p 
+ 8.035 7 X 10-̂ Si 

-5.822 xlO"^p^ 
-1.106 x l O ^ pSi 

-2.0918x10"^ p^ 
+ 1.0 X10^ pSi 

The specific heat at constant pressure Cp (in J kg"̂  °C~̂ ) to ; 
J^g-l O^-l • g g jyg j j ^ y 

Cp (T,Si,p) = 

+ 4217.4 
- 3.660 8 T 
-2.210 xlO"^T^ 
-4.917 xlO-^p 
-2.177 xlO^^T^p 
+ 1.50 x lO^p^ 
- 6.616 X 10"̂  Si 
- 2.39 X 10"̂  T^Si 

+ 1.312 9 xlO"^ T^ 
+ 1.508 xlO'^T"^ 
+ 1.335 xlO'^Tp 

+ 9.28 xlO"^ TS 

(B14) 

(B15) 

(B16) 

As a result of the compressibility of water, pressure changes are accompanied 
by adiabatic temperature changes. Although these effects are relatively small, 
they are nevertheless significant in the static stability of the water column. If a 
water sample is raised adiabatically from the deeper layers to the surface, the 
pressure decreases and the water sample expands in volume, thus performing 
work against the external pressure. The result is a drop in temperature. The 
resulting temperature after adiabatic movement of the water parcel is the 
potential temperature, and the rate of change of temperature with pressure, 
called the adiabatic temperature gradient (in °C bar"^), is given to a precision of 
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5xlO"^°Cbar-^by 

-4.407 x lO" 
+ 1.159 X 10"" 
+ 2.202 X 10"" 
+ 2.422 X 10"" 
+ 8.651 xlO" 
-4.55 x i a 
+ 2.725 X 10"' 
+ 2.351 xlO"^ 

•10 

T-1.447 
T^-1.588 
p-8.169 

S,-1.025 

xlO-* T^ 
X 10"'" T'* 
xlO"^ Tp 

xlO"* TS, 

The adiabatic lapse rate can be calculated using either 

lapJadz ''43pJ, 
or 

r = gaT/Cp 

The static stability in the water column can be calculated by 

,2^2. N 2 = g a (-f) dz ^ dz 

dSi 

"dz" 

(B17) 

(B18) 

(B19) 

(B20) 

where N is the Brunt-Vaisala (buoyancy) frequency and g the gravitational 
constant, and 

a = ir|Pl ;p = l 
pL3Tjp,s, p as 1J 

(B21) 
t.T 

The equation of sound speed in lake waters to 0.04 m s ' precision is as follows: 

Cs(T,S„p) = 
+ 1402.388 

+ 5.037 IT 

+ 

•5.808 5 xlO-^T^ 

3.342x10"* T^ 

+ 3.146x10"' T^ 

+ 1.556 4 x 10"'p 

- 8.15xlO"'T^p 

+ 1.593 X 10"̂  p^ 

+ 1.322 Si 

+ 4.9 X 10"' T̂ Si 

- 5.58 X 10"'p Si 

1.478 

+ 4.046 

xlQ-^r* 

xlO"^Tp 

•7.01 xlO"^TS, 

(B22) 
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At 0°C temperature, 0.15 Si, and 1 atm, the sound speed is 0.2 m s"̂  higher in 
a freshwater lake than in pure water. This effect is important for echo soundings 
in deep lakes. The dependence of the freezing point on salinity (0 to 0.65) and 
pressure (0 to 50 bars) is 

Tf = -0.013 7 - 0.052 5 Si- 7.48 x 10"^p (B23) 

This equation will be of particular interest in studying the formation of 
supercooled waters and ice formation on the bottom of ice shelves. Test values 
for various quantities above (Chen and Millero, 1986) are as follows: 

At T = 10°C, Si = 0, p = 100 bars, 

p = 1004.4277 kg m-^ a = 111.52 x 10"̂  °C-\ TMD = 1.9346°C, p̂ âx = 

1004.8979 kg rn^ Cp = 4155.36 J kg"̂  ° C \ Cs = 1463.39 m s-\ [dT/dp\ = 

7.586 4°C bar-\ Tf = -0.7617°C. 

At T = 10°C, Si = 0.5, p = 100 bars, 

p = 1005.0920 kg m-^ a = 112.63 x lO"̂  °C-\ TMD = 1.818rC, Pn,ax = 

1005.3047 kg m-^ Cp = 4155.55 J kg"̂  °C-\ Cs = 1464.016 m s-\ [9T/ap], = 

7.6643°C bar-\ Tf = -0.7877°C. 

B.2.1 EQUATION OF STATE WITH DISSOLVED CO2 

If C is the concentration of dissolved CO2 (in grams per kilogram), then the 
density (from Giggenbach, 1990; see also Weiss, 1974) is 

P2 = (1000 + C)/ [0.75 X 10"̂  C + (1000/pi)] (B24) 

where pi is the water density without the dissolved gas that can be obtained 
from relations above. One can also use 

P2 = pi (1. + 0.266 X lO^pi C) (B25) 

If the water contains dissolved solids as well and if S is the concentration of 
dissolved matter (in grams per kilogram), the density is 

P3 = p2 + 0.8 S (B26) 
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The saturation value of the CO2 concentration at depth D (in meters) is given by 
(Giggenbach, 1990) 

Cs = 244D/H (B27) 

where H is Henry's law constant: 

H =1640 + 95(25-1 ) . (B28) 

Therefore the depth Ds (in meters) at which a parcel brought up from a depth D 
(in meters), temperature T (in degrees Celsius), and concentration C (in grams 
per kilogram) would be saturated is given by (ignoring the small adiabatic 
cooling of the water parcel due to decrease in depth) 

Ds = C H/244. 

B.3 EQUATION OF STATE FOR THE ATMOSPHERE 

Air is a mixture of gases, the primary constituents being in nearly constant 
proportions: N2 (78.1% by volume), O2 (21%), and Ar (0.9%). Dry air can be 
treated as an ideal gas, 

Pda=PdaRaT (B29) 

where Ra = 287.04 J kg~̂  K"\ T is the air temperature, pda is the density, and pda 
is the pressure of dry air. Water vapor can also be treated as an ideal gas, 

Pv=PvRvT (B30) 

where Ry = 461.50 J kg"̂  K"\ T is the temperature, pv is the density of water 
vapor (also called absolute humidity, the mass of vapor per unit volume of moist 
air), and Pv is the partial pressure of the water vapor. The total pressure is the 
sum of the two partial pressures, assuming air is a mixture of ideal gases: 

P = Pda + Pv (B31) 

If q is the specific humidity, mass of water vapor per unit mass of moist air, 

Pv=qPa;Pa=Pda+Pv (^^2) 
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Pv q r 
p e+( l -e )q r + e 

(B33) 

R a 
where 8 = —^ = 0.62197 , r = —-^ is the mixing ratio. The saturation value qs, 

the maximum possible value for q, depends strongly on temperature: 0.0038 (r = 
0.0038) at 0°C and 0.04 (r = 0.042) at 3TC. 

The equation of state for the moist air can therefore be written as 

P a = ^ (B34, 

where Tv is the virtual temperature given by 

Ty = T ( l - q - q / 8 ) = T(l + 0.6078q) (B35) 

Since air is mostly diatomic (Cpda = 3.5 Rda) and water vapor is triatomic (Cpv = 
4Rv), 

Cp =c . ^ ( l -q + 8q/78) = 1004.6(l + 0.8375q) (B36) 

Cy =c^^^( l -q + 6q/58) = 714.3(l + 0.9294q) (B37) 

The Clausius-Clapeyron equation provides the rate of change of saturation 
vapor pressure Pvs over a water surface with temperature, 

VPv Pw 

where py is the density of water vapor and p ^ is the density of liquid water. 
Expressions for Ly, the latent heat of vaporization (in J kg"^), and saturation 
vapor pressure pvs (mb) of pure water vapor over a water surface (to 0.2% 
precision between ^0°C and +40°C) can be written as 

Lv (T) = 2.5008 X 10^ - 2.3 x 10̂  T (B39) 

p (T) = 10̂ -̂'̂ ^̂ "̂̂ -̂̂ ^̂ '̂ '̂ '̂ ^̂ ^̂ "̂ -̂̂ '̂̂ ^̂ '̂ ^ (B40) 
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In air, the saturation vapor pressure is slightly higher by a factor of 1 to 1.006, 

Pvs = P V S [ I + 10"^P(4 .5 + 0 . 0 0 0 6 T ^ ) ] , (B41) 

where p is the total pressure in millibars (mb). Over seawater, this value must be 
multiplied by a factor of 0.98. Knowing T and p, one can therefore compute pvs 
and hence the saturation specific humidity qs, the saturation mixing ratio rs, and 
the relative humidity RH: 

RH = L = ̂ ^t:3d (B42) 
fs Q s d - q ) 

For evaporation over ice the expressions are different, and to a 0.3% precision in 
the -40°C and 0°C range the saturation vapor pressure is given by 

P;si(T) = p;s(T)10^-^'^^^ (B43) 

and 
Lvi (T) = 2.839 X 10^ - 3.6 (T+35)^ (B44) 

The standard psychrometer equation that relates wet bulb temperature T^b to air 
temperature is 

Twb = T, - i ^ (q, (T,b) - qa) (B45) 

where ky and kn are water vapor and heat diffusivities and qs is the saturation 
specific humidity. 

To within 0.3%, the dry lapse rate for the atmosphere is T = g /cp , about 10 

K km"\ The moist adiabatic lapse rate (in K km" )̂ is given by 

r in=6.4-0 .12T + 2.5xl0"^T^+[-2.4 + 10~^(T-5)^](l-10"^p) (B46) 



Appendix C 

Important Scales and 
Nondimensional Quantities 

C.1 LENGTH SCALES 

Buoyancy scale, i^ =(w^)^^^N~^ is the maximum turbulence length scale 

associated with ambient stratification. A looser definition would be i^=(q/N). 

It has been found to be proportional to the Thorpe scale ij and Ozmidov scale 

IQ . It is indicative of the vertical displacement at which all the kinetic energy 

of the eddy is converted to potential energy by working against buoyancy forces. 

It is also related to the density distribution via ^^ = (p ) /2xl/2| .T^V rap 
[dzj 

3 1/2 

Deep convection length scale, l̂ ĵ  =(Bo/f ) , where BQ is the buoyancy 
flux, characterizes the size of the convective plumes in rotation-dominated deep 
convection process. It also denotes the depth beyond which rotational effects 
become important in the convective layer and the plumes assume sinewy rope-
like shapes. 

Displacement scale, d, characterizes the displacement of the zero velocity 
point due to the influence of canopy or other surface roughness elements. 

Ekman scale, ^^ ~(u*/f), where f is the Coriolis Parameter, characterizes 
the size of the friction-influenced layer adjacent to a boundary due to an applied 
shear stress. It sets the upper bound on the depth of the OML and ABL under 
neutral and stably stratified conditions. 
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Energy-containing scale, i, indicates the size of the turbulent eddies that 
contain a majority of the TKE. It corresponds to the peak of the turbulence 
energy spectrum. It is proportional to the integral scale or macroscale of 
turbulence. 

r 3\i/4 

Kolmogoroff microscale, r| , also called the dissipative scale, is 

indicative of the passive viscous scales at which energy handed down the 
spectrum from large eddies is dissipated by viscosity. It is also the smallest scale 
possible in a turbulent flow. The turbulence is isotropic and the spectrum 
universal around this scale. 

Monin-Obukhoff (Obukhoff) scale, L = 
^u^ , 

L is the length scale that 
KQb 

characterizes gravitational stratification and is indicative of the height at which 
shear production of turbulence to the buoyancy production (destruction) is 
comparable. Below that height, shear production dominates; above it buoyancy 
production (destruction) dominates. 

Ozmidov scale, ^ O = I ~ T , determines the maximum scale of the tur-

bulent eddies in a stably stratified flow. It has been found to be proportional to 
the Thorpe scale i T and buoyancy scale £ b-

Rotation length scale, i^=\ —^ 
I f,fy 

Lis the characteristic rotation scale. It is 

proportional to the Ekman scale in neutrally stratified shear flow. 

Roughness scale, ZQ, characterizes the roughness elements and determines 
the resulting friction exerted on the flow. It is usually 1/30 of the average phys-
ical height of the roughness elements. It is a function only of the characteristics 
such as size, density, and distribution of roughness elements for immobile sur-
faces, but for mobile surfaces, such as the sea surface and sand, ZQ is determined 
dynamically by the flow. 

Taylor microscale, X = —-
2^1/2 

, is the intermediate scale between the large 

eddy scale i and the Kolmogoroff microscale. Turbulence strain rate is 
proportional to q/X. Vorticity fluctuations in a turbulent flow are concentrated 

at this scale. 

Thorpe scale, i T, is indicative of the scale of the overturns in a turbulent 
stratified fluid, and is unaffected by the presence of internal waves. The Thorpe 
scale is the local distance over which the net displacement of parcels integrate 
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to zero. It is determined by sorting potential density (more conveniently, 
potential temperature) profile measurements, which may contain inversions, into 
a profile with density increasing monotonically with depth. The RMS of vertical 
displacements of parcels needed to accomplish this is the Thorpe scale, usually 
0(1 m). 

C.2 TIMESCALES 

Buoyancy timescale, Ti, — , i s the timescale of oscillation of a vertically 

displaced parcel in a stably stratified fluid. 

(Turbulent) diffusion timescale, t̂  , is the timescale for the temper-

ature (density) fluctuations to decay due to turbulent diffusion. 

Eddy turnover timescale, t̂ , = - , is the timescale over which large energy-
q 

containing eddies lose (transfer) a significant portion of their energy to 
dissipation scales through the nonlinear cascade process. This is also the 
timescale over which turbulence decays when it is cut off from its source. It is 

inversely proportional to the turbulence frequency f t = - • 

V 

Eddy viscous timescale, t̂  = -^ , is the timescale over which direct action of 
q 

viscosity damps eddy motions. 

Inertial period, t̂  = 27i/f , where f is the Coriolis parameter, is characteristic 
of the influence of planetary rotation. 

^ vl/2 

Kolmogoroff timescale, t̂  ~ - , is the timescale associated with 
' • £ 

dissipation scales. 

C.3 VELOCITY SCALES 

(Turbulent) buoyancy velocity scale, v̂  =(£/N)^^^, is the turbulence 

velocity scale influenced by buoyancy forces in a stably stratified turbulent flow, 
and is associated with the Ozmidov scale. 
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Deardorff convective velocity scale, w* = (q^Df^^, is the characteristic 
velocity scale in the bulk of the convective mixed layer. 

Deep convection velocity scale, Udc = (Bo/f)̂ ^̂ , where BQ is the buoyancy 
flux, characterizes the vertical velocity associated with convective plumes in 
rotation-dominated deep convection processes. 

Friction velocity, u*=(T/p)^^^, is the characteristic velocity scale for 

turbulent shear flows. It determines the velocity scale of turbulence and mixing 
in the boundary layer. 

Kolmogoroff velocity scale, v^ = (ve) '̂" ,̂ is the viscous velocity scale char-
acteristic of the high wavenumber end of the turbulence spectrum, the velocity 
scale associated with the Kolmogoroff range of the spectrum. 

Wave phase speed, Cp = (g^H)^^ ,̂ or NH, where ge is the effective gravi-
tational acceleration and H is the depth of the fluid, determines the characteristic 
wave propagation velocity scale. 

C.4 NONDIMENSIONAL QUANTITIES 

(Surface wave Held) Age 
^ c 
A^ = — I is indicative of the maturity of a 

u* 

surface wave field. A fully developed wave field corresponds to high values of 
wave age (-30). Its importance lies in the fact that it determines the roughness of 
the sea and hence the air-sea exchanges. Young seas (low wave age) are rougher 
than older ones. 

Buoyancy flux ratio, R = I — I, is indicative of penetrative convection; it is 

the ratio of entrainment flux at the inversion to applied buoyancy flux at the 
surface in the ABL. Its usual value is -0.2, although for very strong inversions, 
it can be much smaller. 

Burger number, Bu = NH/fL, is the square of the ratio of the Rossby radius 
of deformation to the horizontal scale of the flow, indicative of the importance 
of barocUnicity in the flow. 
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Cox number, C^ = 

^ ^ ax ax ̂  "̂  

{m J 
, an important parameter in microscale 

turbulence, is of importance to microstructure measurements. 

E 
Dalton number, Da = c^ = 

vapor transfer across the air-sea interface. 

, is the coefficient of water 

Deep convection Rayleigh number, Ra = BoD'̂ /Cvk̂ ), where BQ is the 
buoyancy flux and D the convective layer depth, characterizes the Rayleigh 
number associated with the deep convection process. 

Deep convection Rossby number, Rdc= Icd/D = [Bo/(f̂ D )̂]̂ ^̂ , where BQ is the 
buoyancy flux and D the convective layer depth, denotes the importance of 
rotation. For small values of Rdc, the rotational effects are important. 

Density ratio, R = •Zaz 

3z ) 

= —— , indicates the relative contribution of 
PsAS 

thermal or solute stratification to buoyancy stratification of the water column. 
An important parameter in double diffusion, could be called Turner-Stem 
number. 

Double-diffusion number, D^ = ^S,T 

^S,T' 
3(S,T) 

dz 

K: 
= — ^ , is the ratio of 

^S,T 

effective diffusivity to molecular diffusivity of salt (heat) in salt finger (diffusive 
convection) processes. Denotes the effectiveness or efficiency of double-
diffusive processes. 

Flux ratio, Rp 
PsFs 

indicates the relative contribution of thermal and 

solute fluxes to the buoyancy flux in double-diffusive processes. It is a function 
of the density ratio. 

(External) Froude number, Fe = U/(gD)̂ ^ ,̂ analogous to the Mach number 
in compressible flows, is the ratio of the fluid velocity to the shallow water wave 
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speed, and is indicative of the importance of inertial forces relative to 
gravitational forces. The flow is supercritical for Fe >1, and subcritical for Fe<l. 

(Internal) Froude number, F = | |or 
' NH 

U 

[VDAb 
denotes stratification 

effects in, for example, flow over topography (H is the mountain height, U is the 
flow velocity, D is the mixed layer height, and Ab is the buoyancy change at its 
top). Often an inverse Froude number is used. For high inverse Froude numbers, 
the flow tends to go around the mountain, rather than over it. 

(Rotational turbulence) Froude number, F̂̂^ = 
(f,fy)^ 

f , is the 

ratio of the time-scale associated with rotation to the eddy turnover time-scale. It 
is more appropriately a Rossby number. 

(Turbulence) Froude number, F̂  a ^h fi 

te N 
- , is the ratio of the 

time-scale associated with stable stratification to the eddy turnover time-scale. 

Hoenikker number, HQ = Qb , where Qb is the buoyancy flux, k is 
(ku*Vso J 

the wave-number, and VSQ is the Stokes velocity, is important in Langmuir 

circulation. 

' u* ' 

vg 

for the molecular skin of the ocean. 

Kuelegan number, Ke = , denotes the importance of wave breaking 

Langmuir cell number, N^ = —^ , indicates the importance of Langmuir 
l^u* j 

circulation relative to wind mixing. It is the ratio of the Stokes velocity of 
surface waves to the frictional velocity. 

Langmuir production ratio, Rs = 

U1U3 
3Xq 

— a u i — a u o 
U l U 3 ^ + U2U3—-^ 

3X3 dX3 j 

, is the ratio of 

TKE production due to Langmuir cell circulation to that by conventional shear 
production. 
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r Lewis number, Le = ^ L is the ratio of thermal diffusivity to solute 

diffusivity; it is a counterpart of the Prandtl number. 

Mixing efficiency, Ym = ^ ' indicates the efficiency of conversion of 

TKE into potential energy of the system. 

KT 

= 
KT 

I ^ d j 

L is the ratio of the convective Nusselt number, Nu = 

heat (buoyancy) flux (kinematic) qj (qb) to a purely conductive value, for a 
given temperature (buoyancy) difference maintained between two levels 
distance d apart. 

Peclet number, Pe = L is the ratio of advection to thermal diffusion; it 

is a counterpart of the Reynolds number. 

(Turbulent) Prandtl number, Pr̂  = 
K M 

K^ 
, is the ratio of the momentum 

diffusivity (kinematic viscosity) to the thermal diffusivity. Its value is around 
0.85. A molecular Prandtl number can also be defined. Its value is 0.73 for air 
and 7-12 for seawater, depending on the temperature. 

Rayleigh number, Ra = 
vkT 

3 ^ Abd 

vkT 

3 ^ 

L governs free convection. It 

is a counterpart of the Reynolds number. The flow heated from the bottom or 
cooled from the top becomes gravitationally unstable above a certain value of 
Ra and free convection ensues. For fully turbulent convection, Nu ~ Râ ^̂  holds 
approximately at large Ra numbers typical of geophysical flows. 

(Flow) Reynolds number. ' ̂ =̂[v} '' the ratio of inertial forces to 

viscous forces in a flow. Low RN flows are laminar. Transition occurs at a 
certain value of RN in a particular sheared flow. 
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(Turbulence) Reynolds number, R^ = Jqi ~ -^, is the ratio of the eddy 

viscosity to the molecular viscosity (equivalently the ratio of the eddy viscous 
time-scale to the eddy turnover time-scale). The larger the value of Rt, the lesser 
the molecular effects. Asymptotic invariance with respect to molecular effects 
demands that this number be large. 

(Bulk) Richardson number, Ri^ = 
u* 

denotes the stability of a 

buoyancy interface and hence its resistance to turbulent entrainment across it. 

(Flux) Richardson number, Rif = Qb 

-UiUj 
9Ui 
3xi 

is the ratio of the 

buoyancy production (destruction) to shear production of TKE. When positive, 
it is an indicator of the mixing efficiency of turbulence. 

(Gradient) Richardson number, Ri„ = 3 — 1 — - — - = \ — = 
^ i^paz^ 9z az ) [is) 

^ ^ ^ , is indicative of static stability of a stratified sheared flow. The classical 

Miles-Howard theorem states that the flow is stable if Rig > 0.25. It can be 
thought of as the square of the ratio of the time-scale associated with mean shear 
and the buoyancy period. 

(Rotation gradient) Richardson number, RIR =(f,fy) ^ ^ ^ ^ 
^ y dz dz 

I is indicative of static stabiUty of a rotating sheared flow. 

-1/2 

(Curvature gradient) Richardson number, Ri^ = 

U 
R 

\ 

1 + -
R 

dz 

where z is the distance from the curved surface, is indicative of static stability of 
a sheared flow with streamline curvature. 
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(Skin) Richardson number, Rî s = fgPQnvl denotes the relative 

importance of convection to shear in the molecular skin layer of the ocean. 

(StratiHcation) Richardson number, Ri^ 
^ ND ^ 

u*,w* 
\ / 

of a linearly stratified fluid to vertical turbulent perturbations. 

L denotes the stability 

Rossby number, Ro = — L characterizes the relative importance of 

rotation on flow dynamics. For small Rossby numbers typical of large scale 
geophysical flows, rotational effects dominate. 

r 
(Friction) Rossby number, Ro* = 

the roughness layer. 

— L characterizes the relative size of 
feo 

Schmidt number, Sc^ = ^ I, is the ratio of momentum diffusivity (kine-

matic viscosity) to scalar diffusivity. Its value is around 0.85. A molecular 
Schmidt number can also be defined. Its value is 0.65 for water vapor diffusion 
in air and 2000-2500 for salt diffusion in seawater. 

(Turbulence) shear number, Rit = —:;— 

turbulence timescale to the scale of mean shear. 

is the ratio of the 

r 
Stanton number, St = c^ = 

H. 

pCpU,(T,-TJ 

transfer across the air-sea interface. 

L is the coefficient of heat 

Stern number, Svr = —V I where FK is the buoyancy flux, is the ratio of 
[vN^ ) 

effective diffusivity to kinematic viscosity; equivalent to an effective Reynolds 
number in salt fingers. 

Strouhal number. Si = nD/U, is the ratio of the advection time-scale to the 
timescale of oscillations in a fluid. A particular example is the oscillation of 
cables and columns from shedding of Karman Street eddies in their wake. 
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Turbulence activity, A^ = 
vN^ 

, is often used to characterize 

"fossil" turbulence. It is the square of the ratio of the stratification time-scale to 
the Kolmogoroff time-scale. 

Turner angle, Tu = tan" 

fingers and double diffusion. 

Wedderburn Number, We = 

R p - l 
L delineates stability boundaries for salt 

' g h _ ^ 
2 

u*L 

L where h is the surface layer thick-

ness, and L is the length of the lake, is an important parameter in lake dynamics. 
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Wave Motions 

A linear wave in multidimensional space can be characterized by its 
amplitude a, the wavenumber vector k^, and its intrinsic frequency n. Unlike 
turbulence, in wave motions, n cannot assume arbitrary values. It is often 
externally (for example, in tidal processes) or dynamically (in intemal-inertial 
waves) constrained to selected portions of the frequency space. It is related to 
kj by the dispersion relation that is derived from the governing dynamical 
equations. If there is a mean current Ui, the intrinsic frequency n is related to the 
actual frequency CO by n = co-kjUj; the frequency cois Doppler shifted from n 

by the amount kiUi. When the scale of the variations in the background medium, 
in which the wave is propagating, is large compared to the period and the 
wavelength of the wave, WKB methods can be used (Whitham, 1974). 

A group of waves, a wave train, travels along a ray path with slow changes in 
CO and ki at a velocity given by the sum of the background velocity in the 
medium Ui, and the group velocity Cgi of the waves given by 

Cgi=dn/dki (Dl) 

This is also the velocity at which the energy in the wave packet travels. The 
phase velocity of the waves composing the wave train is 

(D2) 
(kikO^^^ 

This is the velocity at which the crests and troughs, the phase lines, travel. Only 
for nondispersive waves are the group and phase velocities equal. If the wave 
can be represented by its property ^ (where ^ is, say, displacement), for 
narrowband wave fields, which require that the background medium vary slowly 
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along the propagation path of the wave, 

C~exp(iz) (D3) 

where % = XCx̂ , t) is the phase function, slowly varying in time and space. The 

wavenumber k̂  and frequency co can be defined in terms of % as 

These satisfy the kinematic conservation equation for wave crests 

^+1^=0 (D5) 

dt dXj 

In vectorial notation, Eqs. (D5) and (D4) reduce to 

—- + V(n + k U ) = 0;Vxk = 0 (D6) 
dt 

These equations define the ray trajectories along which the waves travel. In 
addition, a dynamical equation for conservation of wave action can be written as 

where A is the action density given by 

A = - = — ^ (D8) 
n co-kjUj 

where E is the energy density of the waves averaged over the wave period. E 
includes both the kinetic and the potential energy. S represents the effect of 
sources and sinks due to generation and dissipation. Equation (D8) with S = 0 
holds for nondissipative waves, which conserve their energy. It is quite useful 
in dealing with small amplitude wave motions in a background flow, where the 
energy density is not conserved, but the action density is. 
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Biographies 

Ludwig Prandtl (1875-1953) of Ger-
many, along with G. I. Taylor (or 
simply GI to his admirers) of Great 
Britain, Andrei Nikolayevich Kol-
mogoroff of Russia, and von Karman 
of the United States, is a towering 
personality in turbulence theory. 
When the history of fluid mechanics 
in the 20th century gets written, three 
names will stand out: Ludwig Prandtl, 
Geoffrey Ingram Taylor of Great 
Britain, and Theodore von Karman 
of the United States. All three made 
important contributions to turbu-
lence. Prandtl of course made the 
most seminal contribution to fluid 
mechanics: the boundary layer the-

ory. If Nobel prizes awarded included the area of fluid mechanics, Prandtl 
would probably have received one. His contributions include mixing length 
theory of turbulence (an admittedly "engineering" approach, that for the 
first time enabled turbulence data to be normalized properly), the lifting 
line theory, affine transformations, and Prandtl-Meyer expansions. He 
even made contributions to solid mechanics. In addition, many of his 
students and colleagues themselves made seminal contributions to turbu-
lence and fluid mechanics. The famous examples are von Karman, Blas-
sius, Betz, and Busemann. 

Prandtl, while an extremely competent scientist, was quite at loss in 
many other matters. One story that illustrates this is the manner in which 
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he got married, as told by von Karman in his memoirs. Prandtl became 
quite famous due to his boundary layer theory (which was incidentally 
published as a seven-page article in a rather obscure applied mathematics 
journal!) in his early twenties and he became a professor at Gottingen at a 
very young age. He, however, did not get married till his thirties. One day 
out of the blue, he decided to get married and settle into the social life 
around Gottingen. It was fashionable in those days to marry the daughter 
of one's professor. So one day he approached his professor's wife and 
asked her daughter's hand in marriage. After the usual small talk, he 
thanked his professor and his wife and left. Only then did the professor's 
wife realize that Professor Prandtl forgot to mention which one—you see 
they had two daughters. An urgent family conference was convened and it 
was decided that the eldest should marry the professor after all. That is 
how Professor Prandtl came to be married. Fascinating accounts of 
Prandtl's life and research can be found in Ostwatitsch and Wieghardt 
(1987; see also Flugge-Lotz and Flugge, 1973). 

Prandtl had an insatiable curiosity. Once, walking along with some 
visitors on the top floor of a building, his visitors were amazed to discover 
that the dignified Professor Prandtl had suddenly stopped and had started 
bouncing vigorously. He later explained to his visiting dignitaries that he 
was mentally calculating the natural frequency of the structure and verify-
ing it experimentally! 

Prandtl never quite received the honors he so richly deserved for his 
contributions to fluid mechanics. His reputation was tainted by his indirect 
association with Nazis during the Second World War. While he himself 
was not a Nazi, his laboratory did extremely valuable fundamental re-
search on aerodynamics, funded by the German government, and this 
indirectly helped its war effort. Prandtl never became famous in this 
country, unlike von Karman, who migrated to this country from Germany 
before the War and who did. In fact, there was intense competition 
between the master and the pupil, and in at least one instance, the pupil 
won—the law of the wall is named after von Karman. After the war, von 
Karman, who was an honorary colonel in the U.S. Army, was sent to 
Gottingen at the head of a scientific team to assess the scientific advances 
made in Germany during the war. The irony is that when he visited 
Gottingen, he sat in Prandtl's chair and interviewed Prandtl. (Photograph 
used with permission, from the Annual Review of Fluid Mechanics, Vol-
ume 5, 1973, by Annual Reviews http://www.AnnualReviews.org.) 
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G. I. Taylor pioneered the more re-
spectable "scientific" approach to 
turbulence, using stochastic theory. 
G. K. Batchelor, himself a prominent 
fluid dynamicist, was his student and 
a life-long colleague. GI is held in 
awe by his admirers. With a keen 
physical insight, he was able to make 
many contributions to fluid mechan-
ics. He was also an experimentalist, 
and took deUght in devising simple 
experiments to verify his theoretical 
deductions and elucidate fluid flow 
processes. Owen Phillips, one of his 
students at Cambridge, used to re-
mark that GFs laboratory was just as 
disorderly looking as LHK's labora-

tory at Johns Hopkins! Fascinating accounts of GFs life and contributions 
can be found in Batchelor (1996) and Turner (1997). (Photograph used 
with permission, from the Annual Review of Fluid Mechanics, Volume 6, 
1974, by Annual Reviews http://www.AnnualReviews.org.) 

Andrei Nikolaevich Kolmogoroff 
(1903-1987) was a great mathemati-
cian. He is regarded as one among 
the select group of brilliant mathe-
maticians of the 20th century that 
includes Poincare, Hilbert, and von 
Neumann. His seminal contribution 
to statistical fluid mechanics is one of 
the cornerstones of turbulence 
(Yaglom, 1994). His students in-
cluded such masters as A. M. 
Obukhoff, Andrei S. Monin, M. D. 
MiUionshchikoff, and A. M. Yaglom, 
who themselves made seminal contri-
butions to fluid mechanics and turbu-
lence. (Photograph used with permis-
sion, from the Annual Review of 

Fluid Mechanics, Volume 26, 1994, by Annual Reviews http://www.An-
nualReviews.org. John Lumley, photographer.) 
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Von Karman, born in Hungary, came 
to work with Prandtl at Gottingen. 
While there, he discovered the Kar-
man vortex street. He is well-known 
for his discovery of the universal law 
of the wall. He emigrated to the 
United States, joined CalTech, and 
continued to make contributions to a 
variety of topics, including the statis-
tical theory of turbulence. His mem-
oirs detail his life and contributions 
to fluid mechanics. 

Deardorff received his PhD in Mete-
orology at the University of Washing-
ton in 1959, with interests at that 
time in air-sea interaction. During 
1962 to 1978 he was a senior scientist 
at NCAR, where he and Glen Willis 
researched turbulent thermal con-
vection in the laboratory. In 1963 his 
interests expanded to include numer-
ical modeling of the same, which soon 
extended to modeling of the plane-
tary boundary layer, and later to nu-
merical and laboratory modeling of 
pollutant diffusion. In 1978 he took a 
research professor position in the 
Department of Atmospheric Sciences 
(now part of the College of Oceanic 

and Atmospheric Sciences) at Oregon State University. He is well-known 
for his pioneering studies of large eddy simulations. By 1986 his interests 
had shifted towards UFOs and he took early retirement to research that 
field. He has written a book on the UFO topic, and two on the related 
topic of the origins of Christianity and its Gospels. 



Biographies 859 

Owen M. Phillips belongs to the select group of brilliant theoreticians of 
this century. A student of G. K. Batchelor and none other than G. I. 
Taylor himself, he is one of the Cambridge scholars. With a keen analytical 
intellect and a penetrative physical insight, Phillips manages to bring out 
the essence of the process in any topic he investigates. Elected to the 
Royal Society at a very young age, Phillips has been on the forefront of 
turbulence and surface wave theory with numerous contributions. He has 
spent most of his professional life at the Johns Hopkins University. His 
monograph. The Dynamics of the Upper Ocean, known simply as DUO to 
many of his students and colleagues, has been a standard reference source 
for decades. He has lately been interested in flow through porous media 
with applications to geological fluid mechanics. LHK considers it to be a 
privilege to have been able to work with one of the "masters" in this field. 

Michael Longuet-Higgins, also from 
Cambridge University, a close friend 
and colleague of Phillips, is one of 
the true giants in this field. There 
isn't a single area of surface wave 
dynamics that he has not touched 
and influenced profoundly one way 
or another over the past few decades, 
as can be seen from the list of refer-
ences. His keen physical insight and 
considerable mathematical skills have 
greatly advanced the state-of-art in 
surface gravity wave theory and com-
putation. 
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Sergei Kitaigorodskii has also been a major contributor to the field of 
surface waves. He headed a laboratory in the former Soviet Union until 
the early seventies, when he found himself increasingly at odds with his 
administration over issues of classified research. His marriage to a Finnish 
woman led to increasing conflicts with his superiors and he left the Soviet 
Union to work at the Johns Hopkins University. He returned to Russia in 
the early nineties and is now at the Shirshov Institute of Oceanology in 
Moscow. Armed with a keen physical insight, he has made many contribu-
tions to the theory of the wind-wave spectrum and gas transfer across the 
air-sea interface. 

Klaus Hasselmann is well known for his contributions to wave research, 
especially in the area of wave-wave interactions. He was instrumental in 
the development of the popular, widely used third-generation wave model 
WAM. It is to people like Longuet-Higgins, Phillips, Hasselmann and 
Kitaigorodskii that we owe much in this difficult, yet fascinating field of 
surface gravity waves. 

with this true giant of oceanography. 

Walter Munk of the Scripps Institute 
of Oceanography in San Diego, is 
one of the "founding fathers" of 
modern oceanography (Henry Stom-
mel of the Woods Hole Oceano-
graphic Institution is another). Work-
ing out of the Scripps Institute for 
more than five decades, Munk has 
made seminal contributions to 
oceanography as well as geophysics, 
such as internal waves, tides. Earth's 
rotation, acoustic tomography, and 
many other diverse topics. His bril-
liant insight into oceanic processes 
and his infectious enthusiasm for the 
subject are legendary. LHK savors 
the rare privilege of his interactions 
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The name of J. Stewart Turner stands 
out in the field of double-diffusive 
processes. Although he did not dis-
cover these processes himself, he has 
made numerous contributions, prin-
cipally through strikingly beautiful 
laboratory experiments. Like Owen 
Phillips, he is a fellow of the Royal 
Society and a Cambridge scholar and 
was a student of G. K. Batchelor and 
G. I. Taylor. 

Solitons or solitary waves have a fascinating history. The first docu-
mented observation of a solitary wave was made in 1834 by John Scott 
Russell, an engineer hired by a barge company to investigate the possibility 
of replacing horses by steam power. In those days, canals were heavily used 
for transporting cargo, and while Russell was observing a heavily loaded 
barge being pulled by a pair of horses along a narrow canal, the rope broke 
and the barge was suddenly stopped. As the barge settled into the water, it 
spawned a large solitary hump in the water roughly 10 m long and about 
1/2 m high that propagated away from the barge and traveled at about 4.5 
m s~̂  along the canal for 2 to 3 km without much change of shape or 
speed. Russell diligently followed it on horseback until he lost sight of it 
around a bend. Subsequently, he made many more observations of this 
strange phenomenon and reported on them in 1844. However, his discover-
ies were not received well, and the possibility of a solitary wave was 
dismissed as physically impossible by none other than the royal astronomer 
George Airy and Stokes! It was only after 1895, when Danish scientists 
Korteweg and de Vries derived an equation for finite-amplitude shallow 
water waves from Navier-Stokes equations, that the possibility was widely 
conceded. Solitary waves remained, however, a curiosity till 1965, when 
Zabusky and Kruskal described numerical solutions which showed that two 
colliding solitary waves retain their shape and speed and emerge un-
changed after the collision. This particle-like behavior made them coin the 
word "soliton" to describe these waves. Until then, it had been assumed 
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that solitary waves would interact in a strongly nonlinear fashion, resulting 
in their eventual destruction, and therefore they were not of great impor-
tance in nonlinear wave physics. In 1967, Gardner, Green, Kruskal, and 
Miura obtained an analytical solution to the initial value problem gov-
erned by the K-dV equation and showed analytically that an initial 
waveform evolves into a train of one or more solitons with a dispersive tail. 
Since then, interest in solitons has grown by leaps and bounds, and they 
are now found in many branches of science and are invoked to explain 
diverse processes including transmission of signals through nerves. 

Internal wave soHtons in the oceans often make their presence known 
by their spectacular surface manifestations. For a long time, fishermen and 
sailors in the Orient knew of a phenomenon they often witnessed that 
spawned fear and superstition in them. When the sea was otherwise 
reasonably calm and peaceful, they would observe a long crest of very 
choppy water, many, many kilometers long, pass under their boats with a 
deafening roar, to be followed several minutes later by another and 
another. Since there was no apparent cause such as a sudden burst of 
wind, this phenomenon was quite scary when first encountered by an 
unsuspecting sailor or fisherman. However, the fishermen learned quickly 
that this choppy water was a good fishing locale and, once the fear wore 
off, began making use of the strange phenomenon. Like bioluminescence 
in these waters, the phenomenon was routinely observed but remained a 
mystery for a long time. 

The advent of satellite photography showed the ubiquitous nature of 
tidally generated internal wave solitons in the global oceans and pointed 
out their possible important role in tidal dissipation. Internal wave solitons 
became important to naval operations when it was suspected, without solid 
proof, of course, that the loss of the U.S. nuclear submarine Thresher with 
all hands might have been due to its unexpected encounter with a large IW 
soliton in the Gulf of Maine, which might have taken it down suddenly and 
unexpectedly below its designed operational depth! 

Like many scientific discoveries, the history of double diffusion took a 
serendipitous route. Discovery of double-diffusive phenomena is rightly 
attributed to Melvin Stern, then at Woods Hole Oceanographic Institu-
tion. In 1960, he showed that the differing diffusivities of heat and salt 
would lead to instability and ensuing fluid motions. Interestingly, Henry 
Stommel, also at Woods Hole, narrowly missed discovering double diffu-
sion. Although he suggested that if a pipe that would prevent salt transfer 
but allow heat to be conducted were inserted into the ocean, a perpetual 
salt fountain would result, he missed recognizing that the enormous 
disparity between heat and salt diffusion (two orders of magnitude) would 
accomplish essentially the same objective, with the ocean forming its own 
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"pipes." Stern went on to make seminal contributions, including calcula-
tion of the structure of salt fingers and the possibility of diffusive convec-
tion. The existence of salt fingers was demonstrated by Turner and 
Stommel in 1964. They were first observed in the oceans by WiUiams in 
1975. 

However, it was Jevons (1857) who, in experimenting on cloud forms in 
the laboratory, discovered salt fingers when he poured cold fresh water 
underneath warm salty water. He correctly attributed the process to the 
difference in diffusivities of heat and salt, but mistakenly tried to apply it 
to clouds. Lord Rayleigh apparently repeated Jevons' experiments but 
failed to follow up, and discovered instead the Brunt-Vaisala frequency, 
the frequency of natural oscillations in stratified fluids (Rayleigh, 1883), by 
neglecting molecular processes entirely! It took nearly 75 years for the 
phenomenon to be rediscovered by Stommel and Stern! A fascinating 
account of this tortuous path that led to the discovery of double diffusion 
can be found in Schmitt (1995). 
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Index 

ABL, see Atmospheric boundary layer 
Abyssal mixing, internal waves 

abyssal diffusivities, ({11-619 
diapycnal diffusivity, 681 
diapycnal eddy coefficient, 677 
dissipation role, 616-617, 650, 680-681 
magnitude of mixing, 616-611 
probability distribution of mixing coeffi-

cients, 677 
sources of internal waves, 679 
vertical advection-diapycnal diffusion bal-

ance, 678-679 
Acceleration due to gravity, 781 
Action density, waves, 521, 534, 537-539, 

585-586, 651, 804 
Adiabatic lapse rate 

atmosphere, 792 
freshwater, 788 
seawater, 784 

Adiabatic pressure gradient, freshwater, 
787-788 

Airy function, internal wave propagation, 
652-653 

Alkalinity 
depth distribution, 254-255 
seawater, 252-253 

Anisotropy tensor, 59 
Aragonite, saturation value, 255-256 
Atmosphere-surface exchange processes 

bulk exchange coefficients, see Bulk ex-
change coefficients 

cool skin exchange processes, see Cool 
skin, ocean 

high wind speed in air-sea exchange pro-
cesses 

breaking waves, 477-478 
bubble clouds, 478 
droplet-mediated transfer, 478-479 

radiative flux, see Radiative flux 
resources for research, 417 
satellite measurements, see Satellite-mea-

sured fluxes 
surface energy balance, 418-419 
surface renewal theory, see Surface re-

newal theory 
symbols in equations, 507-509 

Atmospheric boundary layer, see also 
Cloud-topped atmospheric boundary 
layer; Convective atmospheric boundary 
layer; Internal boundary layer; Marine 
atmospheric boundary layer; Nocturnal 
atmospheric boundary layer 

convective mixing, 145 
diffusion models, 407, 412-413 
diurnal cycle, 285-286 
downslope wind, see Downslope wind 
geostrophic drag laws 

aerodynamic roughness lengths, 294-296 
geostrophic velocity, 291 
governing equations, 290-291, 297 
inversion height estimate, 300 
laminar Ekman profile, 291 
logarithmic law of the wall validity, 298 
Monin-Obukhoff length scale, 298-299 
rotation of velocity vector, 293-294 
scalar matching, 298 
shear stress alignment, 292 
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Atmospheric boundary layer (continued) 
surface stress magnitude, 291-292 
thickness of neutral layer, 294, 297 
turning angles, 300-301 
zero-plane displacements, 294-295 

ground-based remote sensing, 288-289 
large eddy simulation, 82, 85-86, 208 
oceanic mixed layer comparison 

depth, 120-121 
dissipation rate/buoyancy flux ratio ver-

sus depth, 119-120 
diurnal modulation, 121-122 
heating and cooling, 121, 123 
phase conversions, 122 
rain effects, 122 
storm effects on dissipation rates, 119 
wall layer dissipation rate, 119 

passive scalar transport, 73 
phase conversions, 286-287 
research resources, 283 
scaling, 284-285 
seasonal changes, 286 
slab models 

boundary conditions, 411-412 
equation of continuity, 410 
governing equations, 407-408 
heat flux, 410 
hydrostatic balance, 409 
improvements, 412 
momentum equation, 410 
overview, 407 
potential temperature, 409-410 
pressure gradient terms, 409-410 
Richardson number, 411 

surface layer similarity laws, see 
Monin-Obukhoff similarity theory 

symbols in equations, 413-415 
turbulence origins, 7-8 

Autocorrelation function, turbulence, 15 

B 

Baroclinic midlatitude gravity/Kelvin wave 
speed, 782 

Basalt finger, formation, 706-707 
Batchelor constant, 73-74, 99-100, 781 
Batchelor-Obukhoff-Corrsin scalar spec-

trum, 73 
Batchelor scale, turbulence, 20 
Batchelor's pressure spectrum, 84 
BBL, see Benthic boundary layer 

Benthic boundary layer 
continental shelf regions, 187-188 
modeling, 191-192 
overview, 186 
planetary boundary layer, 188-191 
sediment effects, 191 
shelf dynamics, 187-188 
temporal variability, 186-187 
wave-induced, oscillary boundary layer, 

188-191 
wind stresses, 188 

Boric acid, acid-base equilibrium, 252-253 
Bowen ratio, 304 
Breaking waves 

air-sea exchange processes, 477-478 
cool skin recovery, 493 
diffusion model effects, 236 
energy dissipation, 581, 604-609 
energy flux, 558-559 
importance of modeling, 604-605 
law of the wall application, 608 
measurements, 605-606 
mixing processes, 603-604 
oceanic mixed layer 

air-sea exchange, 192-193 
modeling of effects, 193-194 

second-moment closure model, 236 
wind velocity dependence, 605, 608 

Brunt-Vaisala frequency, 50, 616, 624, 

638-639, 653, 719, 785, 788 
Buckingham PI theorem 

apphcations, 775-776 
derivation of functional relationships be-

tween dimensionless quantities, 773 
surface wave frequency relationship to 

other characteristics, 774-775 
Bulk exchange coefficients 

air-land interface, bulk exchange coeffi-
cient measurement, 465-466 

air-sea interface 
Charnock relationship, 460-463 
drag coefficient, 436, 448, 450-453, 455, 

458, 460-461, 464 
droplet evaporation, 459-460 
evaporative flux measurements, 451, 454 
flux measurements, 441-442 
gas transfer coefficient, 436 
heat exchange coefficient, 436, 448, 

454-458 
if/ functions, 445-447 



Index 867 

0 functions, 445, 447 
kinematic fluxes, 435 
latent heat, 435 
measurement of bulk transfer coeffi-

cients, 447-449, 451, 454-455, 
458-465 

measurements, 447-449, 451, 454-455, 
458-465 

momentum, 434 
net heat flux, 443 
neutral exchange coefficients, 444-445, 

464 
roughness scale relationships, 444, 

460-464 
sensible heat, 434 
surface turbulent fluxes, 435-436 
vertical equation integration, 443-444 
water vapor, 435 
water vapor exchange coefficient, 436, 

448-449, 454-460 
assumptions for use, 440-441 
flux measurements 

direct measurements, 438-440 
eddy correlation method, 437-438, 464 
error sources, 438 
frequency spectrum, 439 
overview, 437 
satellite measurements, see Satellite-

measured fluxes 
Taylor's frozen turbulence hypothesis, 

440 
turbulence kinetic energy, 438-439 
virtual temperature flux, 440 

limitations of bulk formula application to 
oceans, 440-441 

Monin-Obukhoff similarity theory, 437, 
441-442 

Bulk models, see Slab models 
Buoyancy flux ratio, 119-120, 796 
Buoyancy flux spectrum, 69 
Buoyancy flux term, 49 
Buoyancy frequency, see Brunt-Vaisala fre-

quency 
Buoyancy scale, 793 
Buoyancy timescale, 795 
Buoyancy velocity scale, 795 
Burger number, 796 

Cabbeling instability 

Lake Baikal, 769-770 
mixing in lakes, 752-753 

CABL, see Convective atmospheric bound-
ary layer 

Calcium carbonate, modeling in oceans, 

254-257 
Canopy flow, see Plant canopy flow 
Carbon cycle 

calcium carbonate modeling, 254-255 
conservation equation, 250 
depth distribution of total carbon, 254-255 
dissolved organic carbon, 257-258 
modeling of inorganic cycle, 250-258 
net primary biological production, 248-249 

Carbon dioxide 
acid-base equilibrium, 251-252 
consumption by ocean, 246-247, 257 
dissolved inorganic carbon, 252-253 
partial pressure, 253-254 

Carbon dioxide 
equation of state in lakes with dissolved 

carbon dioxide, 789-790 
release from Lake Nyos, 737, 754-757 

Carbon monoxide, production in oceans, 231, 
247 

Carbonyl sulfide 
production in oceans, 231, 247 
validation in oceanic mixed layer model-

ing, 231-233 
Charnock constant, 573, 575, 578-580, 781 
Charnock relationship, 460-463 
Chlorophyll 

color sensing in ocean, 244-247 
euphotic zone, 123-124, 244, 249 
photosynthetically available radiation, 

123-124, 269, 272 
turbidity effects in ocean, 131-132, 

249-250 
CI, see Cabbeling instability 
Clasius-Clapeyron equation, atmosphere 

equation of state, 41, 791 
Cloud-topped atmospheric boundary layer, 

see also Atmospheric boundary layer; 
Marine atmospheric boundary layer 

cloud-top entrainment instability, 368-369 
cloud-top radiative cooling, 369 
convective available potential energy, 

365-366, 368 
decoupled cloud layer, 369 
evaporative available potential energy, 366 
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Cloud-topped atmospheric boundary layer 
{continued) 

levels in cloud layer, 365 
liquid water path, 366 
modeling, 371 
phase conversions, 363-364 
potential temperature equations, 364 
radiation absorption and emission, 363,420 
radiative fluxes, 366-368 
resources for research, 364 
turbulence origins, 368-369 
types of clouds, 364 
water mixing ratio, 365 

Coefficient of thermal expansion, freshwater, 
786 

Cole's law of the wake, 37-38 
Conservation, tubulence flow equations, 

39-40 
Continental shelf, see Benthic boundary layer 
Convective atmospheric boundary layer, see 

also Atmospheric boundary layer 
bottom-up mixing, 330-331 
bulk vertical variances, 328 
convective mixing, 333, 335-336 
data sources, 287 
definition, 323 
depth of inversion, 284-285 
diurnal evolution, 323, 325-327 
growth, 329-330 
heat flux, 325-327, 331-332 
horizontal structure, 328-329 
large eddy simulation, 86, 90, 93, 327, 330, 

333, 335-336 
measurement experiments, 336-337 
parts, 284, 327-328 
shear mixing, 333, 335-336 
shortwave versus longwave solar radiation, 

325 
simulations, 287-288 
stable stratification, 336-338 
top-down mixing, 330-331 

Convective mixing, oceanic mixed layer 
closure problem in penetrative convection, 

150-153 
deep convection 

buoyancy flux, 155 
definition and occurrence, 154-155 
models, 156-157 
phases, 155 
ratio of rotational timescale to convec-

tive timescale, 156 

Rossby radius of deformation, 155-156 
time scales, 154 

efficiency compared to shear mixing, 
143-144 

energy flux from internal waves, 151-152 
entrainment velocity, 148, 150 
flux ratios, 148, 150 
ice-covered oceans, 144-145 
Richardson numbers, 148 
seasonal cycles, 144 
shallow convection, 153 
temperature and buoyancy flux profile, 

146-147 
turbulence kinetic energy, 151 
turbulence velocity scale, 147-148 

Cool skin, ocean 
air-sea exchange, 481 
bulk-skin temperature difference, 480, 

483, 489-490 
daytime modeling, 489-490 
Fairall model, 489 
gas transfer, 490-492 
heat capacity and storage, 480, 482 
heat flux, 483 
heat transfer, 490 
high wind models, 486-487 
nighttime modeling, 488-489 
origins, 480 
rain effects, 492 
recovery from breaking waves, 493 
Saunders model, 483, 485-487 
temperature measurements, 482-483, 488 
thickness, 480, 483 
Wick model, 489-490 

Coriolis parameter, 27 
Correlation tensor, 65 
Cox number, 52, 726, 797 
Craik-Leibovich theory, Langmuir cell de-

velopment, 133 
Crater Lake 

deep water residence time, 762 
features, 760 
icing, 760-761 
level fluctuations, 760 
nutrients, 762 
simulations 

bottom boundary conditions, 767 
equation of state, 764 
heat flux, 764-765 
salt flux, 764-765 
spatial resolution, 765, 767 
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temperature evolution in water column, 
764 

three-dimensional model, 764-765, 767 
thermobaric instability, 761-763, 767 
Wintertime deep mixing events, 761-762 

CTBL, see Cloud-topped atmospheric 
boundary layer 

Curvature, geophysical flows, 21-22, 29, 
242-244 

D 

Dalton number, 797 
Deardorff convective velocity scale, 147-148, 

796 
Deep convection length scale, 793 
Deep convection Rayleigh number, 797 
Deep convection Rossby number, 797 
Deep convection velocity scale, 796 
Deformation rate, derivation, 42 
Density 

freshwater equations, 786 
seawater equations, 783 

Density intrusion 
double-diffusive intrusion behavior, 697 
examples, 697 

laboratory simulations, 697-699 
Density ratio, 704-705, 707, 709, 718, 797 
Diffusion models, atmospheric boundary 

layer, see Atmospheric boundary layer 
Diffusion models, oceanic mixed layer 

LMD model 
advantages, 203, 205 
applications, 205 
countergradient mixing, 204, 210 
depth of mixing layer, 203 
double-diffusive mixing, 204-205 
normalized diffusivities, 203-204 
shear instability mixing, 204 

overview, 201, 203 
validation 

carbonyl sulfide, 231-233 
data sources, 223-225, 229-230 
Langmuir circulation, 236 
LMD model, 228-229 
sea surface temperature, 224, 226-227, 

229-230 
solar extinction incorporation, 222-223 
surface fluxes, 222 
surface wave breaking effects, 236 

Diffusion timescale, 795 

Diffusive convection 
distribution, 688-689 
formation, 688-689 
laboratory simulation, 691 
layer merging and interface thickening, 

689-690 
staircases, see Staircase, ocean 

Direct numerical simulation 
advantages, 105 
applications, 104-105, 107 
comparison with other methods, 106-107 
computer power requirements, 105 
ensemble average closure, 104-105 
finite-difference-based method, 106 
free versus wall turbulence, 8 
limitations, 104 
principle, 103-104 
pseudo-spectral method, 106 
resources, 2, 6 
stratified flows, 27 
subgrid scale transfers, 105-106 

Displacement scale, 793 
Dissipation flux coefficient, 50 
Dissipative scale, see Kolmogoroff mi-

croscale 
DNS, see Direct numerical simulation 
Double-diffusion number, 797 
Double-diffusive processes 

climatic implications, 705, 731 
conditions for onset 

density ratio, 707, 709 
flux ratio, 709 
heat flux, 710 
Prandtl number, 707 
ratio of diffusivities, 707 
Rayleigh number, 707-708 
salt flux, 710 
Soret effect, 710 
stability condition for nonzero cross-

diffusion coefficients, 710 
Turner angle, 708-709 
wavenumber, 708 

density intrusions, 697-699 
density ratio, 704-705 
diffusion coefficient for density, 686 
diffusive convection, 688-691 
experimental measurement 

effective heat diffusivity, 713 
effective salt diffusivity, 713 
flat plate flux, 712 
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Double-diffusive processes (continued) 
flux ratios, 712-714 
heat flux, 710-712 
numerical simulations, 714, 716 
Rayleigh number, 712 
salt flux, 710, 713-714 

Meddies, 699-700, 703 
multicomponent convections outside 

oceanography, 705-707 
non-steady-state modeling 

buoyancy frequency, 719 
continuity equations, 719 
density ratio, 718 
finger length determination, 722-723 
flux ratio, 721 
governing equations, 718 
gradient Richardson number, 721 
gradients, 718 
maximum growth rate, 720 
salt fingers, 716-722 
staircases, 722-724 
Stern number, 721-722 

parameterization of mixing 
diapycnal diffusivity of density, 730 
Kelley's parameterization, 729-730 
vertical transfer of heat and salt, 

729-730 
quasi-steady-state modeling 

assumptions, 724 
closure, 724-725 
Cox number, 726 
effective salt diffusivity, 727 
efficiency of vertical salt transport, 727 
flux ratio, 725 
length of salt finger, 725-726 
normalized change equations, 725 
Prandtl number, 726 
salt flux, 727-728 
Stern number, 726 
wavenumber, 725-726 

resources for research, 685 
salient characteristics, 685-686 
salt fingers, 686-688, 714 
salt fingers in shear, 728-729 
staircase structures, 691, 694-697 
symbols in equations, 732-733 
thermohaline circulation modeling, 

704-705 
vertical eddy diffusivities, 703-704 

Downslope wind 
aircraft data, 383 

atmospheric boundary layer height effects, 
377 

blocking of flow, 377 
examples, 371 
Froude number, 374, 376, 382-383, 387 
gap winds, 377 
hill flows, 378-380, 382 
internal wave breaking, 383 
lee waves, 371-374 
meteorological significance, 372-373, 375 
model development, 374-375 
mountain drag, 374-375 
mountain modeling, 382-383, 387-388 
Rossby number, 376 
stratification in mountains, 382 
streamline curvatures, 378-380 
timescale ratios, 376 
vertical shear effects, 377-378 

Drag coefficient 
air-sea interface, bulk exchange coeffi-

cient, 436, 448, 450-453, 455, 458, 
460-461, 464 

drag coefficient/bulk heat transfer coef-
ficient ratio, 313 

ice roughness, 177 
internal wave drag coefficient in ice-

covered oceans, 181-182 
WAM, 573-574, 577, 579 

Earth rotation rate, 781 
Eddy-damped-quasi-normal-Markovian 

model, 83-85 
Eddy turnover timescale, 17, 795 
Eddy viscous timescale, 795 
Ekman scale, 242, 793 
Ekman spiral, 117-118, 159-160 
El Niiio-Southern Oscillation, heat ex-

changes, 417 
Energy-containing scale, 794 
ENSO, see El Nino-Southern Oscillation 
Equations of state 

atmosphere, 790-792 
lakes, 785-789 
lakes with dissolved carbon dioxide, 

789-790 
ocean, 40, 783-785 

Equatorial Kelvin wave speed, 782 
Equatorial ocean mixing processes, see 

Oceanic mixed layer 
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Equatorial Rossby radius, 782 
Equatorial Rossby radius of deformation, 782 
Equatorial Rossby wave speed, 782 
Equatorial Undercurrent, mixing processes, 

118, 162-163, 165-167 
EUC, see Equatorial Undercurrent 

Flux ratio, 148, 150, 721, 725, 797 
Fourier transform, turbulence time series 

analysis, 74, 76 
Free turbulence, simulation, 8 
Freezing point 

freshwater, 789 
seawater, 785 

Friction Rossby number, 801 
Friction velocity, 796 
Froude number 

downslope winds, 374, 376, 382-383, 387 
external Froude number, 797-798 
internal Froude number, 798 
rotational turbulence Froude number, 

27-28, 798 
salt fingers, 728-729 
stratified flows, 25-26 
turbulence Froude number, 798 

Garrett-Munk spectrum 
assumptions, 658-659 
dissipation rate, 663 
dynamic modeling, 667-668 
energy spectrum per unit mass, 659 
frequency-wavenumber space conversion, 

659 
horizontal isotropy, 660 
ice-covered oceans, 665-666 
measurements, 664-667 
overview, 623, 658 
parameter A, 662, 665 
parameter B, 662-663, 665 
total energy, 660 
universality, 660 
variability of individual spectra, 662 
vertical symmetry, 660 
wavenumber spectrum of vertical displace-

ment, 663 
Garwood's model, see Slab models, oceanic 

mixed layer 

Gas transfer coefficient, see Bulk exchange 
coefficients 

Geophysical constants, appendix, 779 
Gravity waves, see Surface waves 

H 

Heat exchange coefficient, see Bulk ex-
change coefficients 

Henry's law constant, 790 
Hoenikker number, 141, 798 

I 

IBL, see Internal boundary layer 
Ice-covered oceans 

convective mixing, 144-145 
drag coefficients, 323 
ecological importance, 168 
Garrett-Munk spectrum, 665-666 
marine atmospheric boundary layer, 287 
mixing processes 

ablation velocity, 178-179 
Bering Sea model, 183 
governing equations for sea ice, 177 
heat flux, 171 
heat flux, 178 
ice growth and decay, 171 
ice morphology, 171 
ice roughness and drag coefficient, 177 
internal wave drag coefficient, 181-182 
large scale circulation, 172-173, 175 
lead ice, 171-172 
marginal ice zone, 175, 182-183 
McPhee model, 179-181 
salinity at interface, 178-179 
salt flux, 178 
seasonality, 175 
studies, 168-169 
variations between oceans, 175-176 
wind stress, 170 

Inertial period, 782, 795 
Internal boundary layer 

departure from upstream equilibrium, 401 
development, 398-400 
examples, 398 
frontogenesis role, 401 
land-sea breeze system, 400 
marginal ice zones, 399-400, 404, 406 
neutrally stratified flows, 404 
overview, 397-398 
roll-like features, 404-405 
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Internal boundary layer (continued) 
roughness change effects, 401-403 
thickness, 402, 404 
velocity profile scaling, 402 

Internal waves 
abyssal mixing 

abyssal diffusivities, 677-679 
diapycnal diffusivity, 681 
diapycnal eddy coefficient, 677 
dissipation role, 616-617, 650, 680-681 
magnitude of mixing, 676-677 
probability distribution of mixing coef-

ficients, 677 
sources of internal waves, 679 
vertical advection-diapycnal diffusion 

balance, 678-679 
atmospheric effects, 624 
breaking, 383 
buoyancy frequency, 616, 624 
components, 620 
continuum, 622 
convective mixing, energy flux, 151-152 
dissipation 

advective gravitational instability, 648 
breaking, 648-650 
energy dispersion, 649-650 
Kelvin-Helmholtz instability, 648 
turbulence interactions, 650 

drag coefficient in ice-covered oceans, 
181-182 

equatorial ocean mixing processes, 
162-163, 165 

examples, 617-618, 620 
frequency spectrum of vertical displace-

ment of isotherms, 617-618 
Garrett-Munk spectrum 

assumptions, 658-659 
dissipation rate, 663 
dynamic modeling, 667-668 
energy spectrum per unit mass, 659 
frequency-wavenumber space conver-

sion, 659 
horizontal isotropy, 660 
ice-covered oceans, 665-666 
measurements, 664-667 
overview, 623, 658 
parameter A, 662, 665 
parameter B, 662-663, 665 
total energy, 660 
universality, 660 
variability of individual spectra, 662 
vertical symmetry, 660 

wavenumber spectrum of vertical dis-
placement, 663 

generation 
action density conservation, 644 
energy sources 

atmosphere, 645-646 
baroclinic tides, 643, 645, 647-648 
mean flow, 645, 647 
oceanic mixing layer, 645-646 
overview, 643-645 
surface waves, 645-6476 

spectral space characterization, 644-645 
governing equations, 625-628 
horizontal wave vector, 628 
inertial chimney, 620, 622 
inertial frequency, 616 
inertial-internal waves, 623-624, 636 
interaction 

relaxation time, 658 
resonance conditions, 656 
resonant triad interaction classes, 

657-658 
perturbation quantities, 625-626 
propagation 

action conservation, 651-652 
Airy functions, 652-653 
background vertical mean shear effects, 

654 
buoyancy frequency effects, 653 
critical layer absorption, 654-655 
frequency relationship to wavenumber 

vector, 650-651 
group velocity, 651 
ray equations, 651 
reflection, 653 
trapping, 653 
turning depth, 652 
wave action density, 651 
WKB approximation, 650, 652 

resources for research, 615 
solitons 

amplitudes, 672-674 
definition, 668-669 
energy per unit length, 671 
Korteweg-de Vries equation, 669-670 
measurements, 673-675 
minimum Richardon number, 672-673 
phase speed, 671 
train modeling, 670-672, 674-675 
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two-layer fluid interface modeling, 
670-671 

velocity, 671 
wavelength, 671 

symbols in equations, 682-683 
synthetic aperture radar, 617, 673-674 
velocity, 617 
vertical length scale, 617 
vertically propagating small scale waves 

Coriolis force, 631 
dispersion relation, 628-629 
energy flux vector, 632 
group velocity, 632-634 
intrinsic frequency, 629-631 
kinetic energy density, 633-634 
particle acceleration and velocity, 632 
phase velocity, 633 
potential energy density, 634 
pressure, 632 
propagation away from oscillating 

source, 630 
reflection at sloping boundaries, 

634-636 
wave density, 632 
wavenumber vector, 629 

vertical standing modes 
boundary conditions, 637-638 
buoyancy frequency, 638-639 
dispersion relation, 641 
free surface displacement, 642-643 
group velocity, 643 
horizontal velocity across pycnocline, 

641 
incompressibility condition, 642 
local instability, 642 
lowest mode, 638-641 
phase speed, 643 
vertical velocity of pycnocline, 641 

vorticity equation, 626-627 
International System units 

conventions, 776-777 
conversion factors, 777-778 

Isotropic turbulence, simulation, 8 
Isotropy factor, 85 

Joint probability density function, turbu-
lence, 12-14 

JPDF, see Joint probability density function 

K 

Kantha-Clayson model, see Second-moment 
closure models, oceanic mixed layer 

Karman-Prandtl law, see von Karman loga-
rithmic law of the wall 

Kelvin-Helmholtz billow, 118, 163, 220 
K-e model 

Mellor-Yamada model comparison, 
233-235 

renormalization group analysis, 102-103 
two-equation models, 59-61, 63-64 

Kolmogoroff constant 
Batchelor constant relationship, 73 
derivation, 33-34 
universiality, 31-32, 94-95, 302 
value, 781 

Kolmogoroff law for the equilibrium range 
of the turbulence spectrum, 29-31, 39 

Kolmogoroff law for the inertial subrange of 
the turbulence spectrum, 29, 31-32, 72, 
81 

Kolmogoroff microscale 
dissipation of turbulence, 4-5 
equations, 17-18, 794 
stratified flows, 22-23 

Kolmogoroff timescale, 795 
Kolmogoroff universal range, 32-33 
Kolmogoroff velocity scale, 796 
Korteweg-de Vries equation, 669-670 
Kuelegan number, 486, 798 
Kunze model, 716-724 

L 

Lake Baikal 
cabbeling instability, 769-770 
deep convection, 768-770 
features, 768 
ice formation, 770 
one-dimensional model simulation, 770 
thermobaric instability, 770 
water column temperature, 768 

Lake Nyos 
carbon dioxide release, 737, 754-757 
numerical modeling of vertical structure, 

757-760 
stratification, 757 
structure, 754, 757 
trends since carbon dioxide release, 757, 

759-760 
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Lakes 
dissolved oxygen content modeling, 

749-750 
examples, see Crater Lake; Lake Baikal; 

Lake Nyos 
formation, 735 
freshwater residence time, 736 
mixing mechanisms 

cabbeling instability, 752-753 
differential compressibility of water, 752 
heat flux at bottom, 751 
solar heating, 751 
stability of water column, 751-754 
thermobaric instability, 752-753, 

761-763 
thermostoltic effect, 752 

reservoir features, 736 
resources for research, 735, 737 
symbols in equations, 772 
thermal structure 

amictic lake, 746 
comparison with ocean processes, 

737-739 
density maximum of water, 739, 741, 751 
dimictic lake, 745 
diurnal changes, 748 
DYRESM modeling, 749 
horizontal gradients, 740 
ice formation, 743, 745, 747 
lake surface temperature, 740 
measurements, 748 
monomictic lake, 745-746 
motion induced by wind fluctuation, 738 
oligomictic lake, 746 
overturn periods in midlatitudes, 745 
seasonal modulation, 739-743, 745-746 
simulations, 748-749 
solar heating and stabilization, 746-748 
vertical gradients, 740 
Wedderburn number, 738 

water quality importance, 735-737 
Langmuir circulation 

bubble clouds, 132 
buoyancy forcing, 141 
cells in oceanic mixed layer, 117, 132-133 
contribution to turbulence kinetic energy, 

141 
Craik-Leibovich theory, 133 
kinetic energy equations, 137-138 
Langmuir cell number, 798 

Langmuir production ratio, 798 
large eddy simulation, 135 
mixing role, 132-135, 141-143, 193 
modeling, 193, 236 
momentum equations, 135-136 
shear forces, 140-141 
velocity scale, 140 
vertical velocities, 133-134 
vortex forces, 137-138, 140 

Large eddy simulation 
advantages, 90, 92 
buoyancy production, 93 
development, 76-78 
direct numerical simulation comparison, 

106-107 
dissipation modeling, 93 
Eddy-damped-quasi-normal-Markovian 

model, 83-85 
ensemble average closure, 79, 83 
free versus wall turbulence, 8 
Langmuir circulation, 135 
limitations, 63, 79, 86, 90 
oceanic mixed layer, 194 
prospects, 78-79 
resources, 2, 6 
rotational modeling, 241 
scattering parameterization, 34 
shear production, 93 
spatial averaging, 79-80 
spectral space closure, 83-84 
stratified flows, 27 
subgrid scale 

model, 80-81 
parameterization, 78, 80-82, 84-86, 

89-90, 105 
tensor, 85 

temperature equation, 80 
turbulence kinetic energy, 90, 92 

Leonard averaging, large eddy simulation, 80 
LES, see Large eddy simulation 
Lewis number, 799 
Longwave radiation, see Radiative flux 

M 
MABL, see Marine atmospheric boundary 

layer 
Macroscale, turbulence, 16 
Marginal ice zone 

internal boundary layer, 399-400, 404, 406 
mixing processes, 175, 182-183 

Marine atmospheric boundary layer, see also 
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Atmospheric boundary layer; Cloud-
topped atmospheric boundary layer 

buoyancy fluxes, 360 
clouds 

cloud-top entrainment instability, 360, 

362 
cumulous clouds, 362 
distributions and transitions, 354-356 
extent of cover, 353-354, 356 
shortwave radiation budget effects, 354, 

356 
shortwave radiation heating, 360-362 
stratocumulus cloud structure, 356, 358 
turbulence quantity scaling, 358-360 

differential distributions of temperature, 
348 

diurnal cycle, 286 
heat capacity, 353 
ice-covered oceans, 287 
sea surface temperature fluctuations, 353 

Mean kinetic energy, derivation, 46-48 
Meddy 

dissipation, 700, 703 
double-diffusive processes, 700, 703 
duration, 700 
rotation, 700 
structure, 699-700 

MeUor-Yamada model, see Second-moment 
closure models, oceanic mixed layer 

Midlatitude ocean mixing processs, see 
Oceanic mixed layer 

Mixing efficiency, 799 
MIZ, see Marginal ice zone 
MKE, see Mean kinetic energy 
Monin-Kazanski parameter, 299 
Monin-Obukhoff length scale, 298-299, 

303-304, 316, 794 
Monin-Obukhoff similarity theory 

Bowen ratio, 304 
constant values of similarity functions, 309 
cospectra of turbulence qualities, 317-318 
curvatures of mean profiles, 308 
derivation of laws, 302 
diabatic conditions, 309-311 
dissipation rate, 307 
drag coefficient/bulk heat transfer coef-

ficient ratio, 313 
flow variable normalization, 305 
flux divergence term, 307 
flux gradients at surface layer, 303 

flux measurements, 437, 441-442 
free convective scaling, 311-312, 314, 317 
heat flux, 304 
horizontal homogeneity, 302 
inertial subrange calculations, 315-317 
mobile surface element modeling, 321-323 
neutral values of similarity functions, 308 
one-dimensional longitudinal velocity 

spectrum, 315 
overview, 302 
plant canopy flow, 389-390 
plant canopy flow, see Plant canopy flow 
roughness scales, ratio, 313 
second-moment quantities, 305-307 
similarity law for the constant flux, 303 
similarity variable, 303, 305-309, 314, 

316-317 
stable stratification, 313-314 
structure function parameter, 318-320 
turbulence kinetic energy balance, 

304-305, 307, 321 
water vapor flux, 304 

N 

NABL, see Nocturnal atmospheric boundary 
layer 

NDVI, see Normalized Difference Vegeta-
tion Index 

Nitrogen cycle 
ammonia and nitrate pools in N^PZD 

modeling, 265-270, 272-273 
assimilation efficiency, 267 
conservation equations, 262-263 
data sources for ocean modeling, 258-259 
grazing equation, 267 
MeUor-Yamada model, 273 
nine-box coupled physical-biological mod-

els, 273-276 
nutrient, phytoplankton, and zooplankton 

model, 265 
nutrient, phytoplankton, zooplankton, and 

detritus model, 262-264 
photosynthetically available radiation at-

tenuation, 269, 272, 274 
phytoplankton growth rate modeling, 

264-265 
phytoplankton sinking rate, 269 
zooplankton growth rate modeling, 268 

Nitrous oxide, production in oceans, 247-248 
Nocturnal atmospheric boundary layer, see 
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also Atmospheric boundary layer 
data sources and correlations, 339-340, 

343-344 
depth, 285, 339, 346 
differential distributions of temperature, 

348 
diurnal evolution, 323, 325, 338-340 
height modeling, 346-347 
internal wave motions, 351 
large eddy simulations, 348 
relaxation timescale, 347 
scales, 341-342 
similarity constants, 342, 345 
stable stratification, 338, 341 
surface inversion, 348-349, 351 
turbulence kinetic energy budget, 351 
turbulence length scale, 347-348 
turbulent regimes, 339 
wind forces, 285 

Normalized Difference Vegetation Index, 

497 
NPZD model, see Nutrient, phytoplankton, 

zooplankton, and detritus model 
Nusselt number 

calculation, 53, 799 
Rayleigh number relationship, 53, 485 

Nutrient, phytoplankton, zooplankton, and 
detritus model, 262-264 

O 

Obukhoff similarity laws, see Monin-Ob-
ukhoff similarity theory 

Oceanic mixed layer 
acoustic transmission, 115 
air-sea exchange, 113, 115 
atmospheric boundary layer comparison 

depth, 120-121 
dissipation rate/buoyancy flux ratio ver-

sus depth, 119-120 
diurnal modulation, 121-122 
heating and cooling, 121, 123 
phase conversions, 122 
rain effects, 122 
storm effects on dissipation rates, 119 
wall layer dissipation rate, 119 

benthic boundary layer, see Benthic 
boundary layer 

breaking waves 
air-sea exchange, 192-193 
modeling of effects, 193-194 

buoyancy flux, 118 
carbon cycle, modeling of inorganic cycle, 

250-258 
carbon fixation, 114-115 
chimneys, 144 
color sensing in ocean, 244-247 
convective mixing, see Convective mixing, 

oceanic mixed layer 
curvature effects in modeling, 242-244 
Ekman spirals, 117-118, 159-160 
equatorial ocean mixing processes 

dissipation rates, 162-163, 165 
diurnal variability, 160-163 
Equatorial Undercurrent, 118, 162-163, 

165-167 
internal waves, 162-163, 165 
one-dimensional mixed layer model, 

165-166 
rain effects, 168 
shear generation, 166-167 
wind stress, 161-162, 167-168 

food chain role, 114 
gases, 247 
gradients, 115-116, 118 
heat capacity, 114 
heating and cooling, overview, 116 
ice covering, see Ice-covered oceans 
importance, 113-115 
Kelvin-Helmholtz billows, 118, 163, 220 
Langmuir cells, see Langmuir circulation 
large eddy simulation, 194 
midlatitude ocean mixing process 

biological processes, 159 
diurnal variability, 158-159, 286 
seasonal cycles, 157 

models, see Diffusion models, oceanic 
mixed layer; Second-moment closure 
models, oceanic mixed layer; Slab 
models, oceanic mixed layer 

nitrogen cycle modeling, 258-259, 
262-270, 272-276 

parts, 118-119 
planetary rotation modeling, 237-242 
research resources, 113 
scaling arguments in mixed physical, chem-

ical, and biological modeling, 276-279 
solar heating, see Solar heating, ocean 
symbols in equations, 279-281 
waves, see Internal waves; Surface waves 
wave sublayer, 116-117 
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wind stress, 116 
OML, see Oceanic mixed layer 
Oxygen 

production, 248 
Ozmidov scale, stratified flows, 23-24, 794 

Prandtl number, 73-74, 95, 99, 707, 726, 799 
Prandtl's mixing length theory, 57-58 
Pressure-strain rate covariance, 55, 61, 77, 

208 
Probability density function, turbulence, 

9-12, 14 

Pao spectrum, 71 
PBL, see Planetary boundary layer 
PDF, see Probability density function 
Peclet number, 799 
Phillips constant, 556-557, 781 
Phillips model, 513, 549-550, 556, 566, 568, 

571 
Physical constants, appendix, 780-781 
PI theorem, see Buckingham PI theorem 
Planetary boundary layer 

benthic boundary layer, 188-191 
large eddy simulation, 81, 86, 89-90, 92 
thickness, 189 
turbulent diffusion, 207-208 
wave-induced, oscillary boundary layer co-

existence, 188, 190-191 
Planetary rotation, geophysical flows 

Coriolis parameter, 27 
oceanic mixed layer modeling, 237-242 
overview, 21 
Rossby numbers, 238 
rotational gradient Richardson number, 28 
rotational length scale, 27 
rotational turbulent Froude number, 

27-28 
rotation Richardson number, 239 

Plant canopy flow 
appearance, 395-396 
atmospheric boundary layer effects, 

388-389 
bulk coefficients, 392-393 
combination equation and limiting proper-

ties, 392-394 
displacement height, 390 
evaporation parameterization, 393 
evapotranspiration, 392, 394-395 
gas transfer processes, 389 
heat flux, 391-392 
radiative fluxes, 393 
scalar roughness length, 390 
similarity relationships, 389-391 
turbulence kinetic energy budget, 396-397 

Potential temperature, seawater, 784-785 

R 

Radiative flux 
air-ice interface, flux balance, 432 
air-land interface, flux balance 

heat flux ratios, 433 
momentum flux balance, 434 
overview, 432-433 
soil surface, 433 
vegetation surface, 433 

air-sea interface, flux balance 
buoyancy flux due to precipitation, 430, 

432 
momentum flux, 427, 431-432 
overview, 427-428 
rainfall, 429-432 
salinity flux due to precipitation, 430 
snowfall modeling, 429 
tangential stresses, 430-431 
temperature difference modeling, 429 

cloud absorption and emission, 363, 420 
cloud-topped atmospheric boundary layer, 

366-368 
downwelling longwave flux 

Arctic models, 425-426 
Efimova model, 424-425 
Idso and Jackson model, 425 
Jacobs model, 425 
parameterization, 424-425 
Swinbank model, 425 
testing of models, 426 
Zilman model, 425 

downwelling shortwave flux 
Berliand model, 424 
cloud effects, 422-424 
Laevastu model, 423-424 
Lumb model, 422, 504 
Reed model, 423, 504 
Shine model, 422, 424 

measurement, 419-420 
parameterization, 419-421 
plant canopy flow, 393 
satellite measurements, see Satellite-mea-

sured fluxes 
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Radiative flux (continued) 
surface energy balance, 418-419 
transfer models, 420-421 
upwelling fluxes 

longwave, 427 
shortwave, 426-427 

Rayleigh number 
double-diffusive processes, 707-708, 712 
equation, 53, 799 
Nusselt number relationship, 53, 485 
range of values, 53 
turbulence, 6 

Relative humidity, calculation, 792 
Renormalization group analysis 

Batchelor number calculation, 99-100 
comparison with other models, 93-94 
correspondence principle, 96-97 
development, 94 
dissipation rate equations, 100-102 
effective viscosity, 98 
forced Navier-Stokes equation, 96 
Fourier space, 97 
Kolmogoroff constant calculation, 95 
Kolmogoroff scaling and closure, 99 
K-e modeling, 102-103 
Prandtl number calculation, 95, 99 
principle, 94 
resources, 2 
subgrid scale models, 101 
testing and modification, 95-96, 103 

Reservoirs, see Lakes 
Reynold's averaging 

ensemble averaging, 43-45, 51 
mean flow separation from turbulent flow 

quantities, 45 
overview, 43-44 
rules, 44 
spatial averaging, 43 
time averaging, 43 

Reynold's heat flux vector, 46, 54 
Reynolds number 

diffusivity, 3 
flow Reynolds number, 799 
functional dependence of turbulence, 6 
granularity of turbulent flows, 5 
intensity of turbulent mixing, 16-19 
relationships between scales, 19-20 
turbulence Reynolds number, 800 

Reynold's similarity law, 73 
Reynolds stress tensor, 45-46, 54 
Richardon number 

bulk Richardson number, 800 
curvature gradient Richardson number, 29, 

800 
curvature Richardson number, 243-244 
flux Richardson number, 50, 62, 215, 

304-305, 308, 703, 800 
gradient Richardson number, 51, 304-305, 

308, 721, 800 
rotational gradient Richardson number, 

28, 800 
rotation Richardson number, 239-240 
skin Richardson number, 801 
solitons, 672-673 
stratification Richardson number, 801 
stratified flows, 26 
turbulent gradient Richardson number, 62 

RNG, see Renormalization group analysis 
Rossby number, 376, 801 
Rossby radius of deformation, 155-156, 738, 

782 
Rossby wave speed, 782 
Rotation length scale, 794 
Rotation vector, 42-43 
Roughness scale, 444,460-464, 473, 475-477, 

794 

Salt finger 
continuous stratification conducive to for-

mation, 687-688 
density ratio, 705 
double diffusion, 686-687, 703 
examples, 686 
laboratory simulation, 691 
non-steady-state modeling 

buoyancy frequency, 719 
continuity equations, 719 
density ratio, 718 
finger length determination, 722-723 
flux ratio, 721 
governing equations, 718 
gradient Richardson number, 721 
gradients, 718 
maximum growth rate, 720 
overview, 716-718 
Stern number, 721-722 

numerical simulation, 714 
quasi-steady-state modeling 

assumptions, 724 
closure, 724-725 
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Cox number, 726 
effective salt diffusivity, 727 
efficiency of vertical salt transport, 727 

flux ratio, 725 
length of salt finger, 725-726 
normalized change equations, 725 
Prandtl number, 726 
salt flux, 727-728 
Stern number, 726 
wavenumber, 725-726 

shear effect modeling, 728-729 
Satellite-measured fluxes 

accuracy for global climate change appli-
cations, 507 

advantages, 494-495 
bulk formula applications, 501 
ground temperature, 497 
heat fluxes, 501 
limitations of remote sensing, 494-495 
near-surface air temperature 

land, 498-499 
ocean, 497-498 

radiative flux 
land, 506 
longwave flux, 503-505 
oceans, 505-506 
shortwave flux, 503-505 
surface radiation budget, 503 
upwelling, 505 

sea surface temperature, 495-497, 499 
water vapor content, 499 
wind speed, 499-500 

SateUite measurements, surface waves 
assimilation into WAM, 612 
buoy measurement correlations, 611 
microwave sensors, 609, 612-613 
missions, 611 
radar, 609 
synthetic aperture radar, 612 

Schmidt number, 801 
Sea surface temperature 

diffusion model validation, 224, 226-227, 
229-230 

fluctuations, 353 
satellite-measured fluxes, 495-497, 499 
surface renewal theory, 473 

Secant bulk modulus 
freshwater, 786 
seawater, 783-784 

Second-moment closure models, oceanic 
mixed layer 

boundary conditions, 216-218 
complexity, 206 

countergradient term, 213-214, 216-218 
flux Richardson number, 215 
heat flux, 213 
Kantha-Clayson model 

advantages, 207 
background diffusion, 221 
mixing immediately below mixing layer, 

220 
vaUdation, 224, 227, 229-233 

Mellor-Yamada model 
application, 206 
constants, 206 
diffusion terms, 210 
hierarchy of models, 206 
K-e model comparison, 233-235 
limitations, 206-207 
validation, 226-228 

Monin-Obukhov similarity function 
derivation, 215-216 

overview, 205 
pressure-scalar gradient covariance mod-

eling, 209 
pressure-strain rate covariance modeling, 

208-209 
Richardson number-dependent parameter-

izations, 220-221 
selection of constants, 210-212 
shear stress, 213 
stabihty factors in mixing coefficients, 

213-215, 219 
turbulence field descriptions, 211-212 
turbulence length scale prescription, 

218-219 
validation 

carbonyl sulfide, 231-233 
data sources, 223-225, 229-230 
Langmuir circulation, 236 
solar extinction incorporation, 222-223 
SST, 224, 226-227, 229-230 
surface fluxes, 222 
surface wave breaking effects, 236 

SGS, see Subgrid scale 
Shear production, equation, 48 
Shortwave radiation, see Radiative flux 
SI units, see International System units 
Slab models, atmospheric boundary layer, see 

Atmospheric boundary layer 
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Slab models, oceanic mixed layer 
buoyancy flux at surface, 197 
depth of mixing layer, 197 
Garwood's model, 198, 201, 224 
governing equations, 195-196 
Miles-Howard criterion for stability of a 

sheared stably stratified flow, 200 
molecular diffusivity equation solutions, 

197 
overview, 195 
PWP model 

overview, 200-201 
vaUdation, 224, 226-230 

shear instability model, 198, 200 
turbulence kinetic energy, 194, 196, 198 
validation 

carbonyl sulfide, 231-233 
data sources, 223-225, 229-230 
Langmuir circulation, 236 
solar extinction incorporation, 222-223 
SST, 224, 226-227, 229-230 
surface fluxes, 222 
surface wave breaking effects, 236 

Solar heating, ocean 
depth of penetration, 123 
euphotic zone depth, 123-124, 244 
photosynthetically available radiation, 

123-124 
solar extinction modeling 

chlorophyll-induced turbidity effects, 
131-132, 249-250 

infrared absorption, 126-127 
irradiance in upper ocean, 124 
scalar extinction parameters, 128-131 
spectrum at surface, 225 
Sun angle effects, 126 
two-band models, 124, 130, 132 

wavelengths 
components, 123, 125 
modeling, 125-127, 130 

Soliton, see Internal waves 
Sound speed, freshwater, 788-789 
Specific heat, freshwater, 787 
Specific volume, seawater, 784 
Spectral space 

governing equations, 67-74 
turbulence description, 64-66 

Spectrum tensor, 65, 68 
SST, see Sea surface temperature 
Staircase, ocean 

Caribbean Sheets and Layers Transect ex-
periment, 691, 694-695 

density flux ratio, 694 
diffusive convection staircases, 695-696 
laminae organization, 695 
non-steady-state modeling, 722-724 
salt eddy diffusivity, 695 
thermohaline staircase features, 694-695 
vertical density ratio, 695 
vertically profiling microstructure probing, 

696-697 
Stanton number, 801 
Static stability of water column 

freshwater, 788 
seawater, 784 

Stern number, 721-722, 726, 801 
Stokes drift, surface waves, 522-524 
Stokes wave 

Benjamin-Feir instabilities, 527-528 
definition, 525 
limiting crest angle, 527 
perturbation expansions, 525-526 
profile expression, 528-529 
resonant interactions, 540-541 
slope, 526-527 
vertical acceleration, 528 
waveshape, 526 

Stratification, geophysical flows 
background stratification, 24 
buoyancy scale, 22, 25 
Froude number, 25-26 
length scale, 23 
overview, 21-22 
Ozmidov scale, 23-24 
relationship of scales, 24-27 
Richardson number, 26 
stable stratification, 50 
Thorpe scale, 23 

Stress tensor, derivation, 41 
Strouhal number, 801 
Subgrid scale 

model, 80-81 
parameterization in large eddy simulation, 

78, 80-82, 84-86, 89-90 
tensor, 85 
transfer in direct numerical simulations, 

105-106 
Surface exchange processes, see Atmo-

sphere-surface exchange processes 
Surface renewal theory 
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assumptions, 469-470 
change across sublayers, 467-468 
heat flux calculation, 474 
heat transfer, 474 
kinematic fluxes, 467 
layer thickness, 469 
Liu parameterization, 474, 477 
momentum roughness scale determina-

tion, 473, 475-477 
overview, 466-467 
roughness scales for scalars, 471-472 
sea surface temperature, 473 
sublayer thickness, 467 
temperature modeling, 475 
timescale of Kolmogoroff eddies, 468-469 
variables at matching point, 470 
vegetated surfaces, 477 
velocity at air-sea interface, 473 
wind speed limitations, 477 

Surface waves, see also Breaking waves; 
Stokes wave 

action density, 804 
age equation, 796 
dissipation 

breaking of waves, 581 
capillary wave generation in dissipation, 

580-581 
energy loss per wave cycle, 581-582 
energy transfer processes, 583 
fractional decay rate of amplitude, 580 
shallow water waves, 582 

generation of wind waves, see also WAM 
energy input quantification, 568 
fractional growh rate equations, 569-571 
Jeffreys model, 566, 569-570 
Miles mechanism, 566-569, 571-573 
phase shift, 568 
Phillips model, 566, 568, 571 
pressure-wave slope covariance, 568 

group velocity, 803 
kinetic energy, 582 
phase velocity of wave train, 803 
Phillips' law, 513 
potential theory 

action density, 521 
assumptions, 524-525 
BernouUi equation, 515 
boundary conditions, 514-515 
boundary layers, 523, 525 
capiUary waves, 519-520 

deep water waves, 518-519 
dispersion relationship, 517-518 
gravity waves, 520 
kinematic pressure, 521 
momentum equation for inviscid poten-

tial flow, 515 
momentum per unit area, 520-521 
oil effects, 523-524 
orbital velocities, 521-522 
perturbation expansions, 516-517 
pressure at free surface, 516 
Reynold's number, 514 
scale, 513 
shallow water waves, 518 
Stokes drift, 522-524 
thickness of oscillating boundary layers, 

513-514 
velocity potential, 514 

propagation 
action density conservation, 585-586 
amplitude for incipient breaking, 589 
Bernoulli equation, 588-589 
current interactions, 586-587 
long distance propagation, 584 
measurement, 584 
radiation stresses, 586 
ray path, 585 
short gravity waves on long waves, 

587-590 
tsunamis, 584 

ray trajectories, 804 
references for research, 511 
resonant interactions 

action density, 534, 537-539 
capillary waves, 533-536 
gravity waves, 536-540 
growth rates, 537-538, 540 
higher order interactions, 532-537 
nonlinear terms, 531-532 
oscillator amplitude, 529 
propagation equations, 530 
solutions at resonance, 529 
Stokes wave instability, 540-541 
subharmonic parameter instability, 

535-536 
timescale for energy exchange, 533, 

539-540 
wind-wave spectrum, 546-548 

salient characteristics, 512-513 
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Surface waves (continued) 
satellite measurements, 609-613 
similarity theory for wind wave growth 

data sets for analysis, 562, 564 
energy density, 561 
fetch-limited waves, 561 
frequency spectrum, 561-562 
friction velocity, 563 
Kitaigorodskii's similarity scaling laws, 

565 
peak frequency, 561 
spectral density overshoot, 565 
wind speed parameter, 561-563 

symbols in equations, 613-614 
wind-wave spectrum, see Wind-wave 

spectrum 

Taylor microscale, turbulence, 18-19, 794 
TBI, see Thermobaric instability 
Temperature of maximum density, freshwa-

ter, 739, 741, 751, 787 
Temperature variance, approximation, 51-52 
Thermobaric instability 

Crater Lake, 761-763, 767 
Lake Baikal, 770 
mixing in lakes, 752-753, 761-763 

Thorpe scale, 23, 794-795 
Toba constant, 551, 556-557, 781 
Toba's empirical spectrum, 551-552, 557, 559 
Tsunami, 584 
Turbulence 

autocorrelation function, 15 
characteristics 

anisotropy, 5 
diffusivity, 3 
dissipation, 3-4 
memory loss, 5-6 
nonlinearity, 4-5 
randomness, 2 
spectrum, 5 
three-dimensionality, 3 
vorticity, 3 

closure, 54-64, 70-71 
description in spectral space, 64-74 
governing equations 

first moments, 57 
overview, 39-53 
second moments, 54-55, 61-63 

spectral space, 67-74 
third moments, 56-57 

joint probability density function, 12-14 
Kolmogoroff postulates, 29-34 
mean kinetic energy, 46-48 
mean shear, 20 
moments, 14 
one-equation model, 58-59 
origins, 6-8 
overview, 1-2 
probability density function, 9-12, 14 
relationships between scales, 19-20 
scales, see specific scales 
simulation, see Direct numerical simula-

tion; Large eddy simulation; Renor-
malization group analysis 

symbols in equations, 108-111 
turbulence kinetic energy, 10, 14, 17-18, 

21, 45-50, 52, 55, 58, 62-63 
two-equation K-e models, 59-61, 63-64 
types, 8 
von Karman logarithmic law of the wall, 

35-39 
wavelet transforms, 74, 76 

Turbulence activity, 802 
Turbulence shear number, 801 
Turner angle 

calculation, 802 
double-diffusive processes, 708-709 

U 

Universal constants, appendix, 778-779 

von Karman constant 
universality, 32, 34-36, 301-302 
value, 781 

von Karman logarithmic law of the wall 
derivation, 35-37 
geostrophic drag law validity, 298 
inner law, 36 
oceanic mixed layer modeling, 193 
outer law, 36, 38-39 

Vorticity 
derivation, 42 

W 

Wall turbulence, simulation, 8 
WAM 

Charnock constant, 573, 575, 578-580 
coastal wave spectrum, 579 
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development of model, 571, 593, 596 
drag coefficient, 573-574, 577, 579 
laboratory versus field waves, 576-577 
Miles mechanism and source term for 

waves, 571-572 
neutral stratification profile, 573 
power law, 577 
prediction of wind waves 

conservation equation for density of 
two-dimensional frequency spec-
trum, 596-597 

fetch-limited wave growth, 598 
hurricane Camille, 598 
source functions, 597 
Surface Wave Dynamics Experiment, 

598-600 
swell underestimation, 600 
wave heights, 600-603 

roughness length effects, 575-577 
satellite data assimilation, 612 
small scale turbulence modeling, 574 
wave age dependence of roughness, 

577-580 
wave growth rate, 572-573 
wind effects, 574-575 

Water vapor 
exchange coefficient, see Bulk exchange 

coefficients 
ideal gas treatment, 790 
mass equation, 790-791 
relative humidity calculation, 792 
saturation vapor pressure, 792 

Wave-induced, oscillary boundary layer 
benthic boundary layer, 188-191 
planetary boundary layer coexistence, 188, 

190-191 
thickness, 189 
velocity profile, 189-190 

Wavelet transform, overview, 76 
Wave phase speed, 796 
WBL, see Wave-induced, oscillary boundary 

layer 

Wedderburn number, 738, 802 
Wet bulb temperature, relation to air tem-

perature, 792 
Wind-wave spectrum 

action spectral density, 545-5465 
covariance and Fourier transform, 542 
energy density, 558 
energy flux from breaking waves, 558-559 
energy transfer in spectral space, 546-549 
equilibrium range beyond spectral peak, 

552 
frequency spectrum, 543-544, 549-550, 

555, 559 
Kitaigorodskii's hypothesis, 553, 556 
mean-square slope relationship to slope 

spectrum, 544-545 
momentum flux, 559 
Phillips' law, 549-550, 556 
Phillips saturation range, 553-557, 559 
power laws, 549-552, 556 
prediction of wind waves 

first-generation models, 590-592 
importance, 590 
JONSWAP spectrum, 591-592 
Pierson-Moskowitz form spectrum, 

590-591 
second-generation models, 592-593, 596 
third-generation model, see WAM 

resonant interactions, 546-548 
short wind waves, 560 
slope spectrum, 544-545, 555 
Toba's empirical spectrum, 551-552, 557, 

559 
transitional frequency, 556 
wavenumber spectrum, 542-544, 554-555, 

559-560 
Wronskian, wave growth rate determination, 

572 
WT, see Wavelet transform 
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