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INTRODUCTION

Two Kinds of Error

Imagine that four teams of friends have gone to a shooting
arcade. Each team consists of five people; they share one rifle,
and each person fires one shot. Figure 1 shows their results.

In an ideal world, every shot would hit the bull’s-eye.

FIGURE 1: Four teams

That is nearly the case for Team A. The team’s shots are
tightly clustered around the bull’s-eye, close to a perfect
pattern.

We call Team B biased because its shots are systematically
off target. As the figure illustrates, the consistency of the bias
supports a prediction. If one of the team’s members were to
take another shot, we would bet on its landing in the same area
as the first five. The consistency of the bias also invites a



causal explanation: perhaps the gunsight on the team’s rifle
was bent.

We call Team C noisy because its shots are widely scattered.
There is no obvious bias, because the impacts are roughly
centered on the bull’s-eye. If one of the team’s members took
another shot, we would know very little about where it is
likely to hit. Furthermore, no interesting hypothesis comes to
mind to explain the results of Team C. We know that its
members are poor shots. We do not know why they are so
noisy.

Team D is both biased and noisy. Like Team B, its shots are
systematically off target; like Team C, its shots are widely
scattered.

But this is not a book about target shooting. Our topic is
human error. Bias and noise—systematic deviation and
random scatter—are different components of error. The targets
illustrate the difference.

The shooting range is a metaphor for what can go wrong in
human judgment, especially in the diverse decisions that
people make on behalf of organizations. In these situations, we
will find the two types of error illustrated in figure 1. Some
judgments are biased; they are systematically off target. Other
judgments are noisy, as people who are expected to agree end
up at very different points around the target. Many
organizations, unfortunately, are afflicted by both bias and
noise.

Figure 2 illustrates an important difference between bias and
noise. It shows what you would see at the shooting range if
you were shown only the backs of the targets at which the
teams were shooting, without any indication of the bull’s-eye
they were aiming at.

From the back of the target, you cannot tell whether Team A
or Team B is closer to the bull’s-eye. But you can tell at a
glance that Teams C and D are noisy and that Teams A and B
are not. Indeed, you know just as much about scatter as you
did in figure 1. A general property of noise is that you can



recognize and measure it while knowing nothing about the
target or bias.

FIGURE 2: Looking at the back of the target

The general property of noise just mentioned is essential for
our purposes in this book, because many of our conclusions
are drawn from judgments whose true answer is unknown or
even unknowable. When physicians offer different diagnoses
for the same patient, we can study their disagreement without
knowing what ails the patient. When film executives estimate
the market for a movie, we can study the variability of their
answers without knowing how much the film eventually made
or even if it was produced at all. We don’t need to know who
is right to measure how much the judgments of the same case
vary. All we have to do to measure noise is look at the back of
the target.

To understand error in judgment, we must understand both
bias and noise. Sometimes, as we will see, noise is the more
important problem. But in public conversations about human
error and in organizations all over the world, noise is rarely
recognized. Bias is the star of the show. Noise is a bit player,
usually offstage. The topic of bias has been discussed in
thousands of scientific articles and dozens of popular books,
few of which even mention the issue of noise. This book is our
attempt to redress the balance.



In real-world decisions, the amount of noise is often
scandalously high. Here are a few examples of the alarming
amount of noise in situations in which accuracy matters:

Medicine is noisy. Faced with the same patient, different doctors make
different judgments about whether patients have skin cancer, breast cancer,
heart disease, tuberculosis, pneumonia, depression, and a host of other
conditions. Noise is especially high in psychiatry, where subjective judgment
is obviously important. However, considerable noise is also found in areas
where it might not be expected, such as in the reading of X-rays.

Child custody decisions are noisy. Case managers in child protection
agencies must assess whether children are at risk of abuse and, if so, whether
to place them in foster care. The system is noisy, given that some managers
are much more likely than others to send a child to foster care. Years later,
more of the unlucky children who have been assigned to foster care by these
heavy-handed managers have poor life outcomes: higher delinquency rates,
higher teen birth rates, and lower earnings.

Forecasts are noisy. Professional forecasters offer highly variable predictions
about likely sales of a new product, likely growth in the unemployment rate,
the likelihood of bankruptcy for troubled companies, and just about
everything else. Not only do they disagree with each other, but they also
disagree with themselves. For example, when the same software developers
were asked on two separate days to estimate the completion time for the
same task, the hours they projected differed by 71%, on average.

Asylum decisions are noisy. Whether an asylum seeker will be admitted into
the United States depends on something like a lottery. A study of cases that
were randomly allotted to different judges found that one judge admitted 5%
of applicants, while another admitted 88%. The title of the study says it all:
“Refugee Roulette.” (We are going to see a lot of roulette.)

Personnel decisions are noisy. Interviewers of job candidates make widely
different assessments of the same people. Performance ratings of the same
employees are also highly variable and depend more on the person doing the
assessment than on the performance being assessed.

Bail decisions are noisy. Whether an accused person will be granted bail or
instead sent to jail pending trial depends partly on the identity of the judge
who ends up hearing the case. Some judges are far more lenient than others.
Judges also differ markedly in their assessment of which defendants present
the highest risk of flight or reoffending.

Forensic science is noisy. We have been trained to think of fingerprint
identification as infallible. But fingerprint examiners sometimes differ in
deciding whether a print found at a crime scene matches that of a suspect.
Not only do experts disagree, but the same experts sometimes make
inconsistent decisions when presented with the same print on different
occasions. Similar variability has been documented in other forensic science
disciplines, even DNA analysis.

Decisions to grant patents are noisy. The authors of a leading study on patent
applications emphasize the noise involved: “Whether the patent office grants
or rejects a patent is significantly related to the happenstance of which



examiner is assigned the application.” This variability is obviously
troublesome from the standpoint of equity.

All these noisy situations are the tip of a large iceberg.
Wherever you look at human judgments, you are likely to find
noise. To improve the quality of our judgments, we need to
overcome noise as well as bias.

This book comes in six parts. In part 1, we explore the
difference between noise and bias, and we show that both
public and private organizations can be noisy, sometimes
shockingly so. To appreciate the problem, we begin with
judgments in two areas. The first involves criminal sentencing
(and hence the public sector). The second involves insurance
(and hence the private sector). At first glance, the two areas
could not be more different. But with respect to noise, they
have much in common. To establish that point, we introduce
the idea of a noise audit, designed to measure how much
disagreement there is among professionals considering the
same cases within an organization.

In part 2, we investigate the nature of human judgment and
explore how to measure accuracy and error. Judgments are
susceptible to both bias and noise. We describe a striking
equivalence in the roles of the two types of error. Occasion
noise is the variability in judgments of the same case by the
same person or group on different occasions. A surprising
amount of occasion noise arises in group discussion because of
seemingly irrelevant factors, such as who speaks first.

Part 3 takes a deeper look at one type of judgment that has
been researched extensively: predictive judgment. We explore
the key advantage of rules, formulas, and algorithms over
humans when it comes to making predictions: contrary to
popular belief, it is not so much the superior insight of rules
but their noiselessness. We discuss the ultimate limit on the
quality of predictive judgment—objective ignorance of the
future—and how it conspires with noise to limit the quality of
prediction. Finally, we address a question that you will almost
certainly have asked yourself by then: if noise is so ubiquitous,
then why had you not noticed it before?



Part 4 turns to human psychology. We explain the central
causes of noise. These include interpersonal differences arising
from a variety of factors, including personality and cognitive
style; idiosyncratic variations in the weighting of different
considerations; and the different uses that people make of the
very same scales. We explore why people are oblivious to
noise and are frequently unsurprised by events and judgments
they could not possibly have predicted.

Part 5 explores the practical question of how you can
improve your judgments and prevent error. (Readers who are
primarily interested in practical applications of noise reduction
might skip the discussion of the challenges of prediction and
of the psychology of judgment in parts 3 and 4 and move
directly to this part.) We investigate efforts to tackle noise in
medicine, business, education, government, and elsewhere. We
introduce several noise-reduction techniques that we collect
under the label of decision hygiene. We present five case
studies of domains in which there is much documented noise
and in which people have made sustained efforts to reduce it,
with instructively varying degrees of success. The case studies
include unreliable medical diagnoses, performance ratings,
forensic science, hiring decisions, and forecasting in general.
We conclude by offering a system we call the mediating
assessments protocol: a general-purpose approach to the
evaluation of options that incorporates several key practices of
decision hygiene and aims to produce less noisy and more
reliable judgments.

What is the right level of noise? Part 6 turns to this question.
Perhaps counterintuitively, the right level is not zero. In some
areas, it just isn’t feasible to eliminate noise. In other areas, it
is too expensive to do so. In still other areas, efforts to reduce
noise would compromise important competing values. For
example, efforts to eliminate noise could undermine morale
and give people a sense that they are being treated like cogs in
a machine. When algorithms are part of the answer, they raise
an assortment of objections; we address some of them here.
Still, the current level of noise is unacceptable. We urge both
private and public organizations to conduct noise audits and to
undertake, with unprecedented seriousness, stronger efforts to



reduce noise. Should they do so, organizations could reduce
widespread unfairness—and reduce costs in many areas.

With that aspiration in mind, we end each chapter with a
few brief propositions in the form of quotations. You can use
these statements as they are or adapt them for any issues that
matter to you, whether they involve health, safety, education,
money, employment, entertainment, or something else.
Understanding the problem of noise, and trying to solve it, is a
work in progress and a collective endeavor. All of us have
opportunities to contribute to this work. This book is written in
the hope that we can seize those opportunities.



PART I

Finding Noise

It is not acceptable for similar people, convicted of the same
offense, to end up with dramatically different sentences—say,
five years in jail for one and probation for another. And yet in
many places, something like that happens. To be sure, the
criminal justice system is pervaded by bias as well. But our
focus in chapter 1 is on noise—and in particular, on what
happened when a famous judge drew attention to it, found it
scandalous, and launched a crusade that in a sense changed the
world (but not enough). Our tale involves the United States,
but we are confident that similar stories can be (and will be)
told about many other nations. In some of those nations, the
problem of noise is likely to be even worse than it is in the
United States. We use the example of sentencing in part to
show that noise can produce great unfairness.

Criminal sentencing has especially high drama, but we are
also concerned with the private sector, where the stakes can be
large, too. To illustrate the point, we turn in chapter 2 to a
large insurance company. There, underwriters have the task of
setting insurance premiums for potential clients, and claims
adjusters must judge the value of claims. You might predict
that these tasks would be simple and mechanical and that
different professionals would come up with roughly the same
amounts. We conducted a carefully designed experiment—a
noise audit—to test that prediction. The results surprised us,
but more importantly they astonished and dismayed the
company’s leadership. As we learned, the sheer volume of
noise is costing the company a great deal of money. We use



this example to show that noise can produce large economic
losses.

Both of these examples involve studies of a large number of
people making a large number of judgments. But many
important judgments are singular rather than repeated: how to
handle an apparently unique business opportunity, whether to
launch a whole new product, how to deal with a pandemic,
whether to hire someone who just doesn’t meet the standard
profile. Can noise be found in decisions about unique
situations like these? It is tempting to think that it is absent
there. After all, noise is unwanted variability, and how can you
have variability with singular decisions? In chapter 3, we try to
answer this question. The judgment that you make, even in a
seemingly unique situation, is one in a cloud of possibilities.
You will find a lot of noise there as well.

The theme that emerges from these three chapters can be
summarized in one sentence, which will be a key theme of this
book: wherever there is judgment, there is noise—and more of
it than you think. Let’s start to find out how much.



CHAPTER 1

Crime and Noisy Punishment

Suppose that someone has been convicted of a crime—
shoplifting, possession of heroin, assault, or armed robbery.
What is the sentence likely to be?

The answer should not depend on the particular judge to
whom the case happens to be assigned, on whether it is hot or
cold outside, or on whether a local sports team won the day
before. It would be outrageous if three similar people,
convicted of the same crime, received radically different
penalties: probation for one, two years in jail for another, and
ten years in jail for another. And yet that outrage can be found
in many nations—not only in the distant past but also today.

All over the world, judges have long had a great deal of
discretion in deciding on appropriate sentences. In many
nations, experts have celebrated this discretion and have seen
it as both just and humane. They have insisted that criminal
sentences should be based on a host of factors involving not
only the crime but also the defendant’s character and
circumstances. Individualized tailoring was the order of the
day. If judges were constrained by rules, criminals would be
treated in a dehumanized way; they would not be seen as
unique individuals entitled to draw attention to the details of
their situation. The very idea of due process of law seemed, to
many, to call for openended judicial discretion.

In the 1970s, the universal enthusiasm for judicial discretion
started to collapse for one simple reason: startling evidence of
noise. In 1973, a famous judge, Marvin Frankel, drew public
attention to the problem. Before he became a judge, Frankel



was a defender of freedom of speech and a passionate human
rights advocate who helped found the Lawyers’ Committee for
Human Rights (an organization now known as Human Rights
First).

Frankel could be fierce. And with respect to noise in the
criminal justice system, he was outraged. Here is how he
describes his motivation:

If a federal bank robbery defendant was convicted, he or she could receive a
maximum of 25 years. That meant anything from 0 to 25 years. And where the
number was set, I soon realized, depended less on the case or the individual
defendant than on the individual judge, i.e., on the views, predilections, and
biases of the judge. So the same defendant in the same case could get widely
different sentences depending on which judge got the case.

Frankel did not provide any kind of statistical analysis to
support his argument. But he did offer a series of powerful
anecdotes, showing unjustified disparities in the treatment of
similar people. Two men, neither of whom had a criminal
record, were convicted for cashing counterfeit checks in the
amounts of $58.40 and $35.20, respectively. The first man was
sentenced to fifteen years, the second to 30 days. For
embezzlement actions that were similar to one another, one
man was sentenced to 117 days in prison, while another was
sentenced to 20 years. Pointing to numerous cases of this kind,
Frankel deplored what he called the “almost wholly unchecked
and sweeping powers” of federal judges, resulting in “arbitrary
cruelties perpetrated daily,” which he deemed unacceptable in
a “government of laws, not of men.”

Frankel called on Congress to end this “discrimination,” as
he described those arbitrary cruelties. By that term, he mainly
meant noise, in the form of inexplicable variations in
sentencing. But he was also concerned about bias, in the form
of racial and socioeconomic disparities. To combat both noise
and bias, he urged that differences in treatment of criminal
defendants should not be allowed unless the differences could
be “justified by relevant tests capable of formulation and
application with sufficient objectivity to ensure that the results
will be more than the idiosyncratic ukases of particular
officials, justices, or others.” (The term idiosyncratic ukases is
a bit esoteric; by it, Frankel meant personal edicts.) Much
more than that, Frankel argued for a reduction in noise through



a “detailed profile or checklist of factors that would include,
wherever possible, some form of numerical or other objective
grading.”

Writing in the early 1970s, he did not go quite so far as to
defend what he called “displacement of people by machines.”
But startlingly, he came close. He believed that “the rule of
law calls for a body of impersonal rules, applicable across the
board, binding on judges as well as everyone else.” He
explicitly argued for the use of “computers as an aid toward
orderly thought in sentencing.” He also recommended the
creation of a commission on sentencing.

Frankel’s book became one of the most influential in the
entire history of criminal law—not only in the United States
but also throughout the world. His work did suffer from a
degree of informality. It was devastating but impressionistic.
To test for the reality of noise, several people immediately
followed up by exploring the level of noise in criminal
sentencing.

An early large-scale study of this kind, chaired by Judge
Frankel himself, took place in 1974. Fifty judges from various
districts were asked to set sentences for defendants in
hypothetical cases summarized in identical pre-sentence
reports. The basic finding was that “absence of consensus was
the norm” and that the variations across punishments were
“astounding.” A heroin dealer could be incarcerated for one to
ten years, depending on the judge. Punishments for a bank
robber ranged from five to eighteen years in prison. The study
found that in an extortion case, sentences varied from a
whopping twenty years imprisonment and a $65,000 fine to a
mere three years imprisonment and no fine. Most startling of
all, in sixteen of twenty cases, there was no unanimity on
whether any incarceration was appropriate.

This study was followed by a series of others, all of which
found similarly shocking levels of noise. In 1977, for example,
William Austin and Thomas Williams conducted a survey of
forty-seven judges, asking them to respond to the same five
cases, each involving low-level offenses. All the descriptions
of the cases included summaries of the information used by



judges in actual sentencing, such as the charge, the testimony,
the previous criminal record (if any), social background, and
evidence relating to character. The key finding was
“substantial disparity.” In a case involving burglary, for
example, the recommended sentences ranged from five years
in prison to a mere thirty days (alongside a fine of $100). In a
case involving possession of marijuana, some judges
recommended prison terms; others recommended probation.

A much larger study, conducted in 1981, involved 208
federal judges who were exposed to the same sixteen
hypothetical cases. Its central findings were stunning:

In only 3 of the 16 cases was there a unanimous agreement to impose a prison
term. Even where most judges agreed that a prison term was appropriate,
there was a substantial variation in the lengths of prison terms recommended.
In one fraud case in which the mean prison term was 8.5 years, the longest
term was life in prison. In another case the mean prison term was 1.1 years,
yet the longest prison term recommended was 15 years.

As revealing as they are, these studies, which involve tightly
controlled experiments, almost certainly understate the
magnitude of noise in the real world of criminal justice. Real-
life judges are exposed to far more information than what the
study participants received in the carefully specified vignettes
of these experiments. Some of this additional information is
relevant, of course, but there is also ample evidence that
irrelevant information, in the form of small and seemingly
random factors, can produce major differences in outcomes.
For example, judges have been found more likely to grant
parole at the beginning of the day or after a food break than
immediately before such a break. If judges are hungry, they
are tougher.

A study of thousands of juvenile court decisions found that
when the local football team loses a game on the weekend, the
judges make harsher decisions on the Monday (and, to a lesser
extent, for the rest of the week). Black defendants
disproportionately bear the brunt of that increased harshness.
A different study looked at 1.5 million judicial decisions over
three decades and similarly found that judges are more severe
on days that follow a loss by the local city’s football team than
they are on days that follow a win.



A study of six million decisions made by judges in France
over twelve years found that defendants are given more
leniency on their birthday. (The defendant’s birthday, that is;
we suspect that judges might be more lenient on their own
birthdays as well, but as far as we know, that hypothesis has
not been tested.) Even something as irrelevant as outside
temperature can influence judges. A review of 207,000
immigration court decisions over four years found a
significant effect of daily temperature variations: when it is hot
outside, people are less likely to get asylum. If you are
suffering political persecution in your home country and want
asylum elsewhere, you should hope and maybe even pray that
your hearing falls on a cool day.

Reducing Noise in Sentencing
In the 1970s, Frankel’s arguments, and the empirical findings
supporting them, came to the attention of Edward M.
Kennedy, brother of the slain president John F. Kennedy, and
one of the most influential members of the US Senate.
Kennedy was shocked and appalled. As early as 1975, he
introduced sentencing reform legislation; it didn’t go
anywhere. But Kennedy was relentless. Pointing to the
evidence, he continued to press for the enactment of that
legislation, year after year. In 1984, he succeeded. Responding
to the evidence of unjustified variability, Congress enacted the
Sentencing Reform Act of 1984.

The new law was intended to reduce noise in the system by
reducing “the unfettered discretion the law confers on those
judges and parole authorities responsible for imposing and
implementing the sentences.” In particular, members of
Congress referred to “unjustifiably wide” sentencing disparity,
specifically citing findings that in the New York area,
punishments for identical actual cases could range from three
years to twenty years of imprisonment. Just as Judge Frankel
had recommended, the law created the US Sentencing
Commission, whose principal job was clear: to issue
sentencing guidelines that were meant to be mandatory and
that would establish a restricted range for criminal sentences.



In the following year, the commission established those
guidelines, which were generally based on average sentences
for similar crimes in an analysis of ten thousand actual cases.
Supreme Court Justice Stephen Breyer, who was heavily
involved in the process, defended the use of past practice by
pointing to the intractable disagreement within the
commission: “Why didn’t the Commission sit down and really
go and rationalize this thing and not just take history? The
short answer to that is: we couldn’t. We couldn’t because there
are such good arguments all over the place pointing in
opposite directions … Try listing all the crimes that there are
in rank order of punishable merit … Then collect results from
your friends and see if they all match. I will tell you they
won’t.”

Under the guidelines, judges have to consider two factors to
establish sentences: the crime and the defendant’s criminal
history. Crimes are assigned one of forty-three “offense
levels,” depending on their seriousness. The defendant’s
criminal history refers principally to the number and severity
of a defendant’s previous convictions. Once the crime and the
criminal history are put together, the guidelines offer a
relatively narrow range of sentencing, with the top of the range
authorized to exceed the bottom by the greater of six months
or 25%. Judges are permitted to depart from the range
altogether by reference to what they see as aggravating or
mitigating circumstances, but departures must be justified to
an appellate court.

Even though the guidelines are mandatory, they are not
entirely rigid. They do not go nearly as far as Judge Frankel
wanted. They offer judges significant room to maneuver.
Nonetheless, several studies, using a variety of methods and
focused on a range of historical periods, reach the same
conclusion: the guidelines cut the noise. More technically, they
“reduced the net variation in sentence attributable to the
happenstance of the identity of the sentencing judge.”

The most elaborate study came from the commission itself.
It compared sentences in bank robbery, cocaine distribution,
heroin distribution, and bank embezzlement cases in 1985
(before the guidelines went into effect) with the sentences



imposed between January 19, 1989, and September 30, 1990.
Offenders were matched with respect to the factors deemed
relevant to sentencing under the guidelines. For every offense,
variations across judges were much smaller in the later period,
after the Sentencing Reform Act had been implemented.

According to another study, the expected difference in
sentence length between judges was 17%, or 4.9 months, in
1986 and 1987. That number fell to 11%, or 3.9 months,
between 1988 and 1993. An independent study covering
different periods found similar success in reducing interjudge
disparities, which were defined as the differences in average
sentences among judges with similar caseloads.

Despite these findings, the guidelines ran into a firestorm of
criticism. Some people, including many judges, thought that
some sentences were too severe—a point about bias, not noise.
For our purposes, a much more interesting objection, which
came from numerous judges, was that guidelines were deeply
unfair because they prohibited judges from taking adequate
account of the particulars of the case. The price of reducing
noise was to make decisions unacceptably mechanical. Yale
law professor Kate Stith and federal judge José Cabranes
wrote that “the need is not for blindness, but for insight, for
equity,” which “can only occur in a judgment that takes
account of the complexities of the individual case.”

This objection led to vigorous challenges to the guidelines,
some of them based on law, others based on policy. Those
challenges failed until, for technical reasons entirely unrelated
to the debate summarized here, the Supreme Court struck the
guidelines down in 2005. As a result of the court’s ruling, the
guidelines became merely advisory. Notably, most federal
judges were much happier after the Supreme Court decision.
Seventy-five percent preferred the advisory regime, whereas
just 3% thought the mandatory regime was better.

What have been the effects of changing the guidelines from
mandatory to advisory? Harvard law professor Crystal Yang
investigated this question, not with an experiment or a survey
but with a massive data set of actual sentences, involving
nearly four hundred thousand criminal defendants. Her central



finding is that by multiple measures, interjudge disparities
increased significantly after 2005. When the guidelines were
mandatory, defendants who had been sentenced by a relatively
harsh judge were sentenced to 2.8 months longer than if they
had been sentenced by an average judge. When the guidelines
became merely advisory, the disparity was doubled. Sounding
much like Judge Frankel from forty years before, Yang writes
that her “findings raise large equity concerns because the
identity of the assigned sentencing judge contributes
significantly to the disparate treatment of similar offenders
convicted of similar crimes.”

After the guidelines became advisory, judges became more
likely to base their sentencing decisions on their personal
values. Mandatory guidelines reduce bias as well as noise.
After the Supreme Court’s decision, there was a significant
increase in the disparity between the sentences of African
American defendants and white people convicted of the same
crimes. At the same time, female judges became more likely
than male judges were to exercise their increased discretion in
favor of leniency. The same is true of judges appointed by
Democratic presidents.

Three years after Frankel’s death in 2002, striking down the
mandatory guidelines produced a return to something more
like his nightmare: law without order.

The story of Judge Frankel’s fight for sentencing guidelines
offers a glimpse of several of the key points we will cover in
this book. First, judgment is difficult because the world is a
complicated, uncertain place. This complexity is obvious in
the judiciary and holds in most other situations requiring
professional judgment. Broadly, these situations include
judgments made by doctors, nurses, lawyers, engineers,
teachers, architects, Hollywood executives, members of hiring
committees, book publishers, corporate executives of all kinds,
and managers of sports teams. Disagreement is unavoidable
wherever judgment is involved.

Second, the extent of these disagreements is much greater
than we expect. While few people object to the principle of



judicial discretion, almost everyone disapproves of the
magnitude of the disparities it produces. System noise, that is,
unwanted variability in judgments that should ideally be
identical, can create rampant injustice, high economic costs,
and errors of many kinds.

Third, noise can be reduced. The approach advocated by
Frankel and implemented by the US Sentencing Commission
—rules and guidelines—is one of several approaches that
successfully reduce noise. Other approaches are better suited
to other types of judgment. Some methods adopted to reduce
noise can simultaneously reduce bias as well.

Fourth, efforts at noise reduction often raise objections and
run into serious difficulties. These issues must be addressed,
too, or the fight against noise will fail.

Speaking of Noise in Sentencing

“Experiments show large disparities among judges in the
sentences they recommend for identical cases. This
variability cannot be fair. A defendant’s sentence should not
depend on which judge the case happens to be assigned to.”

“Criminal sentences should not depend on the judge’s mood
during the hearing, or on the outside temperature.”

“Guidelines are one way to address this issue. But many
people don’t like them, because they limit judicial
discretion, which might be necessary to ensure fairness and
accuracy. After all, each case is unique, isn’t it?”



CHAPTER 2

A Noisy System

Our initial encounter with noise, and what first triggered our
interest in the topic, was not nearly so dramatic as a brush with
the criminal justice system. Actually, the encounter was a kind
of accident, involving an insurance company that had engaged
the consulting firm with which two of us were affiliated.

Of course, the topic of insurance is not everyone’s cup of
tea. But our findings show the magnitude of the problem of
noise in a forprofit organization that stands to lose a lot from
noisy decisions. Our experience with the insurance company
helps explain why the problem is so often unseen and what
might be done about it.

The insurance company’s executives were weighing the
potential value of an effort to increase consistency—to reduce
noise—in the judgments of people who made significant
financial decisions on the firm’s behalf. Everyone agreed that
consistency is desirable. Everyone also agreed that these
judgments could never be entirely consistent, because they are
informal and partly subjective. Some noise is inevitable.

Disagreement emerged when it came to its magnitude. The
executives doubted that noise could be a substantial problem
for their company. Much to their credit, however, they agreed
to settle the question by a kind of simple experiment that we
will call a noise audit. The result surprised them. It also turned
out to be a perfect illustration of the problem of noise.

A Lottery That Creates Noise



Many professionals in any large company are authorized to
make judgments that bind the company. For example, this
insurance company employs numerous underwriters who
quote premiums for financial risks, such as insuring a bank
against losses due to fraud or rogue trading. It also employs
many claims adjusters who forecast the cost of future claims
and also negotiate with claimants if disputes arise.

Every large branch of the company has several qualified
underwriters. When a quote is requested, anyone who happens
to be available may be assigned to prepare it. In effect, the
particular underwriter who will determine a quote is selected
by a lottery.

The exact value of the quote has significant consequences
for the company. A high premium is advantageous if the quote
is accepted, but such a premium risks losing the business to a
competitor. A low premium is more likely to be accepted, but
it is less advantageous to the company. For any risk, there is a
Goldilocks price that is just right—neither too high nor too
low—and there is a good chance that the average judgment of
a large group of professionals is not too far from this
Goldilocks number. Prices that are higher or lower than this
number are costly—this is how the variability of noisy
judgments hurts the bottom line.

The job of claims adjusters also affects the finances of the
company. For example, suppose that a claim is submitted on
behalf of a worker (the claimant) who permanently lost the use
of his right hand in an industrial accident. An adjuster is
assigned to the claim—just as the underwriter was assigned,
because she happens to be available. The adjuster gathers the
facts of the case and provides an estimate of its ultimate cost
to the company. The same adjuster then takes charge of
negotiating with the claimant’s representative to ensure that
the claimant receives the benefits promised in the policy while
also protecting the company from making excessive payments.

The early estimate matters because it sets an implicit goal
for the adjuster in future negotiations with the claimant. The
insurance company is also legally obligated to reserve the
predicted cost of each claim (i.e., to have enough cash to be



able to pay it). Here again, there is a Goldilocks value from the
perspective of the company. A settlement is not guaranteed, as
there is an attorney for the claimant on the other side, who
may choose to go to court if the offer is miserly. On the other
hand, an overly generous reserve may allow the adjuster too
much latitude to agree to frivolous demands. The adjuster’s
judgment is consequential for the company—and even more
consequential for the claimant.

We use the word lottery to emphasize the role of chance in
the selection of one underwriter or adjuster. In the normal
operation of the company, a single professional is assigned to a
case, and no one can ever know what would have happened if
another colleague had been selected instead.

Lotteries have their place, and they need not be unjust.
Acceptable lotteries are used to allocate “goods,” like courses
in some universities, or “bads,” like the draft in the military.
They serve a purpose. But the judgment lotteries we talk about
allocate nothing. They just produce uncertainty. Imagine an
insurance company whose underwriters are noiseless and set
the optimal premium, but a chance device then intervenes to
modify the quote that the client actually sees. Evidently, there
would be no justification for such a lottery. Neither is there
any justification for a system in which the outcome depends
on the identity of the person randomly chosen to make a
professional judgment.

Noise Audits Reveal System Noise
The lottery that picks a particular judge to establish a criminal
sentence or a single shooter to represent a team creates
variability, but this variability remains unseen. A noise audit—
like the one conducted on federal judges with respect to
sentencing—is a way to reveal noise. In such an audit, the
same case is evaluated by many individuals, and the variability
of their responses is made visible.

The judgments of underwriters and claims adjusters lend
themselves especially well to this exercise because their
decisions are based on written information. To prepare for the



noise audit, executives of the company constructed detailed
descriptions of five representative cases for each group
(underwriters and adjusters). Employees were asked to
evaluate two or three cases each, working independently. They
were not told that the purpose of the study was to examine the
variability of their judgments.

Before reading on, you may want to think of your own
answer to the following questions: In a well-run insurance
company, if you randomly selected two qualified underwriters
or claims adjusters, how different would you expect their
estimates for the same case to be? Specifically, what would be
the difference between the two estimates, as a percentage of
their average?

We asked numerous executives in the company for their
answers, and in subsequent years, we have obtained estimates
from a wide variety of people in different professions.
Surprisingly, one answer is clearly more popular than all
others. Most executives of the insurance company guessed
10% or less. When we asked 828 CEOs and senior executives
from a variety of industries how much variation they expected
to find in similar expert judgments, 10% was also the median
answer and the most frequent one (the second most popular
was 15%). A 10% difference would mean, for instance, that
one of the two underwriters set a premium of $9,500 while the
other quoted $10,500. Not a negligible difference, but one that
an organization can be expected to tolerate.

Our noise audit found much greater differences. By our
measure, the median difference in underwriting was 55%,
about five times as large as was expected by most people,
including the company’s executives. This result means, for
instance, that when one underwriter sets a premium at $9,500,
the other does not set it at $10,500—but instead quotes
$16,700. For claims adjusters, the median ratio was 43%. We
stress that these results are medians: in half the pairs of cases,
the difference between the two judgments was even larger.

The executives to whom we reported the results of the noise
audit were quick to realize that the sheer volume of noise
presented an expensive problem. One senior executive



estimated that the company’s annual cost of noise in
underwriting—counting both the loss of business from
excessive quotes and the losses incurred on underpriced
contracts—was in the hundreds of millions of dollars.

No one could say precisely how much error (or how much
bias) there was, because no one could know for sure the
Goldilocks value for each case. But no one needed to see the
bull’s-eye to measure the scatter on the back of the target and
to realize that the variability was a problem. The data showed
that the price a customer is asked to pay depends to an
uncomfortable extent on the lottery that picks the employee
who will deal with that transaction. To say the least, customers
would not be pleased to hear that they were signed up for such
a lottery without their consent. More generally, people who
deal with organizations expect a system that reliably delivers
consistent judgments. They do not expect system noise.

Unwanted Variability Versus Wanted Diversity
A defining feature of system noise is that it is unwanted, and
we should stress right here that variability in judgments is not
always unwanted.

Consider matters of preference or taste. If ten film critics
watch the same movie, if ten wine tasters rate the same wine,
or if ten people read the same novel, we do not expect them to
have the same opinion. Diversity of tastes is welcome and
entirely expected. No one would want to live in a world in
which everyone has exactly the same likes and dislikes. (Well,
almost no one.) But diversity of tastes can help account for
errors if a personal taste is mistaken for a professional
judgment. If a film producer decides to go forward with an
unusual project (about, say, the rise and fall of the rotary
phone) because she personally likes the script, she might have
made a major mistake if no one else likes it.

Variability in judgments is also expected and welcome in a
competitive situation in which the best judgments will be
rewarded. When several companies (or several teams in the
same organization) compete to generate innovative solutions



to the same customer problem, we don’t want them to focus on
the same approach. The same is true when multiple teams of
researchers attack a scientific problem, such as the
development of a vaccine: we very much want them to look at
it from different angles. Even forecasters sometimes behave
like competitive players. The analyst who correctly calls a
recession that no one else has anticipated is sure to gain fame,
whereas the one who never strays from the consensus remains
obscure. In such settings, variability in ideas and judgments is
again welcome, because variation is only the first step. In a
second phase, the results of these judgments will be pitted
against one another, and the best will triumph. In a market as
in nature, selection cannot work without variation.

Matters of taste and competitive settings all pose interesting
problems of judgment. But our focus is on judgments in which
variability is undesirable. System noise is a problem of
systems, which are organizations, not markets. When traders
make different assessments of the value of a stock, some of
them will make money, and others will not. Disagreements
make markets. But if one of those traders is randomly chosen
to make that assessment on behalf of her firm, and if we find
out that her colleagues in the same firm would produce very
different assessments, then the firm faces system noise, and
that is a problem.

An elegant illustration of the issue arose when we presented
our findings to the senior managers of an asset management
firm, prompting them to run their own exploratory noise audit.
They asked forty-two experienced investors in the firm to
estimate the fair value of a stock (the price at which the
investors would be indifferent to buying or selling). The
investors based their analysis on a one-page description of the
business; the data included simplified profit and loss, balance
sheet, and cash flow statements for the past three years and
projections for the next two. Median noise, measured in the
same way as in the insurance company, was 41%. Such large
differences among investors in the same firm, using the same
valuation methods, cannot be good news.

Wherever the person making a judgment is randomly
selected from a pool of equally qualified individuals, as is the



case in this asset management firm, in the criminal justice
system, and in the insurance company discussed earlier, noise
is a problem. System noise plagues many organizations: an
assignment process that is effectively random often decides
which doctor sees you in a hospital, which judge hears your
case in a courtroom, which patent examiner reviews your
application, which customer service representative hears your
complaint, and so on. Unwanted variability in these judgments
can cause serious problems, including a loss of money and
rampant unfairness.

A frequent misconception about unwanted variability in
judgments is that it doesn’t matter, because random errors
supposedly cancel one another out. Certainly, positive and
negative errors in a judgment about the same case will tend to
cancel one another out, and we will discuss in detail how this
property can be used to reduce noise. But noisy systems do not
make multiple judgments of the same case. They make noisy
judgments of different cases. If one insurance policy is
overpriced and another is underpriced, pricing may on average
look right, but the insurance company has made two costly
errors. If two felons who both should be sentenced to five
years in prison receive sentences of three years and seven
years, justice has not, on average, been done. In noisy systems,
errors do not cancel out. They add up.

The Illusion of Agreement
A large literature going back several decades has documented
noise in professional judgment. Because we were aware of this
literature, the results of the insurance company’s noise audit
did not surprise us. What did surprise us, however, was the
reaction of the executives to whom we reported our findings:
no one at the company had expected anything like the amount
of noise we had observed. No one questioned the validity of
the audit, and no one claimed that the observed amount of
noise was acceptable. Yet the problem of noise—and its large
cost—seemed like a new one for the organization. Noise was
like a leak in the basement. It was tolerated not because it was
thought acceptable but because it had remained unnoticed.



How could that be? How could professionals in the same
role and in the same office differ so much from one another
without becoming aware of it? How could executives fail to
make this observation, which they understood to be a
significant threat to the performance and reputation of their
company? We came to see that the problem of system noise
often goes unrecognized in organizations and that the common
inattention to noise is as interesting as its prevalence. The
noise audits suggested that respected professionals—and the
organizations that employ them—maintained an illusion of
agreement while in fact disagreeing in their daily professional
judgments.

To begin to understand how the illusion of agreement arises,
put yourself in the shoes of an underwriter on a normal
working day. You have more than five years of experience,
you know that you are well regarded among your colleagues,
and you respect and like them. You know you are good at your
job. After thoroughly analyzing the complex risks faced by a
financial firm, you conclude that a premium of $200,000 is
appropriate. The problem is complex but not much different
from those you solve every day of the week.

Now imagine being told that your colleagues at the office
have been given the same information and assessed the same
risk. Could you believe that at least half of them have set a
premium that is either higher than $255,000 or lower than
$145,000? The thought is hard to accept. Indeed, we suspect
that underwriters who heard about the noise audit and accepted
its validity never truly believed that its conclusions applied to
them personally.

Most of us, most of the time, live with the unquestioned
belief that the world looks as it does because that’s the way it
is. There is one small step from this belief to another: “Other
people view the world much the way I do.” These beliefs,
which have been called naive realism, are essential to the
sense of a reality we share with other people. We rarely
question these beliefs. We hold a single interpretation of the
world around us at any one time, and we normally invest little
effort in generating plausible alternatives to it. One
interpretation is enough, and we experience it as true. We do



not go through life imagining alternative ways of seeing what
we see.

In the case of professional judgments, the belief that others
see the world much as we do is reinforced every day in
multiple ways. First, we share with our colleagues a common
language and set of rules about the considerations that should
matter in our decisions. We also have the reassuring
experience of agreeing with others on the absurdity of
judgments that violate these rules. We view the occasional
disagreements with colleagues as lapses of judgment on their
part. We have little opportunity to notice that our agreed-on
rules are vague, sufficient to eliminate some possibilities but
not to specify a shared positive response to a particular case.
We can live comfortably with colleagues without ever noticing
that they actually do not see the world as we do.

One underwriter we interviewed described her experience in
becoming a veteran in her department: “When I was new, I
would discuss seventy-five percent of cases with my
supervisor … After a few years, I didn’t need to—I am now
regarded as an expert … Over time, I became more and more
confident in my judgment.” Like many of us, this person had
developed confidence in her judgment mainly by exercising it.

The psychology of this process is well understood.
Confidence is nurtured by the subjective experience of
judgments that are made with increasing fluency and ease, in
part because they resemble judgments made in similar cases in
the past. Over time, as this underwriter learned to agree with
her past self, her confidence in her judgments increased. She
gave no indication that—after the initial apprenticeship phase
—she had learned to agree with others, had checked to what
extent she did agree with them, or had even tried to prevent
her practices from drifting away from those of her colleagues.

For the insurance company, the illusion of agreement was
shattered only by the noise audit. How had the leaders of the
company remained unaware of their noise problem? There are
several possible answers here, but one that seems to play a
large role in many settings is simply the discomfort of
disagreement. Most organizations prefer consensus and



harmony over dissent and conflict. The procedures in place
often seem expressly designed to minimize the frequency of
exposure to actual disagreements and, when such
disagreements happen, to explain them away.

Nathan Kuncel, a professor of psychology at the University
of Minnesota and a leading researcher on the prediction of
performance, shared with us a story that illustrates this
problem. Kuncel was helping a school’s admissions office
review its decision process. First a person read an application
file, rated it, and then handed it off with ratings to a second
reader, who then also rated it. Kuncel suggested—for reasons
that will become obvious throughout this book—that it would
be preferable to mask the first reader’s ratings so as not to
influence the second reader. The school’s reply: “We used to
do that, but it resulted in so many disagreements that we
switched to the current system.” This school is not the only
organization that considers conflict avoidance at least as
important as making the right decision.

Consider another mechanism that many companies resort to:
postmortems of unfortunate judgments. As a learning
mechanism, postmortems are useful. But if a mistake has truly
been made—in the sense that a judgment strayed far from
professional norms—discussing it will not be challenging.
Experts will easily conclude that the judgment was way off the
consensus. (They might also write it off as a rare exception.)
Bad judgment is much easier to identify than good judgment.
The calling out of egregious mistakes and the marginalization
of bad colleagues will not help professionals become aware of
how much they disagree when making broadly acceptable
judgments. On the contrary, the easy consensus about bad
judgments may even reinforce the illusion of agreement. The
true lesson, about the ubiquity of system noise, will never be
learned.

We hope you are starting to share our view that system
noise is a serious problem. Its existence is not a surprise; noise
is a consequence of the informal nature of judgment. However,
as we will see throughout this book, the amount of noise
observed when an organization takes a serious look almost



always comes as a shock. Our conclusion is simple: wherever
there is judgment, there is noise, and more of it than you think.

Speaking of System Noise in the Insurance
Company

“We depend on the quality of professional judgments, by
underwriters, claims adjusters, and others. We assign each
case to one expert, but we operate under the wrong
assumption that another expert would produce a similar
judgment.”

“System noise is five times larger than we thought—or than
we can tolerate. Without a noise audit, we would never have
realized that. The noise audit shattered the illusion of
agreement.”

“System noise is a serious problem: it costs us hundreds of
millions.”

“Wherever there is judgment, there is noise—and more of it
than we think.”



CHAPTER 3

Singular Decisions

The case studies we have discussed thus far involve
judgments that are made repeatedly. What is the right sentence
for someone convicted of theft? What is the right premium for
a particular risk? While each case is in some sense unique,
judgments like these are recurrent decisions. Doctors
diagnosing patients, judges hearing parole cases, admissions
officers reviewing applications, accountants preparing tax
forms—these are all examples of recurrent decisions.

Noise in recurrent decisions is demonstrated by a noise
audit, such as those we introduced in the previous chapter.
Unwanted variability is easy to define and measure when
interchangeable professionals make decisions in similar cases.
It seems much harder, or perhaps even impossible, to apply the
idea of noise to a category of judgments that we call singular
decisions.

Consider, for instance, the crisis the world faced in 2014. In
West Africa, numerous people were dying from Ebola.
Because the world is interconnected, projections suggested
that infections would rapidly spread all over the world and hit
Europe and North America particularly hard. In the United
States, there were insistent calls to shut down air travel from
affected regions and to take aggressive steps to close the
borders. The political pressure to move in that direction was
intense, and prominent and well-informed people favored
those steps.

President Barack Obama was faced with one of the most
difficult decisions of his presidency—one that he had not



encountered before and never encountered again. He chose not
to close any borders. Instead he sent three thousand people—
health workers and soldiers—to West Africa. He led a diverse,
international coalition of nations that did not always work well
together, using their resources and expertise to tackle the
problem at its source.

Singular Versus Recurrent
Decisions that are made only once, like the president’s Ebola
response, are singular because they are not made recurrently
by the same individual or team, they lack a prepackaged
response, and they are marked by genuinely unique features.
In dealing with Ebola, President Obama and his team had no
real precedents on which to draw. Important political decisions
are often good examples of singular decisions, as are the most
fateful choices of military commanders.

In the private realm, decisions you make when choosing a
job, buying a house, or proposing marriage have the same
characteristics. Even if this is not your first job, house, or
marriage, and despite the fact that countless people have faced
these decisions before, the decision feels unique to you. In
business, heads of companies are often called on to make what
seem like unique decisions to them: whether to launch a
potentially game-changing innovation, how much to close
down during a pandemic, whether to open an office in a
foreign country, or whether to capitulate to a government that
seeks to regulate them.

Arguably, there is a continuum, not a category difference,
between singular and recurrent decisions. Underwriters may
deal with some cases that strike them as very much out of the
ordinary. Conversely, if you are buying a house for the fourth
time in your life, you have probably started to think of home
buying as a recurrent decision. But extreme examples clearly
suggest that the difference is meaningful. Going to war is one
thing; going through annual budget reviews is another.



Noise in Singular Decisions
Singular decisions have traditionally been treated as quite
separate from the recurrent judgments that interchangeable
employees routinely make in large organizations. While social
scientists have dealt with recurrent decisions, high-stakes
singular decisions have been the province of historians and
management gurus. The approaches to the two types of
decisions have been quite different. Analyses of recurrent
decisions have often taken a statistical bent, with social
scientists assessing many similar decisions to discern patterns,
identify regularities, and measure accuracy. In contrast,
discussions of singular decisions typically adopt a causal view;
they are conducted in hindsight and are focused on identifying
the causes of what happened. Historical analyses, like case
studies of management successes and failures, aim to
understand how an essentially unique judgment was made.

The nature of singular decisions raises an important
question for the study of noise. We have defined noise as
undesirable variability in judgments of the same problem.
Since singular problems are never exactly repeated, this
definition does not apply to them. After all, history is only run
once. You will never be able to compare Obama’s decision to
send health workers and soldiers to West Africa in 2014 with
the decisions other American presidents made about how to
handle that particular problem at that particular time (though
you can speculate). You may agree to compare your decision
to marry that special someone with the decisions of other
people like you, but that comparison will not be as relevant to
you as the one we made between the quotes of underwriters on
the same case. You and your spouse are unique. There is no
direct way to observe the presence of noise in singular
decisions.

Yet singular decisions are not free from the factors that
produce noise in recurrent decisions. At the shooting range,
the shooters on Team C (the noisy team) may be adjusting the
gunsight on their rifle in different directions, or their hands
may just be unsteady. If we observed only the first shooter on
the team, we would have no idea how noisy the team is, but



the sources of noise would still be there. Similarly, when you
make a singular decision, you have to imagine that another
decision maker, even one just as competent as you and sharing
the same goals and values, would not reach the same
conclusion from the same facts. And as the decision maker,
you should recognize that you might have made a different
decision if some irrelevant aspects of the situation or of the
decision-making process had been different.

In other words, we cannot measure noise in a singular
decision, but if we think counterfactually, we know for sure
that noise is there. Just as the shooter’s unsteady hand implies
that a single shot could have landed somewhere else, noise in
the decision makers and in the decision-making process
implies that the singular decision could have been different.

Consider all the factors that affect a singular decision. If the
experts in charge of analyzing the Ebola threat and preparing
response plans had been different people, with different
backgrounds and life experiences, would their proposals to
President Obama have been the same? If the same facts had
been presented in a slightly different manner, would the
conversation have unfolded the same way? If the key players
had been in a different mood or had been meeting during a
snowstorm, would the final decision have been identical? Seen
in this light, the singular decision does not seem so
determined. Depending on many factors that we are not even
aware of, the decision could plausibly have been different.

For another exercise in counterfactual thinking, consider
how different countries and regions responded to the COVID-
19 crisis. Even when the virus hit them roughly at the same
time and in a similar manner, there were wide differences in
responses. This variation provides clear evidence of noise in
different countries’ decision making. But what if the epidemic
had struck a single country? In that case, we wouldn’t have
observed any variability. But our inability to observe
variability would not make the decision less noisy.

Controlling Noise in Singular Decisions



This theoretical discussion matters. If singular decisions are
just as noisy as recurrent ones, then the strategies that reduce
noise in recurrent decisions should also improve the quality of
singular decisions.

This is a more counterintuitive prescription than it seems.
When you have a one-of-a-kind decision to make, your
instinct is probably to treat it as, well, one of a kind. Some
even claim that the rules of probabilistic thinking are entirely
irrelevant to singular decisions made under uncertainty and
that such decisions call for a radically different approach.

Our observations here suggest the opposite advice. From the
perspective of noise reduction, a singular decision is a
recurrent decision that happens only once. Whether you make
a decision only once or a hundred times, your goal should be
to make it in a way that reduces both bias and noise. And
practices that reduce error should be just as effective in your
one-of-a-kind decisions as in your repeated ones.

Speaking of Singular Decisions

“The way you approach this unusual opportunity exposes you
to noise.”

“Remember: a singular decision is a recurrent decision that is
made only once.”

“The personal experiences that made you who you are are not
truly relevant to this decision.”



PART II

Your Mind Is a Measuring
Instrument

Measurement, in everyday life as in science, is the act of
using an instrument to assign a value on a scale to an object or
event. You measure the length of a carpet in inches, using a
tape measure. You measure the temperature in degrees
Fahrenheit or Celsius by consulting a thermometer.

The act of making a judgment is similar. When judges
determine the appropriate prison term for a crime, they assign
a value on a scale. So do underwriters when they set a dollar
value to insure a risk, or doctors when they make a diagnosis.
(The scale need not be numerical: “guilty beyond a reasonable
doubt,” “advanced melanoma,” and “surgery is recommended”
are judgments, too.)

Judgment can therefore be described as measurement in
which the instrument is a human mind. Implicit in the notion
of measurement is the goal of accuracy—to approach truth and
minimize error. The goal of judgment is not to impress, not to
take a stand, not to persuade. It is important to note that the
concept of judgment as we use it here is borrowed from the
technical psychological literature, and that it is a much
narrower concept than the same word has in everyday
language. Judgment is not a synonym for thinking, and making
accurate judgments is not a synonym for having good
judgment.

As we define it, a judgment is a conclusion that can be
summarized in a word or phrase. If an intelligence analyst



writes a long report leading to the conclusion that a regime is
unstable, only the conclusion is a judgment. Judgment, like
measurement, refers both to the mental activity of making a
judgment and to its product. And we will sometimes use judge
as a technical term to describe people who make judgments,
even when they have nothing to do with the judiciary.

Although accuracy is the goal, perfection in achieving this
goal is never achieved even in scientific measurement, much
less in judgment. There is always some error, some of which is
bias and some of which is noise.

To experience how noise and bias contribute to error, we
invite you to play a game that will take you less than one
minute. If you have a smartphone with a stopwatch, it
probably has a lap function, which enables you to measure
consecutive time intervals without stopping the stopwatch or
even looking at the display. Your goal is to produce five
consecutive laps of exactly ten seconds without looking at the
phone. You may want to observe a ten-second interval a few
times before you begin. Go.

Now look at the lap durations recorded on your phone. (The
phone itself was not free from noise, but there was very little
of it.) You will see that the laps are not all exactly ten seconds
and that they vary over a substantial range. You tried to
reproduce the same timing exactly, but you were unable to do
so. The variability you could not control is an instance of
noise.

This finding is hardly surprising, because noise is universal
in physiology and psychology. Variability across individuals is
a biological given; no two peas in a pod are truly identical.
Within the same person, there is variability, too. Your
heartbeat is not exactly regular. You cannot repeat the same
gesture with perfect precision. And when you have your
hearing examined by an audiologist, there will be some sounds
so soft you never hear them, and others so loud you always do.
But there will also be some sounds that you will sometimes
hear and sometimes miss.

Now look at the five numbers on your phone. Do you see a
pattern? For instance, are all five laps shorter than ten seconds,



a pattern suggesting that your internal clock is running fast? In
this simple task, the bias is the difference, positive or negative,
between the mean of your laps and ten seconds. Noise
constitutes the variability of your results, analogous to the
scatter of shots we saw earlier. In statistics, the most common
measure of variability is standard deviation, and we will use it
to measure noise in judgments.

We can think of most judgments, specifically predictive
judgments, as similar to the measurements you just made.
When we make a prediction, we attempt to come close to a
true value. An economic forecaster aims to be as close as
possible to the true value of the growth in next year’s gross
domestic product; a doctor aims to make the correct diagnosis.
(Note that the term prediction, in the technical sense used in
this book, does not imply predicting the future: for our
purposes, the diagnosis of an existing medical condition is a
prediction.)

We will rely extensively on the analogy between judgment
and measurement because it helps explain the role of noise in
error. People who make predictive judgments are just like the
shooter who aims at the bull’s-eye or the physicist who strives
to measure the true weight of a particle. Noise in their
judgments implies error. Simply put, when a judgment aims at
a true value, two different judgments cannot both be right.
Like measuring instruments, some people generally show
more error than others in a particular task—perhaps because of
deficiencies in skill or training. But, like measuring
instruments, the people who make judgments are never
perfect. We need to understand and measure their errors.

Of course, most professional judgments are far more
complex than the measurement of a time interval. In chapter 4,
we define different types of professional judgments and
explore what they aim at. In chapter 5, we discuss how to
measure error and how to quantify the contribution of system
noise to it. Chapter 6 dives deeper into system noise and
identifies its components, which are different types of noise. In
chapter 7, we explore one of these components: occasion
noise. Finally, in chapter 8, we show how groups often amplify
noise in judgments.



A simple conclusion emerges from these chapters: like a
measuring instrument, the human mind is imperfect—it is both
biased and noisy. Why, and by how much? Let’s find out.



CHAPTER 4

Matters of Judgment

This book is about professional judgments, broadly
understood, and it assumes that whoever makes such a
judgment is competent and aiming to get it right. However, the
very concept of judgment involves a reluctant
acknowledgment that you can never be certain that a judgment
is right.

Consider the phrases “matter of judgment” or “it’s a
judgment call.” We do not consider the proposition that the
sun will rise tomorrow or that the formula of sodium chloride
is NaCl to be matters of judgment, because reasonable people
are expected to agree perfectly on them. A matter of judgment
is one with some uncertainty about the answer and where we
allow for the possibility that reasonable and competent people
might disagree.

But there is a limit to how much disagreement is admissible.
Indeed, the word judgment is used mainly where people
believe they should agree. Matters of judgment differ from
matters of opinion or taste, in which unresolved differences are
entirely acceptable. The insurance executives who were
shocked by the result of the noise audit would have no
problem if claims adjusters were sharply divided over the
relative merits of the Beatles and the Rolling Stones, or of
salmon and tuna.

Matters of judgment, including professional judgments,
occupy a space between questions of fact or computation on
the one hand and matters of taste or opinion on the other. They
are defined by the expectation of bounded disagreement.



Exactly how much disagreement is acceptable in a judgment
is itself a judgment call and depends on the difficulty of the
problem. Agreement is especially easy when a judgment is
absurd. Judges who differ widely in the sentences they set in a
run-of-the-mill fraud case will concur that a fine of one dollar
and a life sentence are both unreasonable. Judges at wine
competitions differ greatly on which wines should get medals,
but are often unanimous in their contempt for the rejects.

The Experience of Judgment: An Example
Before we further discuss the experience of judgment, we now
ask you to make one yourself. You will absorb more from the
rest of this chapter if you do this exercise and carry it out to
completion.

Imagine that you are a member of a team charged with evaluating candidates
for the position of chief executive in a moderately successful regional financial
firm that faces increasing competition. You are asked to assess the probability
that the following candidate will be successful after two years on the job.
Successful is defined simply as the candidate’s having kept the CEO job at the
end of the two years. Express the probability on a scale from 0 (impossible) to
100 (certain).

Michael Gambardi is thirty-seven years old. He has held several
positions since he graduated from Harvard Business School twelve years
ago. Early on, he was a founder and an investor in two start-ups that failed
without attracting much financial support. He then joined a large insurance
company and quickly rose to the position of regional chief operating officer
for Europe. In that post, he initiated and managed an important
improvement in the timely resolution of claims. He was described by
colleagues and subordinates as effective but also as domineering and
abrasive, and there was significant turnover of executives during his tenure.
Colleagues and subordinates also attest to his integrity and willingness to
take responsibility for failures. For the last two years, he has served as CEO
of a medium-sized financial company that was initially at risk of failing. He
stabilized the company, where he is considered successful though difficult to
work with. He has indicated an interest in moving on. Human resources
specialists who interviewed him a few years ago gave him superior grades
for creativity and energy but also described him as arrogant and sometimes
tyrannical.
Recall that Michael is a candidate for a CEO position in a regional

financial firm that is moderately successful and that faces increasing
competition. What is the probability that Michael, if hired, will still be in his
job after two years? Please decide on a specific number in the range of 0 to
100 before reading on. Read the description again if you need to.



If you engaged in the task seriously, you probably found it
difficult. There is a mass of information, much of it seemingly
inconsistent. You had to struggle to form the coherent
impression that you needed to produce a judgment. In
constructing that impression, you focused on some details that
appeared important and you very likely ignored others. If
asked to explain your choice of a number, you would mention
a few salient facts but not enough of them for a full accounting
of your judgment.

The thought process you went through illustrates several
features of the mental operation we call judgment:

Of all the cues provided by the description (which are only a subset of what
you might need to know), you attended to some more than others without
being fully aware of the choices you made. Did you notice that Gambardi is
an Italian name? Do you remember the school he attended? This exercise
was designed to overload you so that you could not easily recover all the
details of the case. Most likely, your recollection of what we presented would
be different from that of other readers. Selective attention and selective recall
are a source of variability across people.

Then, you informally integrated these cues into an overall impression of
Gambardi’s prospects. The key word here is informally. You did not
construct a plan for answering the question. Without being fully aware of
what you were doing, your mind worked to construct a coherent impression
of Michael’s strengths and weaknesses and of the challenges he faces. The
informality allowed you to work quickly. It also produces variability: a
formal process such as adding a column of numbers guarantees identical
results, but some noise is inevitable in an informal operation.

Finally, you converted this overall impression into a number on a probability
scale of success. Matching a number between 0 and 100 to an impression is a
remarkable process, to which we will return in chapter 14. Again, you do not
know exactly why you responded as you did. Why did you choose, say, 65
rather than 61 or 69? Most likely, at some point, a number came to your
mind. You checked whether that number felt right, and if it did not, another
number came to mind. This part of the process is also a source of variability
across people.

Since each of these three steps in a complex judgment
process entails some variability, we should not be surprised to
find a lot of noise in answers about Michael Gambardi. If you
ask a few friends to read the case, you will probably find that
your estimates of his probability of success are scattered
widely. When we showed the case to 115 MBA students, their
estimates of Gambardi’s probability of success ranged from 10
to 95. That is a great deal of noise.



Incidentally, you may have noticed that the stopwatch
exercise and the Gambardi problem illustrate two types of
noise. The variability of judgments over successive trials with
the stopwatch is noise within a single judge (yourself),
whereas the variability of judgments of the Gambardi case is
noise between different judges. In measurement terms, the first
problem illustrates within-person reliability, and the second
illustrates between-person reliability.

What Judgment Aims to Achieve: The Internal
Signal
Your answer to the Gambardi question is a predictive
judgment, as we have defined the term. However, it differs in
important ways from other judgments that we call predictive,
including tomorrow’s peak temperature in Bangkok, the result
of tonight’s football game, or the outcome of the next
presidential election. If you disagree with a friend about these
problems, you will, at some point, find out who is right. But if
you disagree about Gambardi, time will not tell who was right,
for a simple reason: Gambardi does not exist.

Even if the question referred to a real person and we knew
the outcome, a single probability judgment (other than 0 or
100%) cannot be confirmed or disconfirmed. The outcome
does not reveal what the ex ante probability was. If an event
that was assigned a probability of 90% fails to happen, the
judgment of probability was not necessarily a bad one. After
all, outcomes that are just 10% likely to happen end up
happening 10% of the time. The Gambardi exercise is an
example of a nonverifiable predictive judgment, for two
separate reasons: Gambardi is fictitious and the answer is
probabilistic.

Many professional judgments are nonverifiable. Barring
egregious errors, underwriters will never know, for instance,
whether a particular policy was overpriced or underpriced.
Other forecasts may be nonverifiable because they are
conditional. “If we go to war, we will be crushed” is an
important prediction, but it is likely to remain untested (we



hope). Or forecasts may be too long term for the professionals
who make them to be brought to account—like, for instance,
an estimate of mean temperatures by the end of the twenty-
first century.

Did the nonverifiable nature of the Gambardi task change
how you approached it? Did you, for instance, ask yourself
whether Gambardi was real or fictitious? Did you wonder
whether the outcome would be revealed later in the text? Did
you reflect on the fact that, even if that were the case, the
revelation would not give you the answer to the question you
were facing? Probably not, because these considerations did
not seem relevant when you answered the question.

Verifiability does not change the experience of judgment. To
some degree, you might perhaps think harder about a problem
whose answer will be revealed soon, because the fear of being
exposed concentrates the mind. Conversely, you might refuse
to give much thought to a problem so hypothetical as to be
absurd (“If Gambardi had three legs and could fly, would he
be a better CEO?”). But, by and large, you address a plausible,
hypothetical problem in much the same way that you tackle a
real one. This similarity is important to psychological
research, much of which uses made-up problems.

Since there is no outcome—and you probably did not even
ask yourself whether there would ever be one—you were not
trying to minimize error relative to that outcome. You tried to
get the judgment right, to land on a number in which you had
enough confidence to make it your answer. Of course, you
were not perfectly confident in that answer, in the way you
would be perfectly confident that four times six is twenty-four.
You were aware of some uncertainty (and, as we will see, there
is probably more of it than you recognized). But at some point,
you decided that you were no longer making progress and
settled for an answer.

What made you feel you got the judgment right, or at least
right enough to be your answer? We suggest this feeling is an
internal signal of judgment completion, unrelated to any
outside information. Your answer felt right if it seemed to fit
comfortably enough with the evidence. An answer of 0 or 100



would not give you that sense of fit: the confidence it implies
is inconsistent with the messy, ambiguous, conflicting
evidence provided. But the number on which you settled,
whatever it is, gave you the sense of coherence you needed.
The aim of judgment, as you experienced it, was the
achievement of a coherent solution.

The essential feature of this internal signal is that the sense
of coherence is part of the experience of judgment. It is not
contingent on a real outcome. As a result, the internal signal is
just as available for nonverifiable judgments as it is for real,
verifiable ones. This explains why making a judgment about a
fictitious character like Gambardi feels very much the same as
does making a judgment about the real world.

How Judgment Is Evaluated: The Outcome and the
Process
Verifiability does not change the experience of judgment as it
takes place. It does, however, change its evaluation after the
fact.

Verifiable judgments can be scored by an objective observer
on a simple measure of error: the difference between the
judgment and the outcome. If a weather forecaster said today’s
high temperature would be seventy degrees Fahrenheit and it
is sixty-five degrees, the forecaster made an error of plus five
degrees. Evidently, this approach does not work for
nonverifiable judgments like the Gambardi problem, which
have no true outcome. How, then, are we to decide what
constitutes good judgment?

The answer is that there is a second way to evaluate
judgments. This approach applies both to verifiable and
nonverifiable ones. It consists in evaluating the process of
judgment. When we speak of good or bad judgments, we may
be speaking either about the output (e.g., the number you
produced in the Gambardi case) or about the process—what
you did to arrive at that number.



One approach to the evaluation of the process of judgment
is to observe how that process performs when it is applied to a
large number of cases. For instance, consider a political
forecaster who has assigned probabilities of winning to a large
number of candidates in local elections. He described one
hundred of these candidates as being 70% likely to win. If
seventy of them are eventually elected, we have a good
indication of the forecaster’s skill in using the probability
scale. The judgments are verifiable as an ensemble, although
no single probability judgment can be declared right or wrong.
Similarly, bias for or against a particular group can best be
established by examining statistical results for a substantial
number of cases.

Another question that can be asked about the process of
judgment is whether it conforms to the principles of logic or
probability theory. A large body of research on cognitive
biases of judgment has been in this vein.

Focusing on the process of judgment, rather than its
outcome, makes it possible to evaluate the quality of
judgments that are not verifiable, such as judgments about
fictitious problems or long-term forecasts. We may not be able
to compare them to a known outcome, but we can still tell
whether they have been made incorrectly. And when we turn
to the question of improving judgments rather than just
evaluating them, we will focus on process, too. All the
procedures we recommend in this book to reduce bias and
noise aim to adopt the judgment process that would minimize
error over an ensemble of similar cases.

We have contrasted two ways of evaluating a judgment: by
comparing it to an outcome and by assessing the quality of the
process that led to it. Note that when the judgment is
verifiable, the two ways of evaluating it may reach different
conclusions in a single case. A skilled and careful forecaster
using the best possible tools and techniques will often miss the
correct number in making a quarterly inflation forecast.
Meanwhile, in a single quarter, a dart-throwing chimpanzee
will sometimes be right.



Scholars of decision-making offer clear advice to resolve
this tension: focus on the process, not on the outcome of a
single case. We recognize, however, that this is not standard
practice in real life. Professionals are usually evaluated on
how closely their judgments match verifiable outcomes, and if
you ask them what they aim for in their judgments, a close
match is what they will answer.

In summary, what people usually claim to strive for in
verifiable judgments is a prediction that matches the outcome.
What they are effectively trying to achieve, regardless of
verifiability, is the internal signal of completion provided by
the coherence between the facts of the case and the judgment.
And what they should be trying to achieve, normatively
speaking, is the judgment process that would produce the best
judgment over an ensemble of similar cases.

Evaluative Judgments
So far in this chapter, we have focused on predictive judgment
tasks, and most of the judgments we will discuss are of that
type. But chapter 1, which discusses Judge Frankel and noise
in sentencing by federal judges, examines another type of
judgment. Sentencing a felon is not a prediction. It is an
evaluative judgment that seeks to match the sentence to the
severity of the crime. Judges at a wine fair and restaurant
critics make evaluative judgments. Professors who grade
essays, judges at ice-skating competitions, and committees that
award grants to research projects make evaluative judgments.

A different kind of evaluative judgment is made in decisions
that involve multiple options and trade-offs between them.
Consider managers who choose among candidates for hiring,
management teams that must decide on strategic options, or
even presidents choosing how to respond to an epidemic in
Africa. To be sure, all these decisions rely on predictive
judgments that provide input—for instance, how a candidate
will perform in her first year, how the stock market will
respond to a given strategic move, or how quickly the
epidemic will spread if left unchecked. But the final decisions



entail trade-offs between the pros and cons of various options,
and these trade-offs are resolved by evaluative judgments.

Like predictive judgments, evaluative judgments entail an
expectation of bounded disagreement. No self-respecting
federal judge is likely to say, “This is the punishment I like
best, and I don’t care a bit if my colleagues think otherwise.”
And decision makers who choose from several strategic
options expect colleagues and observers who have the same
information and share the same goals to agree with them, or at
least not to disagree too much. Evaluative judgments partly
depend on the values and preferences of those making them,
but they are not mere matters of taste or opinion.

For that reason, the boundary between predictive and
evaluative judgments is fuzzy and people who make
judgments are often unaware of it. Judges who set sentences or
professors who grade essays think hard about their task and
strive to find the “right” answer. They develop confidence in
their judgments and in the justifications they have for them.
Professionals feel much the same, act much the same, and
speak much the same to justify themselves when their
judgments are predictive (“How well will this new product
sell?”) and when they are evaluative (“How well did my
assistant perform this year?”).

What’s Wrong with Noise
The observation of noise in predictive judgments always
indicates that something is wrong. If two doctors disagree on a
diagnosis or two forecasters disagree about the next quarter’s
sales, at least one of them must be in error. The error may
happen because one of them is less skilled, and therefore more
likely to be wrong, or because of some other source of noise.
Regardless of the cause, failing to make the correct judgment
can have serious consequences for those who rely on the
diagnoses and forecasts of these individuals.

Noise in evaluative judgments is problematic for a different
reason. In any system in which judges are assumed to be
interchangeable and assigned quasi-randomly, large



disagreements about the same case violate expectations of
fairness and consistency. If there are large differences in
sentences given to the same defendant, we are in the domain
of the “arbitrary cruelties” that Judge Frankel denounced.
Even judges who believe in the value of individualized
sentencing and who disagree on a robber’s sentence will agree
that a level of disagreement that turns a judgment into a lottery
is problematic. The same is true (if less dramatically so) when
vastly different grades are given to the same essay, different
safety ratings to the same restaurant, or different scores to the
same ice-skater—or when one person, suffering from
depression, gets social security disability benefits, while
another person with the same condition gets nothing.

Even when unfairness is only a minor concern, system noise
poses another problem. People who are affected by evaluative
judgments expect the values these judgments reflect to be
those of the system, not of the individual judges. Something
must have gone badly wrong if one customer, complaining of
a defective laptop, gets fully reimbursed, and another gets a
mere apology; or if one employee who has been with a firm
for five years asks for a promotion and gets exactly that, while
another employee, whose performance is otherwise identical,
is politely turned down. System noise is inconsistency, and
inconsistency damages the credibility of the system.

Undesirable but Measurable
All we need to measure noise is multiple judgments of the
same problem. We do not need to know a true value. As the
shooting-range story in the introduction illustrates, when we
look at the back of the target, the bull’s-eye is invisible, but we
can see the scatter of the shots. As soon as we know that all
the shooters were aiming at the same bull’s-eye, we can
measure noise. This is what a noise audit does. If we ask all
our forecasters to estimate next quarter’s sales, the scatter in
their forecasts is noise.

This difference between bias and noise is essential for the
practical purpose of improving judgments. It may seem



paradoxical to claim that we can improve judgments when we
cannot verify whether they are right. But we can—if we start
by measuring noise. Regardless of whether the goal of
judgment is just accuracy or a more complex trade-off
between values, noise is undesirable and often measurable.
And once noise is measured, as we will discuss in part 5, it is
often possible to reduce it.

Speaking of Professional Judgment

“This is a matter of judgment. You can’t expect people to
agree perfectly.”

“Yes, this is a matter of judgment, but some judgments are so
far out that they are wrong.”

“Your choice between the candidates was just an expression of
taste, not a serious judgment.”

“A decision requires both predictive and evaluative
judgments.”



CHAPTER 5

Measuring Error

It is obvious that a consistent bias can produce costly errors. If
a scale adds a constant amount to your weight, if an
enthusiastic manager routinely predicts that projects will take
half the time they end up taking, or if a timid executive is
unduly pessimistic about future sales year after year, the result
will be numerous serious mistakes.

We have now seen that noise can produce costly errors as
well. If a manager most often predicts that projects will take
half the time they ultimately take, and occasionally predicts
they will take twice their actual time, it is unhelpful to say that
the manager is “on average” right. The different errors add up;
they do not cancel out.

An important question, therefore, is how, and how much,
bias and noise contribute to error. This chapter aims to answer
that question. Its basic message is straightforward: in
professional judgments of all kinds, whenever accuracy is the
goal, bias and noise play the same role in the calculation of
overall error. In some cases, the larger contributor will be
bias; in other cases it will be noise (and these cases are more
common than one might expect). But in every case, a
reduction of noise has the same impact on overall error as does
a reduction of bias by the same amount. For that reason, the
measurement and reduction of noise should have the same
high priority as the measurement and reduction of bias.

This conclusion rests on a particular approach to the
measurement of error, which has a long history and is
generally accepted in science and in statistics. In this chapter,



we provide an introductory overview of that history and a
sketch of the underlying reasoning.

Should GoodSell Reduce Noise?
Begin by imagining a large retail company named GoodSell,
which employs many sales forecasters. Their job is to predict
GoodSell’s market share in various regions. Perhaps after
reading a book on the topic of noise, Amy Simkin, head of the
forecasting department at GoodSell, has conducted a noise
audit. All forecasters produced independent estimates of the
market share in the same region.

Figure 3 shows the (implausibly smooth) results of the noise
audit. Amy can see that the forecasts were distributed in the
familiar bellshaped curve, also known as the normal or
Gaussian distribution. The most frequent forecast, represented
by the peak of the bell curve, is 44%. Amy can also see that
the forecasting system of the company is quite noisy: the
forecasts, which would be identical if all were accurate, vary
over a considerable range.

FIGURE 3: Distribution of GoodSell’s market share forecasts for one region

We can attach a number to the amount of noise in
GoodSell’s forecasting system. Just as we did when you used
your stopwatch to measure laps, we can compute the standard
deviation of the forecasts. As its name indicates, the standard
deviation represents a typical distance from the mean. In this
example, it is 10 percentage points. As is true for every normal
distribution, about two-thirds of the forecasts are contained
within one standard deviation on either side of the mean—in



this example, between a 34% and a 54% market share. Amy
now has an estimate of the amount of system noise in the
forecasts of market share. (A better noise audit would use
several forecasting problems for a more robust estimate, but
one is enough for our purpose here.)

As was the case with the executives of the real insurance
company of chapter 2, Amy is shocked by the results and
wants to take action. The unacceptable amount of noise
indicates that the forecasters are not disciplined in
implementing the procedures they are expected to follow. Amy
asks for authority to hire a noise consultant to achieve more
uniformity and discipline in her forecasters’ work.
Unfortunately, she does not get approval. Her boss’s reply
seems sensible enough: how, he asks, could we reduce errors
when we don’t know if our forecasts are right or wrong?
Surely, he says, if there is a large average error in the forecasts
(i.e., a large bias), addressing it should be the priority. Before
undertaking anything to improve its forecasts, he concludes,
GoodSell must wait and find out if they are correct.

One year after the original noise audit, the outcome that the
forecasters were trying to predict is known. Market share in
the target region turned out to be 34%. Now we also know
each forecaster’s error, which is simply the difference between
the forecast and the outcome. The error is 0 for a forecast of
34%, it is 10% for the mean forecast of 44%, and it is −10%
for a lowball forecast of 24%.

Figure 4 shows the distribution of errors. It is the same as
the distribution of forecasts in figure 3, but the true value
(34%) has been subtracted from each forecast. The shape of
the distribution has not changed, and the standard deviation
(our measure of noise) is still 10%.



FIGURE 4: Distribution of errors in GoodSell’s forecasts for one region

The difference between figures 3 and 4 is analogous to the
difference between a pattern of shots seen from the back and
the front of the target in figures 1 and 2 (see the introduction).
Knowing the position of the target was not necessary to
observe noise in shooting; similarly, knowing the true outcome
adds nothing at all to what was already known about noise in
forecasting.

Amy Simkin and her boss now know something they did
not know earlier: the amount of bias in the forecasts. Bias is
simply the average of errors, which in this case is also 10%.
Bias and noise, therefore, happen to be numerically identical
in this set of data. (To be clear, this equality of noise and bias
is by no means a general rule, but a case in which bias and
noise are equal makes it easier to understand their roles.) We
can see that most forecasters had made an optimistic error—
that is, they overestimated the market share that would be
achieved: most of them erred on the right-hand side of the
zero-error vertical bar. (In fact, using the properties of the
normal distribution, we know that is the case for 84% of the
forecasts.)

As Amy’s boss notes with barely concealed satisfaction, he
was right. There was a lot of bias in the forecasts! And indeed,
it is now evident that reducing bias would be a good thing.
But, Amy still wonders, would it have been a good idea a year
ago—and would it be a good idea now—to reduce noise, too?
How would the value of such an improvement compare with
the value of reducing bias?



Mean Squares
To answer Amy’s question, we need a “scoring rule” for
errors, a way to weight and combine individual errors into a
single measure of overall error. Fortunately, such a tool exists.
It is the method of least squares, invented in 1795 by Carl
Friedrich Gauss, a famous mathematical prodigy born in 1777,
who began a career of major discoveries in his teens.

Gauss proposed a rule for scoring the contribution of
individual errors to overall error. His measure of overall error
—called mean squared error (MSE)—is the average of the
squares of the individual errors of measurement.

Gauss’s detailed arguments for his approach to the
measurement of overall error are far beyond the scope of this
book, and his solution is not immediately obvious. Why use
the squares of errors? The idea seems arbitrary, even bizarre.
Yet, as you will see, it builds on an intuition that you almost
certainly share.

To see why, let us turn to what appears to be a completely
different problem but turns out to be the same one. Imagine
that you are given a ruler and asked to measure the length of a
line to the nearest millimeter. You are allowed to make five
measurements. They are represented by the downward-
pointing triangles on the line in figure 5.

FIGURE 5: Five measurements of the same length

As you can see, the five measurements are all between 971
and 980 millimeters. What is your best estimate of the true
length of the line? There are two obvious contenders. One
possibility is the median number, the measurement that sits
between the two shorter measurements and the two longer
ones. It is 973 millimeters. The other possibility is the
arithmetic mean, known in common parlance as the average,
which in this example is 975 millimeters and shown here as an



upwardpointing arrow. Your intuition probably favors the
mean, and your intuition is correct. The mean contains more
information; it is affected by the size of the numbers, while the
median is affected only by their order.

There is a tight link between this problem of estimation,
about which you have a clear intuition, and the problem of
overall error measurement that concerns us here. They are, in
fact, two sides of the same coin. That is because the best
estimate is one that minimizes the overall error of the available
measurements. Accordingly, if your intuition about the mean
being the best estimate is correct, the formula you use to
measure overall error should be one that yields the arithmetic
mean as the value for which error is minimized.

MSE has that property—and it is the only definition of
overall error that has it. In figure 6, we have computed the
value of MSE in the set of five measurements for ten possible
integer values of the line’s true length. For instance, if the true
value was 971, the errors in the five measurements would be 0,
1, 2, 8, and 9. The squares of these errors add up to 150, and
their mean is 30. This is a large number, reflecting the fact that
some measurements are far from the true value. You can see
that MSE decreases as we get closer to 975—the mean—and
increases again beyond that point. The mean is our best
estimate because it is the value that minimizes overall error.

FIGURE 6: Mean squared error (MSE) for ten possible values of the true length



You can also see that the overall error increases rapidly
when your estimate diverges from the mean. When your
estimate increases by just 3 millimeters, from 976 to 979, for
instance, MSE doubles. This is a key feature of MSE: squaring
gives large errors a far greater weight than it gives small ones.

You now see why Gauss’s formula to measure overall error
is called mean squared error and why his approach to
estimation is called the least squares method. The squaring of
errors is its central idea, and no other formula would be
compatible with your intuition that the mean is the best
estimate.

The advantages of Gauss’s approach were quickly
recognized by other mathematicians. Among his many feats,
Gauss used MSE (and other mathematical innovations) to
solve a puzzle that had defeated the best astronomers of
Europe: the rediscovery of Ceres, an asteroid that had been
traced only briefly before it disappeared into the glare of the
sun in 1801. The astronomers had been trying to estimate
Ceres’s trajectory, but the way they accounted for the
measurement error of their telescopes was wrong, and the
planet did not reappear anywhere near the location their results
suggested. Gauss redid their calculations, using the least
squares method. When the astronomers trained their telescopes
to the spot that he had indicated, they found Ceres!

Scientists in diverse disciplines were quick to adopt the least
squares method. Over two centuries later, it remains the
standard way to evaluate errors wherever achieving accuracy
is the goal. The weighting of errors by their square is central to
statistics. In the vast majority of applications across all
scientific disciplines, MSE rules. As we are about to see, the
approach has surprising implications.

The Error Equations
The role of bias and noise in error is easily summarized in two
expressions that we will call the error equations. The first of
these equations decomposes the error in a single measurement
into the two components with which you are now familiar:



bias—the average error—and a residual “noisy error.” The
noisy error is positive when the error is larger than the bias,
negative when it is smaller. The average of noisy errors is
zero. Nothing new in the first error equation.

Error in a single measurement = Bias + Noisy Error

The second error equation is a decomposition of MSE, the
measure of overall error we have now introduced. Using some
simple algebra, MSE can be shown to be equal to the sum of
the squares of bias and noise. (Recall that noise is the standard
deviation of measurements, which is identical to the standard
deviation of noisy errors.) Therefore:

Overall Error (MSE) = Bias2 + Noise2

The form of this equation—a sum of two squares—may
remind you of a high-school favorite, the Pythagorean
theorem. As you might remember, in a right triangle, the sum
of the squares of the two shorter sides equals the square of the
longest one. This suggests a simple visualization of the error
equation, in which MSE, Bias2, and Noise2 are the areas of
three squares on the sides of a right triangle. Figure 7 shows
how MSE (the area of the darker square) equals the sum of the
areas of the other two squares. In the left panel, there is more
noise than bias; in the right panel, more bias than noise. But
MSE is the same, and the error equation holds in both cases.

FIGURE 7: Two decompositions of MSE

As the mathematical expression and its visual representation
both suggest, bias and noise play identical roles in the error
equation. They are independent of each other and equally



weighted in the determination of overall error. (Note that we
will use a similar decomposition into a sum of squares when
we analyze the components of noise in later chapters.)

The error equation provides an answer to the practical
question that Amy raised: how will reductions in either noise
or bias by the same amount affect overall error? The answer is
straightforward: bias and noise are interchangeable in the error
equation, and the decrease in overall error will be the same,
regardless of which of the two is reduced. In figure 4, in which
bias and noise happen to be equal (both are 10%), their
contributions to overall error are equal.

The error equation also provides unequivocal support for
Amy Simkin’s initial impulse to try to reduce noise. Whenever
you observe noise, you should work to reduce it! The equation
shows that Amy’s boss was wrong when he suggested that
GoodSell wait to measure the bias in its forecasts and only
then decide what to do. In terms of overall error, noise and
bias are independent: the benefit of reducing noise is the same,
regardless of the amount of bias.

This notion is highly counterintuitive but crucial. To
illustrate it, figure 8 shows the effect of reducing bias and
noise by the same amount. To help you appreciate what has
been accomplished in both panels, the original distribution of
errors (from figure 4) is represented by a broken line.

FIGURE 8: Distribution of errors with bias reduced by half vs. noise reduced by half

In panel A, we assume that Amy’s boss decided to do things
his way: he found out what the bias was, then somehow
managed to reduce it by half (perhaps by providing feedback
to the overoptimistic forecasters). Nothing was done about



noise. The improvement is visible: the whole distribution of
forecasts has shifted closer to the true value.

In panel B, we show what would have happened if Amy had
won the argument. Bias is unchanged, but noise is reduced by
half. The paradox here is that noise reduction seems to have
made things worse. The forecasts are now more concentrated
(less noisy) but not more accurate (not less biased). Whereas
84% of forecasts were on one side of the true value, almost all
(98%) now err in the direction of overshooting the true value.
Noise reduction seems to have made the forecasts more
precisely wrong—hardly the sort of improvement for which
Amy hoped!

Despite appearances, however, overall error has been
reduced just as much in panel B as in panel A. The illusion of
deterioration in panel B arises from an erroneous intuition
about bias. The relevant measure of bias is not the imbalance
of positive and negative errors. It is average error, which is the
distance between the peak of the bell curve and the true value.
In panel B, this average error has not changed from the
original situation—it is still high, at 10%, but not worse. True,
the presence of bias is now more striking, because it accounts
for a larger proportion of overall error (80% rather than 50%).
But that is because noise has been reduced. Conversely, in
panel A, bias has been reduced, but noise has not. The net
result is that MSE is the same in both panels: reducing noise or
reducing bias by the same amount has the same effect on
MSE.

As this example illustrates, MSE conflicts with common
intuitions about the scoring of predictive judgments. To
minimize MSE, you must concentrate on avoiding large errors.
If you measure length, for example, the effect of reducing an
error from 11cm to 10cm is 21 times as large as the effect of
going from an error of 1cm to a perfect hit. Unfortunately,
people’s intuitions in this regard are almost the mirror image
of what they should be: people are very keen to get perfect hits
and highly sensitive to small errors, but they hardly care at all
about the difference between two large errors. Even if you
sincerely believe that your goal is to make accurate judgments,



your emotional reaction to results may be incompatible with
the achievement of accuracy as science defines it.

Of course, the best solution here would be to reduce both
noise and bias. Since bias and noise are independent, there is
no reason to choose between Amy Simkin and her boss. In that
regard, if GoodSell decides to reduce noise, the fact that noise
reduction makes bias more visible—indeed, impossible to
miss—may turn out to be a blessing. Achieving noise
reduction will ensure that bias reduction is next on the
company’s agenda.

Admittedly, reducing noise would be less of a priority if
bias were much larger than noise. But the GoodSell example
offers another lesson worth highlighting. In this simplified
model, we have assumed that noise and bias are equal. Given
the form of the error equation, their contributions to total error
are equal, too: bias accounts for 50% of overall error, and so
does noise. Yet, as we have noted, 84% of the forecasters err
in the same direction. It takes a bias this large (six out of seven
people making mistakes in the same direction!) to have as
much effect as noise has. We should not be surprised,
therefore, to find situations in which there is more noise than
bias.

We illustrated the application of the error equation to a
single case, one particular region of GoodSell’s territory. Of
course, it is always desirable to carry out a noise audit on
multiple cases at once. Nothing changes. The error equation is
applied to the separate cases; and an overall equation is
obtained by taking the averages of MSE, bias squared and
noise squared over the cases. It would have been better for
Amy Simkin to obtain multiple forecasts for several regions,
either from the same or from different forecasters. Averaging
results would give her a more accurate picture of bias and
noise in the forecasting system of GoodSell.

The Cost of Noise
The error equation is the intellectual foundation of this book. It
provides the rationale for the goal of reducing system noise in



predictive judgments, a goal that is in principle as important as
the reduction of statistical bias. (We should emphasize that
statistical bias is not a synonym for social discrimination; it is
simply the average error in a set of judgments.)

The error equation and the conclusions we have drawn from
it depend on the use of MSE as the measure of overall error.
The rule is appropriate for purely predictive judgments,
including forecasts and estimates, all of which aim to approach
a true value with maximum accuracy (the least bias) and
precision (the least noise).

The error equation does not apply to evaluative judgments,
however, because the concept of error, which depends on the
existence of a true value, is far more difficult to apply.
Furthermore, even if errors could be specified, their costs
would rarely be symmetrical and would be unlikely to be
precisely proportional to their square.

For a company that makes elevators, for example, the
consequences of errors in estimating the maximum load of an
elevator are obviously asymmetrical: underestimation is costly,
but overestimation could be catastrophic. Squared error is
similarly irrelevant to the decision of when to leave home to
catch a train. For that decision, the consequences of being
either one minute late or five minutes late are the same. And
when the insurance company of chapter 2 prices policies or
estimates the value of claims, errors in both directions are
costly, but there is no reason to assume that their costs are
equivalent.

These examples highlight the need to specify the roles of
predictive and evaluative judgments in decisions. A widely
accepted maxim of good decision making is that you should
not mix your values and your facts. Good decision making
must be based on objective and accurate predictive judgments
that are completely unaffected by hopes and fears, or by
preferences and values. For the elevator company, the first step
would be a neutral calculation of the maximum technical load
of the elevator under different engineering solutions. Safety
becomes a dominant consideration only in the second step,
when an evaluative judgment determines the choice of an



acceptable safety margin to set the maximum capacity. (To be
sure, that choice will also greatly depend on factual judgments
involving, for example, the costs and benefits of that safety
margin.) Similarly, the first step in deciding when to leave for
the station should be an objective determination of the
probabilities of different travel times. The respective costs of
missing your train and of wasting time at the station become
relevant only in your choice of the risk you are willing to
accept.

The same logic applies to much more consequential
decisions. A military commander must weigh many
considerations when deciding whether to launch an offensive,
but much of the intelligence on which the leader relies is a
matter of predictive judgment. A government responding to a
health crisis, such as a pandemic, must weigh the pros and
cons of various options, but no evaluation is possible without
accurate predictions about the likely consequences of each
option (including the decision to do nothing).

In all these examples, the final decisions require evaluative
judgments. The decision makers must consider multiple
options and apply their values to make the optimal choice. But
the decisions depend on underlying predictions, which should
be value-neutral. Their goal is accuracy—hitting as close as
possible to the bull’s-eye—and MSE is the appropriate
measure of error. Predictive judgments will be improved by
procedures that reduce noise, as long as they do not increase
bias to a larger extent.

Speaking of the Error Equation

“Oddly, reducing bias and noise by the same amount has the
same effect on accuracy.”

“Reducing noise in predictive judgment is always useful,
regardless of what you know about bias.”

“When judgments are split 84 to 16 between those that are
above and below the true value, there is a large bias—that’s
when bias and noise are equal.”



“Predictive judgments are involved in every decision, and
accuracy should be their only goal. Keep your values and
your facts separate.”



CHAPTER 6

The Analysis of Noise

The previous chapter discussed variability in the
measurement or judgment of a single case. When we focus on
a single case, all variability of judgment is error, and the two
constituents of error are bias and noise. Of course, the
judgment systems we are examining, including those
involving courts and insurance companies, are designed to
deal with different cases and to discriminate among them.
Federal judges and claims adjusters would be of little use if
they returned the same judgment for all the cases that come
their way. Much of the variability in judgments of different
cases is intentional.

However, variability in judgments of the same case is still
undesirable—it is system noise. As we will show, a noise audit
in which the same people make judgments about several cases
permits a more detailed analysis of system noise.

A Noise Audit of Sentencing
To illustrate the analysis of noise with multiple cases, we turn
to an exceptionally detailed noise audit of sentencing by
federal judges. The analysis was published in 1981 as part of
the movement toward sentencing reform that we described in
chapter 1. The study narrowly focused on sentencing
decisions, but the lessons it offers are general and bear on
other professional judgments. The goal of the noise audit was
to go beyond the vivid but anecdotal evidence of noise



assembled by Judge Frankel and others and to “determine the
extent of sentencing disparity” more systematically.

The study’s authors developed sixteen hypothetical cases in
which the defendant had been found guilty and was to be
sentenced. The vignettes depicted either robberies or cases of
fraud and differed on six other dimensions, including whether
the defendant was a principal or an accomplice in the crime,
whether he had a criminal record, whether (for the robbery
cases) a weapon had been used, and so on.

The researchers organized carefully structured interviews
with a national sample of 208 active federal judges. In the
course of ninety minutes, the judges were presented with all
sixteen cases and asked to set a sentence.

To appreciate what can be learned from this study, you will
find an exercise in visualization helpful. Picture a large table
with sixteen columns for the crimes, labeled from A to P, and
208 rows for the judges, labeled 1 to 208. Each cell, from A1
to P208, shows the prison term set for a particular case by a
particular judge. Figure 9 illustrates what this 3,328-cell table
would look like. To study noise, we will want to focus on the
sixteen columns, each of which is a separate noise audit.

FIGURE 9: A representation of the sentencing study

Mean Sentences
There is no objective way to determine what the “true value”
of a sentence is for a particular case. In what follows, we treat
the average of the 208 sentences for each case (mean sentence)
as if it were the “just” sentence for that case. As we noted in
chapter 1, the US Sentencing Commission made the same



assumption when it used the average practice in past cases as
the foundation for establishing sentencing guidelines. This
label assumes zero bias in the mean judgment of each case.

We are fully aware that, in reality, this assumption is wrong:
the average judgment of some cases is quite likely to be biased
relative to the average judgment of other, highly similar cases,
for example because of racial discrimination. The variance of
biases across cases—some positive, some negative—is an
important source of error and unfairness. Confusingly, this
variance is what is often referred to as “bias.” Our analysis in
this chapter—and in this book—is focused on noise, which is a
distinct source of error. Judge Frankel emphasized the injustice
of noise, but also drew attention to bias (including racial
discrimination). Similarly, our focus on noise should not be
taken to diminish the importance of measuring and combating
shared biases.

For convenience, the mean sentence for each case is
indicated in the bottom row of the table. The cases are
arranged in increasing order of severity: the mean sentence in
Case A is 1 year; in Case P it is 15.3 years. The average prison
term for all sixteen cases is 7 years.

Now imagine a perfect world in which all judges are
flawless measuring instruments of justice, and sentencing is
noise-free. What would figure 9 look like in such a world?
Evidently, all the cells in the Case A column would be
identical, because all judges would give the defendant in case
A the same sentence of exactly one year. The same would be
true in all the other columns. The numbers in each row, of
course, would still vary, because the cases are different. But
each row would be identical to the one above it and below it.
The differences between the cases would be the only source of
variability in the table.

Unfortunately, the world of federal justice is not perfect.
The judges are not identical, and variability within columns is
large, indicating noise in the judgments of each case. There is
more variability in sentences than there should be, and the
study’s aim is to analyze it.



The Sentencing Lottery
Start from the picture of the perfect world we described above,
in which all cases receive the same punishment from every
judge. Each column is a series of 208 identical numbers. Now,
add noise by going down each column and changing some
numbers here and there—sometimes by adding prison time to
the mean sentence, sometimes by subtracting from it. Because
the changes you make are not all the same, they create
variability within the column. This variability is noise.

The essential result of this study is the large amount of noise
observed within the judgments of each case. The measure of
noise within each case is the standard deviation of the prison
terms assigned to that case. For the average case, the mean
sentence was 7.0 years, and the standard deviation around that
mean was 3.4 years.

While you may well be familiar with the term standard
deviation, you may find a concrete description useful. Imagine
that you randomly pick two judges and compute the difference
between their judgments of a case. Now repeat, for all pairs of
judges and all cases, and average the results. This measure, the
mean absolute difference, should give you a sense of the
lottery that faces the defendant in a federal courtroom.
Assuming that the judgments are normally distributed, it is
1.128 times the standard deviation, which implies that the
average difference between two randomly chosen sentences of
the same case will be 3.8 years. In chapter 3, we spoke of the
lottery that faces the client who needs specialized underwriting
from an insurance company. The criminal defendant’s lottery
is, to say the least, more consequential.

A mean absolute difference of 3.8 years between judges
when the average sentence is 7.0 years is a disturbing and, in
our view, unacceptable result. Yet there are good reasons to
suspect that there is even more noise in the actual
administration of justice. First, the participants in the noise
audit dealt with artificial cases, which were unusually easy to
compare and were presented in immediate succession. Real
life does not provide nearly as much support for the
maintenance of consistency. Second, judges in a courtroom



have much more information than they had here. New
information, unless it is decisive, provides more opportunities
for judges to differ from one another. For these reasons, we
suspect that the amount of noise defendants face in actual
courtrooms is even larger than what we see here.

Some Judges Are Severe: Level Noise
In the next step of the analysis, the authors broke down noise
into separate components. The first interpretation of noise that
probably came to your mind—as it did to Judge Frankel’s
mind—is that noise is due to variation among judges in their
disposition to set severe sentences. As any defense lawyer will
tell you, judges have reputations, some for being harsh
“hanging judges,” who are more severe than the average
judge, and others for being “bleeding-heart judges,” who are
more lenient than the average judge. We refer to these
deviations as level errors. (Again: error is defined here as a
deviation from the average; an error may in fact correct an
injustice, if the average judge is wrong.)

Variability in level errors will be found in any judgment
task. Examples are evaluations of performance where some
supervisors are more generous than others, predictions of
market share where some forecasters are more optimistic than
others, or recommendations for back surgery where some
orthopedists are more aggressive than others.

Each row in figure 9 shows the sentences set by one judge.
The mean sentence set by each judge, shown in the rightmost
column of the table, is a measure of the judge’s level of
severity. As it turns out, judges vary widely on this dimension.
The standard deviation of the values in the rightmost column
was 2.4 years. This variability has nothing to do with justice.
Instead, as you might suspect, differences in average
sentencing reflect variation among judges in other
characteristics—their backgrounds, life experiences, political
opinions, biases, and so on. The researchers examined the
judges’ attitudes to sentencing in general—for example,
whether they think the main goal of sentencing is



incapacitation (removing the criminal from society),
rehabilitation, or deterrence. They found that judges who think
that the main goal is rehabilitation tend to assign shorter prison
sentences and more supervised time than do judges who
pointed to deterrence or incapacitation. Separately, judges
located in the American South assigned significantly longer
sentences than did their counterparts in other parts of the
country. Not surprisingly, conservative ideology was also
related to severity of sentences.

The general conclusion is that the average level of
sentencing functions like a personality trait. You could use this
study to arrange judges on a scale that ranges from very harsh
to very lenient, just as a personality test might measure their
degree of extraversion or agreeableness. Like other traits, we
would expect severity of sentencing to be correlated with
genetic factors, with life experiences, and with other aspects of
personality. None of these has anything to do with the case or
the defendant. We use the term level noise for the variability of
the judges’ average judgments, which is identical to the
variability of level errors.

Judges Differ: Pattern Noise
As the black arrows show in figure 9, level noise is 2.4 years
and system noise is 3.4 years. This difference indicates that
there is more to system noise than differences in average
severity across individual judges. We will call this other
component of noise pattern noise.

To understand pattern noise, consider again figure 9, and
focus on one randomly chosen cell—say, cell C3. The mean
sentence in Case C is shown at the bottom of the column; as
you can see, it is 3.7 years. Now, look at the rightmost column
to find the mean sentence given by Judge 3 across all cases. It
is 5.0 years, just 2.0 years less than the grand mean. If the
variation in judges’ severity were the only source of noise in
column 3, you would predict that the sentence in cell C3 is 3.7
− 2.0 = 1.7 years. But the actual entry in cell C3 is 4 years,



indicating that Judge 3 was especially harsh in sentencing that
case.

The same simple, additive logic would let you predict every
sentence in every column of the table, but in fact you would
find deviations from the simple model in most cells. Looking
across a row, you will find that judges are not equally severe in
their sentencing of all cases: they are harsher than their
personal average in some and more lenient in others. We call
these residual deviations pattern errors. If you wrote down
these pattern errors in each cell of the table, you would find
that they add up to zero for every judge (row) and that they
also add up to zero for every case (column). However, the
pattern errors do not cancel out in their contribution to noise,
because the values in all cells are squared for the computation
of noise.

There is an easier way to confirm that the simple additive
model of sentencing does not hold. You can see in the table
that the mean sentences at the bottom of each column increase
steadily from left to right, but the same is not true within the
rows. Judge 208, for example, set a much higher sentence to
the defendant in Case O than to the defendant in Case P. If
individual judges ranked the cases by the prison time they
thought appropriate, their rankings would not be the same.

We use the term pattern noise for the variability we just
identified, because that variability reflects a complex pattern in
the attitudes of judges to particular cases. One judge, for
instance, may be harsher than average in general but relatively
more lenient toward white-collar criminals. Another may be
inclined to punish lightly but more severely when the offender
is a recidivist. A third may be close to the average severity but
sympathetic when the offender is merely an accomplice and
tough when the victim is an older person. (We use the term
pattern noise in the interest of readability. The proper
statistical term for pattern noise is judge × case interaction—
pronounced “judge-by-case.” We apologize to people with
statistical training for imposing the burden of translation on
them.)



In the context of criminal justice, some of the idiosyncratic
reactions to cases may reflect the judge’s personal philosophy
of sentencing. Other responses may result from associations of
which the judge is barely aware, such as a defendant who
reminds him of a particularly hateful criminal or who perhaps
looks like his daughter. Whatever their origin, these patterns
are not mere chance: we would expect them to recur if the
judge saw the same case again. But because pattern noise is, in
practice, difficult to predict, it adds uncertainty to the already-
unpredictable lottery of sentencing. As the study’s authors
noted, “Patterned differences between judges in the influence
of offense/offender characteristics” are “an additional form of
sentence disparity.”

You may have noticed that the decomposition of system
noise into level noise and pattern noise follows the same logic
as the error equation in the previous chapter, which
decomposed error into bias and noise. This time, the equation
can be written as follows:

System Noise2 = Level Noise2 + Pattern Noise2

This expression can be represented visually in the same
manner as the original Error Equation (Figure 10). We have
represented the two sides of the triangle as equal. That is
because, in the study of sentencing, pattern noise and level
noise contribute approximately equally to system noise.

Pattern noise is pervasive. Suppose that doctors are deciding
whether to admit people for hospitalization, that companies are
deciding whom to hire, that lawyers are deciding which cases
to bring, or that Hollywood executives are deciding which
television shows to produce. In all these cases, there will be
pattern noise, with different judges producing different
rankings of the cases.



FIGURE 10: Decomposing system noise

The Components of Noise
Our treatment of pattern noise glossed over a significant
complexity: the possible contribution of random error.

Recall the stopwatch exercise. When you tried to measure
ten seconds repeatedly, your results varied from one lap to the
next; you showed within-person variability. By the same
token, the judges would not have set precisely the same
sentences to the sixteen cases if they had been asked to judge
them again on another occasion. Indeed, as we will see, they
would not have set the same sentences if the original study had
been conducted on another day of the same week. If a judge is
in a good mood because something nice happened to her
daughter, or because a favorite sports team won yesterday, or
because it is a beautiful day, her judgment might be more
lenient than it would otherwise be. This within-person
variability is conceptually distinct from the stable between-
person differences that we have just discussed—but it is
difficult to tell these sources of variability apart. Our name for
the variability that is due to transient effects is occasion noise.

We effectively ignored occasion noise in this study and
chose to interpret the judges’ idiosyncratic patterns of
sentencing in the noise audit as indicating stable attitudes. This



assumption is certainly optimistic, but there are independent
reasons to believe that occasion noise did not play a large role
in this study. The highly experienced judges who participated
in it surely brought with them some set ideas about the
significance of various features of offenses and of defendants.
In the next chapter, we discuss occasion noise in greater detail
and show how it can be separated from the stable component
of pattern noise.

To summarize, we discussed several types of noise. System
noise is undesirable variability in the judgments of the same
case by multiple individuals. We have identified its two major
components, which can be separated when the same
individuals evaluate multiple cases:

 Level noise is variability in the average level of judgments by different judges.

 Pattern noise is variability in judges’ responses to particular cases.

In the present study, the amounts of level noise and pattern
noise were approximately equal. However, the component that
we identified as pattern noise certainly contains some occasion
noise, which can be treated as random error.

We have used a noise audit in the judicial system as an
illustration, but the same analysis can be applied to any noise
audit—in business, medicine, government, or elsewhere. Level
noise and pattern noise (which includes occasion noise) both
contribute to system noise, and we will encounter them
repeatedly as we proceed.

Speaking of Analyzing Noise

“Level noise is when judges show different levels of severity.
Pattern noise is when they disagree with one another on
which defendants deserve more severe or more lenient
treatment. And part of pattern noise is occasion noise—
when judges disagree with themselves.”

“In a perfect world, defendants would face justice; in our
world, they face a noisy system.”



CHAPTER 7

Occasion Noise

A professional basketball player is preparing for a free throw.
He stands at the foul line. He concentrates—and shoots. This
is a precise sequence of moves he has practiced countless
times. Will he make the shot?

We don’t know, and neither does he. In the National
Basketball Association, players typically make about three-
quarters of their attempts. Some players, obviously, are better
than others, but no player scores 100% of the time. The all-
time best make a little over 90% of their free throws. (At the
time of this writing, they are Stephen “Steph” Curry, Steve
Nash, and Mark Price.) The all-time worst are around 50%.
(The great Shaquille O’Neal, for example, made only about
53% of his shots.) Although the hoop is always exactly ten
feet high and fifteen feet away, and the ball always weighs
twenty-two ounces, the ability to repeat the precise sequence
of gestures required to score does not come easily. Variability
is expected, not just between players but within players. The
free throw is a form of lottery, with a much higher chance of
success if the shooter is Curry than if he is O’Neal, but it is a
lottery nonetheless.

Where does this variability come from? We know that
countless factors can influence the player at the foul line: the
fatigue of a long game, the mental pressure of a tight score, the
cheers of the home court, or the boos of the opposing team’s
fans. If someone like Curry or Nash misses, we will invoke
one of these explanations. But in truth, we are unlikely to



know the exact role these factors play. The variability in a
shooter’s performance is a form of noise.

The Second Lottery
Variability in free throws or in other physical processes comes
as no surprise. We are used to variability in our bodies: our
heart rate, our blood pressure, our reflexes, the tone of our
voice, and the trembling of our hands are different at different
times. And however hard we try to produce the same
signature, it is still slightly different on every check.

It is less easy to observe the variability of our minds. Of
course, we have all had the experience of changing our minds,
even without new information. The film that made us laugh
out loud last night now seems mediocre and forgettable. The
person we judged severely yesterday now seems to deserve
our indulgence. An argument that we had not liked or
understood sinks in and now appears essential. But as these
examples suggest, we usually associate such changes with
relatively minor and largely subjective matters.

In reality, our opinions do change without apparent reason.
This point holds even for matters of careful, considered
judgment by professional experts. For instance, it is common
to obtain significantly different diagnoses from the same
physicians when they are presented twice with the same case
(see chapter 22). When wine experts at a major US wine
competition tasted the same wines twice, they scored only
18% of the wines identically (usually, the very worst ones). A
forensic expert can reach different conclusions when
examining the same fingerprints twice, just a few weeks apart
(see chapter 20). Experienced software consultants can offer
markedly different estimates of the completion time for the
same task on two occasions. Simply put, just like a basketball
player who never throws the ball twice in exactly the same
way, we do not always produce identical judgments when
faced with the same facts on two occasions.

We have described the process that picks an underwriter, a
judge, or a doctor as a lottery that creates system noise.



Occasion noise is the product of a second lottery. This lottery
picks the moment when the professional makes a judgment,
the professional’s mood, the sequence of cases that are fresh in
mind, and countless other features of the occasion. This
second lottery usually remains much more abstract than the
first. We can see how the first lottery could have selected a
different underwriter, for instance, but the alternatives to the
actual responses of the selected underwriter are abstract
counterfactuals. We know only that the judgment that did
occur was picked from a cloud of possibilities. Occasion noise
is the variability among these unseen possibilities.

Measuring Occasion Noise
Measuring occasion noise is not easy—for much the same
reason that its existence, once established, often surprises us.
When people form a carefully considered professional
opinion, they associate it with the reasons that justify their
point of view. If pressed to explain their judgment, they will
usually defend it with arguments that they find convincing.
And if they are presented with the same problem a second time
and recognize it, they will reproduce the earlier answer both to
minimize effort and maintain consistency. Consider this
example from the teaching profession: if a teacher gives an
excellent grade to a student essay and then rereads the same
essay a week later after seeing the original grade, he will be
unlikely to give it a very different grade.

For this reason, direct measurements of occasion noise are
hard to obtain whenever cases are easily memorable. If, for
example, you show an underwriter or a criminal judge a case
that they previously decided, they will probably recognize the
case and just repeat their previous judgment. One review of
research on variability in professional judgment (technically
known as test-retest reliability, or reliability for short) included
many studies in which the experts made the same judgment
twice in the same session. Not surprisingly, they tended to
agree with themselves.



The experiments we mentioned above bypassed this issue
by using stimuli that the experts would not recognize. The
wine judges took part in a blind tasting. The fingerprint
examiners were shown pairs of prints they had already seen,
and the software experts were asked about tasks they had
already worked on—but some weeks or months later and
without being told that these were cases they had already
examined.

There is another, less direct way to confirm the existence of
occasion noise: by using big data and econometric methods.
When a large sample of past professional decisions is
available, analysts can sometimes check whether these
decisions were influenced by occasion-specific, irrelevant
factors, such as time of day or outside temperature.
Statistically significant effects of such irrelevant factors on
judgments are evidence of occasion noise. Realistically
speaking, there is no hope of discovering all the extraneous
sources of occasion noise, but those that can be found illustrate
the great variety of these sources. If we are to control occasion
noise, we must try to understand the mechanisms that produce
it.

One Is a Crowd
Think of this question: what percentage of the world’s airports
are in the United States? As you thought about it, an answer
probably came to your mind. But it did not occur to you in the
same way that you would remember your age or your phone
number. You are aware that the number you just produced is
an estimate. It is not a random number—1% or 99% would
clearly be wrong answers. But the number you came up with is
just one in a range of possibilities that you would not rule out.
If someone added or subtracted 1 percentage point from your
answer, you would probably not find the resulting guess much
less plausible than yours. (The correct answer, in case you
wonder, is 32%.)

Two researchers, Edward Vul and Harold Pashler, had the
idea of asking people to answer this question (and many



similar ones) not once but twice. The subjects were not told
the first time that they would have to guess again. Vul and
Pashler’s hypothesis was that the average of the two answers
would be more accurate than either of the answers on its own.

The data proved them right. In general, the first guess was
closer to the truth than the second, but the best estimate came
from averaging the two guesses.

Vul and Pashler drew inspiration from the well-known
phenomenon known as the wisdom-of-crowds effect: averaging
the independent judgments of different people generally
improves accuracy. In 1907, Francis Galton, a cousin of
Darwin and a famous polymath, asked 787 villagers at a
country fair to estimate the weight of a prize ox. None of the
villagers guessed the actual weight of the ox, which was 1,198
pounds, but the mean of their guesses was 1,200, just 2 pounds
off, and the median (1,207) was also very close. The villagers
were a “wise crowd” in the sense that although their individual
estimates were quite noisy, they were unbiased. Galton’s
demonstration surprised him: he had little respect for the
judgment of ordinary people, and despite himself, he urged
that his results were “more creditable to the trustworthiness of
a democratic judgment than might have been expected.”

Similar results have been found in hundreds of situations.
Of course, if questions are so difficult that only experts can
come close to the answer, crowds will not necessarily be very
accurate. But when, for instance, people are asked to guess the
number of jelly beans in a transparent jar, to predict the
temperature in their city one week out, or to estimate the
distance between two cities in a state, the average answer of a
large number of people is likely to be close to the truth. The
reason is basic statistics: averaging several independent
judgments (or measurements) yields a new judgment, which is
less noisy, albeit not less biased, than the individual
judgments.

Vul and Pashler wanted to find out if the same effect
extends to occasion noise: can you get closer to the truth by
combining two guesses from the same person, just as you do
when you combine the guesses of different people? As they



discovered, the answer is yes. Vul and Pashler gave this
finding an evocative name: the crowd within.

Averaging two guesses by the same person does not
improve judgments as much as does seeking out an
independent second opinion. As Vul and Pashler put it, “You
can gain about 1/10th as much from asking yourself the same
question twice as you can from getting a second opinion from
someone else.” This is not a large improvement. But you can
make the effect much larger by waiting to make a second
guess. When Vul and Pashler let three weeks pass before
asking their subjects the same question again, the benefit rose
to one-third the value of a second opinion. Not bad for a
technique that does not require any additional information or
outside help. And this result certainly provides a rationale for
the age-old advice to decision makers: “Sleep on it, and think
again in the morning.”

Working independently of Vul and Pashler but at about the
same time, two German researchers, Stefan Herzog and Ralph
Hertwig, came up with a different implementation of the same
principle. Instead of merely asking their subjects to produce a
second estimate, they encouraged people to generate an
estimate that—while still plausible—was as different as
possible from the first one. This request required the subjects
to think actively of information they had not considered the
first time. The instructions to participants read as follows:

First, assume that your first estimate is off the mark. Second, think about a few
reasons why that could be. Which assumptions and considerations could have
been wrong? Third, what do these new considerations imply? Was the first
estimate rather too high or too low? Fourth, based on this new perspective,
make a second, alternative estimate.

Like Vul and Pashler, Herzog and Hertwig then averaged
the two estimates thus produced. Their technique, which they
named dialectical bootstrapping, produced larger
improvements in accuracy than did a simple request for a
second estimate immediately following the first. Because the
participants forced themselves to consider the question in a
new light, they sampled another, more different version of
themselves—two “members” of the “crowd within” who were
further apart. As a result, their average produced a more
accurate estimate of the truth. The gain in accuracy with two



immediately consecutive “dialectical” estimates was about
half the value of a second opinion.

The upshot for decision makers, as summarized by Herzog
and Hertwig, is a simple choice between procedures: if you
can get independent opinions from others, do it—this real
wisdom of crowds is highly likely to improve your judgment.
If you cannot, make the same judgment yourself a second time
to create an “inner crowd.” You can do this either after some
time has passed—giving yourself distance from your first
opinion—or by actively trying to argue against yourself to find
another perspective on the problem. Finally, regardless of the
type of crowd, unless you have very strong reasons to put
more weight on one of the estimates, your best bet is to
average them.

Beyond practical advice, this line of research confirms an
essential insight about judgment. As Vul and Pashler put it,
“Responses made by a subject are sampled from an internal
probability distribution, rather than deterministically selected
on the basis of all the knowledge a subject has.” This
observation echoes the experience you had when answering
the question about airports in the United States: Your first
answer did not capture all your knowledge or even the best of
it. The answer was just one point in the cloud of possible
answers that your mind could have generated. The variability
we observe in judgments of the same problem by the same
person is not a fluke observed in a few highly specialized
problems: occasion noise affects all our judgments, all the
time.

Sources of Occasion Noise
There is at least one source of occasion noise that we have all
noticed: mood. We’ve all experienced how our own judgments
can depend on how we feel—and we are certainly aware that
the judgments of others vary with their moods, too.

The effect of moods on judgment has been the subject of a
vast amount of psychological research. It is remarkably easy to
make people temporarily happy or sad and to measure the



variability of their judgments and decisions after these moods
have been induced. Researchers use a variety of techniques to
do this. For example, participants are sometimes asked to write
a paragraph recalling either a happy memory or a sad one.
Sometimes they simply view a video segment taken either
from a funny movie or from a tearjerker.

Several psychologists have spent decades investigating the
effects of mood manipulation. Perhaps the most prolific is
Australian psychologist Joseph Forgas. He has published
around a hundred scientific papers on the subject of mood.

Some of Forgas’s research confirms what you already think:
People who are in a good mood are generally more positive.
They find it easier to recall happy memories than sad ones,
they are more approving of people, they are more generous
and helpful, and so on. Negative mood has the opposite
effects. As Forgas writes, “The same smile that is seen as
friendly by a person in a good mood may be judged as
awkward when the observer is in a negative mood; discussing
the weather could be seen as poised when the person is in a
good mood but boring when that person is in a bad mood.”

In other words, mood has a measurable influence on what
you think: what you notice in your environment, what you
retrieve from your memory, how you make sense of these
signals. But mood has another, more surprising effect: it also
changes how you think. And here, the effects are not those you
might imagine. Being in a good mood is a mixed blessing, and
bad moods have a silver lining. The costs and benefits of
different moods are situation-specific.

In a negotiation situation, for instance, good mood helps.
People in a good mood are more cooperative and elicit
reciprocation. They tend to end up with better results than do
unhappy negotiators. Of course, successful negotiations make
people happy, too, but in these experiments, the mood is not
caused by what is going on in the negotiation; it is induced
before people negotiate. Also, negotiators who shift from a
good mood to an angry one during the negotiation often
achieve good results—something to remember when you’re
facing a stubborn counterpart!



On the other hand, a good mood makes us more likely to
accept our first impressions as true without challenging them.
In one of Forgas’s studies, participants read a short
philosophical essay, to which a picture of the author was
appended. Some readers saw a stereotypical philosophy
professor—male, middle-aged, and wearing glasses. Others
saw a young woman. As you can guess, this is a test of the
readers’ vulnerability to stereotypes: do people rate the essay
more favorably when it is attributed to a middle-aged man
than they do when they believe that a young woman wrote it?
They do, of course. But importantly, the difference is larger in
the good-mood condition. People who are in a good mood are
more likely to let their biases affect their thinking.

Other studies tested the effect of mood on gullibility.
Gordon Pennycook and colleagues have conducted many
studies of people’s reactions to meaningless, pseudo-profound
statements generated by assembling randomly selected nouns
and verbs from the sayings of popular gurus into
grammatically correct sentences, such as “Wholeness quiets
infinite phenomena” or “Hidden meaning transforms
unparalleled abstract beauty.” The propensity to agree with
such statements is a trait known as bullshit receptivity.
(Bullshit has become something of a technical term since
Harry Frankfurt, a philosopher at Princeton University,
published an insightful book, On Bullshit, in which he
distinguished bullshit from other types of misrepresentation.)

Sure enough, some people are more receptive than others to
bullshit. They can be impressed by “seemingly impressive
assertions that are presented as true and meaningful but are
actually vacuous.” But here again, this gullibility is not merely
a function of permanent, unchanging dispositions. Inducing
good moods makes people more receptive to bullshit and more
gullible in general; they are less apt to detect deception or
identify misleading information. Conversely, eyewitnesses
who are exposed to misleading information are better able to
disregard it—and to avoid false testimony—when they are in a
bad mood.

Even moral judgments are strongly influenced by mood. In
one study, researchers exposed subjects to the footbridge



problem, a classic problem in moral philosophy. In this
thought experiment, five people are about to be killed by a
runaway trolley. Subjects are to imagine themselves standing
on a footbridge, underneath which the trolley will soon pass.
They must decide whether to push a large man off the
footbridge and onto the tracks so that his body will stop the
trolley. If they do so, they are told, the large man will die, but
the five people will be saved.

The footbridge problem illustrates the conflict between
approaches to moral reasoning. Utilitarian calculation,
associated with English philosopher Jeremy Bentham,
suggests that the loss of one life is preferable to the loss of
five. Deontological ethics, associated with Immanuel Kant,
prohibits killing someone, even in the service of saving several
others. The footbridge problem clearly contains a salient
element of personal emotion: physically pushing a man off a
bridge into the path of an oncoming trolley is a particularly
repugnant act. Making the utilitarian choice to push the man
off the bridge requires people to overcome their aversion to a
physically violent act against a stranger. Only a minority of
people (in this study, fewer than one in ten) usually say they
would do so.

However, when the subjects were placed in a positive mood
—induced by watching a five-minute video segment—they
became three times more likely to say that they would push the
man off the bridge. Whether we regard “Thou shalt not kill” as
an absolute principle or are willing to kill one stranger to save
five should reflect our deepest values. Yet our choice seems to
depend on what video clip we have just watched.

We have described these studies of mood in some detail
because we need to emphasize an important truth: you are not
the same person at all times. As your mood varies (something
you are, of course, aware of), some features of your cognitive
machinery vary with it (something you are not fully aware of).
If you are shown a complex judgment problem, your mood in
the moment may influence your approach to the problem and
the conclusions you reach, even when you believe that your
mood has no such influence and even when you can



confidently justify the answer you found. In short, you are
noisy.

Many other incidental factors induce occasion noise in
judgments. Among the extraneous factors that should not
influence professional judgments, but do, are two prime
suspects: stress and fatigue. A study of nearly seven hundred
thousand primary care visits, for instance, showed that
physicians are significantly more likely to prescribe opioids at
the end of a long day. Surely, there is no reason why a patient
with a 4 pm appointment should be in greater pain than one
who shows up at 9 am. Nor should the fact that the doctor is
running behind schedule influence prescription decisions. And
indeed, prescriptions of other pain treatments, such as
nonsteroidal antiinflammatory drugs and referrals to physical
therapy, do not display similar patterns. When physicians are
under time pressure, they are apparently more inclined to
choose a quick-fix solution, despite its serious downsides.
Other studies showed that, toward the end of the day,
physicians are more likely to prescribe antibiotics and less
likely to prescribe flu shots.

Even the weather has a measurable influence on
professional judgments. Since these judgments are often made
in air-conditioned rooms, the effect of weather is probably
“mediated” by mood (that is, the weather does not directly
affect decisions but modifies the decision maker’s mood,
which in turn does change how they decide). Bad weather is
associated with improved memory; judicial sentences tend to
be more severe when it is hot outside; and stock market
performance is affected by sunshine. In some cases, the effect
of the weather is less obvious. Uri Simonsohn showed that
college admissions officers pay more attention to the academic
attributes of candidates on cloudier days and are more
sensitive to nonacademic attributes on sunnier days. The title
of the article in which he reported these findings is memorable
enough: “Clouds Make Nerds Look Good.”

Another source of random variability in judgment is the
order in which cases are examined. When a person is
considering a case, the decisions that immediately preceded it
serve as an implicit frame of reference. Professionals who



make a series of decisions in sequence, including judges, loan
officers, and baseball umpires, lean toward restoring a form of
balance: after a streak, or a series of decisions that go in the
same direction, they are more likely to decide in the opposite
direction than would be strictly justified. As a result, errors
(and unfairness) are inevitable. Asylum judges in the United
States, for instance, are 19% less likely to grant asylum to an
applicant when the previous two cases were approved. A
person might be approved for a loan if the previous two
applications were denied, but the same person might have
been rejected if the previous two applications had been
granted. This behavior reflects a cognitive bias known as the
gambler’s fallacy: we tend to underestimate the likelihood that
streaks will occur by chance.

Sizing Occasion Noise
How large is occasion noise relative to total system noise?
Although no single number applies to all situations, a general
rule emerges. In terms of their size, the effects we have
described in this chapter are smaller than stable differences
between individuals in their levels and patterns of judgments.

As noted, for instance, the chance that an asylum applicant
will be admitted in the United States drops by 19% if the
hearing follows two successful ones by the same judge. This
variability is certainly troubling. But it pales in comparison
with the variability between judges: in one Miami courthouse,
Jaya Ramji-Nogales and her co-authors found that one judge
would grant asylum to 88% of applicants and another to only
5%. (This is real data, not a noise audit, so the applicants were
different, but they were quasi-randomly assigned, and the
authors checked that differences in country of origin did not
explain the discrepancies.) Given such disparities, reducing
one of these numbers by 19% does not seem like such a big
deal.

Similarly, fingerprint examiners and physicians sometimes
disagree with themselves, but they do so less often than they
disagree with others. In every case we reviewed in which the



share of occasion noise in total system noise could be
measured, occasion noise was a smaller contributor than were
differences among individuals.

Or to put it differently, you are not always the same person,
and you are less consistent over time than you think. But
somewhat reassuringly, you are more similar to yourself
yesterday than you are to another person today.

Occasion Noise, Inner Causes
Mood, fatigue, weather, sequence effects: many factors may
trigger unwanted variations in the judgment of the same case
by the same person. We might hope to construct a setting in
which all the extraneous factors bearing on decisions are
known and controlled. In theory at least, such a setting should
reduce occasion noise. But even this setting would probably
not be sufficient to eliminate occasion noise entirely.

Michael Kahana and his University of Pennsylvania
colleagues study memory performance. (Memory is not a
judgment task by our definition, but it is a cognitive task for
which conditions can be rigorously controlled and variations
in performance easily measured.) In one study, they asked
seventy-nine subjects to participate in an exceptionally
thorough analysis of their memory performance. The subjects
sat through twenty-three sessions on separate days, during
each of which they had to recall words from twenty-four
different lists of twenty-four words each. The percentage of
words recalled defines memory performance.

Kahana and his colleagues were not interested in the
differences between subjects but rather in the predictors of
variability in the performance of each subject. Would
performance be driven by how alert the subjects felt? By how
much sleep they got the previous night? By the time of day?
Would their performance increase with practice from one
session to the next? Would it deteriorate within each session as
they got tired or bored? Would some lists of words prove
easier to memorize than others?



The answer to all these questions was yes, but not by very
much. A model that incorporated all these predictors explained
only 11% of the variation in the performance of a given
subject. As the researchers put it, “We were struck by how
much variability remained after removing the effects of our
predictor variables.” Even in this tightly controlled setting,
exactly what factors drive occasion noise was a mystery.

Of all the variables the researchers studied, the most
powerful predictor of a subject’s performance on a particular
list was not an external factor. Performance on one list of
words was best predicted by how well a subject had performed
on the list that immediately preceded it. A successful list was
likely to be followed by another relatively successful one, and
a mediocre one by another mediocre one. Performance did not
vary randomly from list to list: within each session, it ebbed
and flowed over time, with no obvious external cause.

These findings suggest that memory performance is driven
in large part by, in Kahana and coauthors’ words, “the
efficiency of endogenous neural processes that govern
memory function.” In other words, the moment-to-moment
variability in the efficacy of the brain is not just driven by
external influences, like the weather or a distracting
intervention. It is a characteristic of the way our brain itself
functions.

It is very likely that intrinsic variability in the functioning of
the brain also affects the quality of our judgments in ways that
we cannot possibly hope to control. This variability in brain
function should give pause to anyone who thinks occasion
noise can be eliminated. The analogy with the basketball
player at the free-throw line was not as simplistic as it may
have initially appeared: just as the player’s muscles never
execute exactly the same gesture, our neurons never operate in
exactly the same way. If our mind is a measuring instrument, it
will never be a perfect one.

We can, however, strive to control those undue influences
that can be controlled. Doing so is especially important when
judgments are made in groups, as we will see in chapter 8.



Speaking of Occasion Noise

“Judgment is like a free throw: however hard we try to repeat
it precisely, it is never exactly identical.”

“Your judgment depends on what mood you are in, what cases
you have just discussed, and even what the weather is. You
are not the same person at all times.”

“Although you may not be the same person you were last
week, you are less different from the ‘you’ of last week than
you are from someone else today. Occasion noise is not the
largest source of system noise.”



CHAPTER 8

How Groups Amplify Noise

Noise in individual judgment is bad enough. But group
decision making adds another layer to the problem. Groups
can go in all sorts of directions, depending in part on factors
that should be irrelevant. Who speaks first, who speaks last,
who speaks with confidence, who is wearing black, who is
seated next to whom, who smiles or frowns or gestures at the
right moment—all these factors, and many more, affect
outcomes. Every day, similar groups make very different
decisions, whether the question involves hiring, promotion,
office closings, communications strategies, environmental
regulations, national security, university admissions, or new
product launches.

It might seem odd to emphasize this point, since we noted in
the previous chapter that aggregating the judgments of
multiple individuals reduces noise. But because of group
dynamics, groups can add noise, too. There are “wise crowds,”
whose mean judgment is close to the correct answer, but there
are also crowds that follow tyrants, that fuel market bubbles,
that believe in magic, or that are under the sway of a shared
illusion. Minor differences can lead one group toward a firm
yes and an essentially identical group toward an emphatic no.
And because of the dynamics among group members—our
emphasis here—the level of noise can be high. That
proposition holds whether we are speaking of noise across
similar groups or of a single group whose firm judgment on an
important matter should be seen as merely one in a cloud of
possibilities.



Noise in the Music
For evidence, we begin in what might seem to be an unlikely
place: a large-scale study of music downloads by Matthew
Salganik and his coauthors. As the study was designed, the
experimenters created a control group of thousands of people
(visitors to a moderately popular website). Members of the
control group could hear and download one or more of
seventy-two songs by new bands. The songs were vividly
named: “Trapped in an Orange Peel,” “Gnaw,” “Eye Patch,”
“Baseball Warlock v1,” and “Pink Aggression.” (Some of the
titles sound directly related to our concerns here: “Best
Mistakes,” “I Am Error,” “The Belief Above the Answer,”
“Life’s Mystery,” “Wish Me Luck,” and “Out of the Woods.”)

In the control group, the participants were told nothing
about what anyone else had said or done. They were left to
make their own independent judgments about which songs
they liked and wished to download. But Salganik and his
colleagues also created eight other groups, to which thousands
of other website visitors were randomly assigned. For
members of those groups, everything was the same, with just
one exception: people could see how many people in their
particular group had previously downloaded every individual
song. For example, if “Best Mistakes” was immensely popular
in one group, its members would see that, and so too if no one
was downloading it.

Because the various groups did not differ along any
important dimension, the study was essentially running history
eight times. You might well predict that in the end, the good
songs would always rise to the top and the bad ones would
always sink to the bottom. If so, the various groups would end
up with identical or at least similar rankings. Across groups,
there would be no noise. And indeed, that was the precise
question that Salganik and his coauthors meant to explore.
They were testing for a particular driver of noise: social
influence.

The key finding was that group rankings were wildly
disparate: across different groups, there was a great deal of
noise. In one group, “Best Mistakes” could be a spectacular



success, while “I Am Error” could flop. In another group, “I
Am Error” could do exceedingly well, and “Best Mistakes”
could be a disaster. If a song benefited from early popularity, it
could do really well. If it did not get that benefit, the outcome
could be very different.

To be sure, the very worst songs (as established by the
control group) never ended up at the very top, and the very
best songs never ended up at the very bottom. But otherwise,
almost anything could happen. As the authors emphasize,
“The level of success in the social influence condition was
more unpredictable than in the independent condition.” In
short, social influences create significant noise across groups.
And if you think about it, you can see that individual groups
were noisy, too, in the sense that their judgment in favor of
one song, or against it, could easily have been different,
depending on whether it attracted early popularity.

As Salganik and his coauthors later demonstrated, group
outcomes can be manipulated fairly easily, because popularity
is self-reinforcing. In a somewhat fiendish follow-up
experiment, they inverted the rankings in the control group (in
other words, they lied about how popular songs were), which
meant that people saw the least popular songs as the most
popular, and vice versa. The researchers then tested what the
website’s visitors would do. The result was that most of the
unpopular songs became quite popular, and most of the
popular songs did very poorly. Within very large groups,
popularity and unpopularity bred more of the same, even when
the researchers misled people about which songs were popular.
The single exception is that the very most popular song in the
control group did rise in popularity over time, which means
that the inverted ranking could not keep the best song down.
For the most part, however, the inverted ranking helped
determine the ultimate ranking.

It should be easy to see how these studies bear on group
judgments in general. Suppose that a small group consisting
of, say, ten people is deciding whether to adopt some bold new
initiative. If one or two advocates speak first, they might well
shift the entire room in their preferred direction. The same is
true if skeptics speak first. At least this is so if people are



influenced by one another—and they usually are. For this
reason, otherwise similar groups might end up making very
different judgments simply because of who spoke first and
initiated the equivalent of early downloads. The popularity of
“Best Mistakes” and “I Am Error” have close analogues in
professional judgments of all kinds. And if groups do not hear
the analogue to the popularity rankings of such songs—loud
enthusiasm, say, for that bold initiative—the initiative might
not go anywhere, simply because those who supported it did
not voice their opinion.

Beyond Music Downloads
If you are skeptical, you might be thinking that the case of
music downloads is unique or at least distinctive and that it
tells us little about judgments by other groups. But similar
observations have been made in many other areas as well.
Consider, for example, the popularity of proposals for
referenda in the United Kingdom. In deciding whether to
support a referendum, people must of course judge whether it
is a good idea, all things considered. The patterns are similar
to those observed by Salganik and his coauthors: an initial
burst of popularity is self-reinforcing, and if a proposal attracts
little support on the first day, it is essentially doomed. In
politics, as in music, a great deal depends on social influences
and, in particular, on whether people see that other people are
attracted or repelled.

Building directly on the music downloads experiment,
sociologist Michael Macy of Cornell University and his
collaborators asked whether the visible views of other people
could suddenly make identifiable political positions popular
among Democrats and unpopular among Republicans—or vice
versa. The short answer is yes. If Democrats in an online
group saw that a particular point of view was obtaining initial
popularity among Democrats, they would endorse that point of
view, ultimately leading most Democrats, in the relevant
group, to favor it. But if Democrats in a different online group
saw that the very same point of view was obtaining initial
popularity among Republicans, they would reject that point of



view, ultimately leading most Democrats, in the relevant
group, to reject it. Republicans behaved similarly. In short,
political positions can be just like songs, in the sense that their
ultimate fate can depend on initial popularity. As the
researchers put it, “chance variation in a small number of early
movers” can have major effects in tipping large populations—
and in getting both Republicans and Democrats to embrace a
cluster of views that actually have nothing to do with each
other.

Or consider a question that bears directly on group decisions
in general: how people judge comments on websites. Lev
Muchnik, a professor at the Hebrew University of Jerusalem,
and his colleagues carried out an experiment on a website that
displays diverse stories and allows people to post comments,
which can in turn be voted up or down. The researchers
automatically and artificially gave certain comments on stories
an immediate up vote—the first vote that a comment would
receive. You might well think that after hundreds or thousands
of visitors and ratings, a single initial vote on a comment could
not possibly matter. That is a sensible thought, but it is wrong.
After seeing an initial up vote (and recall that it was entirely
artificial), the next viewer became 32% more likely to give an
up vote.

Remarkably, this effect persisted over time. After five
months, a single positive initial vote artificially increased the
mean rating of comments by 25%. The effect of a single
positive early vote is a recipe for noise. Whatever the reason
for that vote, it can produce a largescale shift in overall
popularity.

This study offers a clue about how groups shift and why
they are noisy (again in the sense that similar groups can make
very different judgments, and single groups can make
judgments that are merely one in a cloud of possibilities).
Members are often in a position to offer the functional
equivalent of an early up vote (or down vote) by indicating
agreement, neutrality, or dissent. If a group member has given
immediate approval, other members have reason to do so as
well. There is no question that when groups move in the
direction of some products, people, movements, and ideas, it



may not be because of their intrinsic merits but instead
because of the functional equivalent of early up votes. Of
course Muchnik’s own study involved very large groups. But
the same thing can happen in small ones, in fact even more
dramatically, because an initial up vote—in favor of some
plan, product, or verdict—often has a large effect on others.

There is a related point. We have pointed to the wisdom of
crowds: if you take a large group of people and ask them a
question, there is a good chance that the average answer will
be close to the target. Aggregating judgments can be an
excellent way of reducing noise, and therefore error. But what
happens if people are listening to one another? You might well
think that their doing so is likely to help. After all, people can
learn from one another and thus figure out what is right. Under
favorable circumstances, in which people share what they
know, deliberating groups can indeed do well. But
independence is a prerequisite for the wisdom of crowds. If
people are not making their own judgments and are relying
instead on what other people think, crowds might not be so
wise after all.

Research has revealed exactly that problem. In simple
estimation tasks—the number of crimes in a city, population
increases over specified periods, the length of a border
between nations—crowds were indeed wise as long as they
registered their views independently. But if they learned the
estimates of other people—for example, the average estimate
of a group of twelve—the crowd did worse. As the authors put
it, social influences are a problem because they reduce “group
diversity without diminishing the collective error.” The irony
is that while multiple independent opinions, properly
aggregated, can be strikingly accurate, even a little social
influence can produce a kind of herding that undermines the
wisdom of crowds.

Cascades
Some of the studies we are describing involve informational
cascades. Such cascades are pervasive. They help explain why



similar groups in business, government, and elsewhere can go
in multiple directions and why small changes can produce
such different outcomes and hence noise. We are able to see
history only as it was actually run, but for many groups and
group decisions, there are clouds of possibilities, only one of
which is realized.

To see how informational cascades work, imagine that ten
people are in a large office, deciding whom to hire for an
important position. There are three main candidates: Thomas,
Sam, and Julie. Assume that the group members are
announcing their views in sequence. Each person attends,
reasonably enough, to the judgments of others. Arthur is the
first to speak. He suggests that the best choice is Thomas.
Barbara now knows Arthur’s judgment; she should certainly
go along with his view if she is also enthusiastic about
Thomas. But suppose she isn’t sure about who is the best
candidate. If she trusts Arthur, she might simply agree:
Thomas is the best. Because she trusts Arthur well enough, she
supports his judgment.

Now turn to a third person, Charles. Both Arthur and
Barbara have said that they want to hire Thomas, but Charles’s
own view, based on what he knows to be limited information,
is that Thomas is not the right person for the job and that Julie
is the best candidate. Even though Charles has that view, he
might well ignore what he knows and simply follow Arthur
and Barbara. If so, the reason is not that Charles is a coward.
Instead it is because he is a respectful listener. He may simply
think that both Arthur and Barbara have evidence for their
enthusiasm.

Unless David thinks that his own information is really better
than that of those who preceded him, he should and will
follow their lead. If he does that, David is in a cascade. True,
he will resist if he has very strong grounds to think that Arthur,
Barbara, and Charles are wrong. But if he lacks those grounds,
he will likely go along with them.

Importantly, Charles or David may have information or
insights about Thomas (or the other candidates)—information
or insights of which Arthur and Barbara are unaware. If it had



been shared, this private information might have changed
Arthur’s or Barbara’s views. If Charles and David had spoken
first, they would not only have expressed their views about the
candidates but also contributed information that might have
swayed the other participants. But since they speak last, their
private information might well remain private.

Now suppose that Erica, Frank, and George are expected to
express their views. If Arthur, Barbara, Charles, and David
have previously said that Thomas is best, each of them might
well say the same thing even if they have good reason to think
that another choice would be better. Sure, they might oppose
the growing consensus if it is clearly wrong. But what if the
decision isn’t clear? The trick in this example is that Arthur’s
initial judgment has started a process by which several people
are led to participate in a cascade, leading the group to opt
unanimously for Thomas—even if some of those who support
him actually have no view and even if others think he is not
the best choice at all.

This example, of course, is highly artificial. But within
groups of all kinds, something like it happens all the time.
People learn from others, and if early speakers seem to like
something or want to do something, others might assent. At
least this is so if they do not have reason to distrust them and if
they lack a good reason to think that they are wrong.

For our purposes, the most important point is that
informational cascades make noise across groups possible and
even likely. In the example we have given, Arthur spoke first
and favored Thomas. But suppose that Barbara had spoken
first and favored Sam. Or suppose that Arthur had felt slightly
differently and preferred Julie. On plausible assumptions, the
group would have turned to Sam or Julie, not because they are
better but because that is how the cascade would have worked
itself out. That is the central finding of the music download
experiment (and its cousins).

Note that it is not necessarily irrational for people to
participate in informational cascades. If people are unsure
about whom to hire, they might be smart to follow others. As
the number of people who share the same view gets larger,



relying on them becomes smarter still. Nonetheless, there are
two problems. First, people tend to neglect the possibility that
most of the people in the crowd are in a cascade, too—and are
not making independent judgments of their own. When we see
three, ten, or twenty people embracing some conclusion, we
might well underestimate the extent to which they are all
following their predecessors. We might think that their shared
agreement reflects collective wisdom, even if it reflects the
initial views of just a few people. Second, informational
cascades can lead groups of people in truly terrible directions.
After all, Arthur might have been wrong about Thomas.

Information is not, of course, the only reason that group
members are influenced by one another. Social pressures also
matter. At a company or in government, people might silence
themselves so as not to appear uncongenial, truculent, obtuse,
or stupid. They want to be team players. That is why they
follow the views and actions of others. People think that they
know what is right or probably right, but they nonetheless go
along with the apparent consensus of the group, or the views
of early speakers, to stay in the group’s good graces.

With minor variations, the hiring tale just told can proceed
in the same way, not because people are learning from one
another about the merits of Thomas but because they do not
want to look disagreeable or silly. Arthur’s early judgment in
favor of Thomas might start a kind of bandwagon effect,
ultimately imposing strong social pressure on Erica, Frank, or
George, simply because everyone else has favored Thomas.
And as with informational cascades, so with social pressure
cascades: people might well exaggerate the conviction of those
who have spoken before them. If people are endorsing
Thomas, they might be doing so not because they really prefer
Thomas but because an early speaker, or a powerful one,
endorsed him. And yet group members end up adding their
voice to the consensus and thus increasing the level of social
pressure. This is a familiar phenomenon in companies and
government offices, and it can lead to confidence about, and
unanimous support for, a judgment that is quite wrong.

Across groups, social influences also produce noise. If
someone starts a meeting by favoring a major change in the



company’s direction, that person might initiate a discussion
that leads a group unanimously to support the change. Their
agreement might be a product of social pressures, not of
conviction. If someone else had started the meeting by
indicating a different view, or if the initial speaker had decided
to be silent, the discussion might have headed in an altogether
different direction—and for the same reason. Very similar
groups can end up in divergent places because of social
pressures.

Group Polarization
In the United States and in many other countries, criminal
cases (and many civil cases) are generally tried by a jury. One
would hope that, through their deliberations, juries make wiser
decisions than do the individuals who constitute these
deliberative bodies. However, the study of juries uncovers a
distinct kind of social influence that is also a source of noise:
group polarization. The basic idea is that when people speak
with one another, they often end up at a more extreme point in
line with their original inclinations. If, for example, most
people in a seven-person group tend to think that opening a
new office in Paris would be a pretty good idea, the group is
likely to conclude, after discussion, that opening that office
would be a terrific idea. Internal discussions often create
greater confidence, greater unity, and greater extremism,
frequently in the form of increased enthusiasm. As it happens,
group polarization does not only occur in juries; teams that
make professional judgments often become polarized, too.

In a series of experiments, we studied the decisions of juries
that award punitive damages in product liability cases. Each
jury’s decision is a monetary amount, which is intended to
punish the company for its wrongdoing and be a deterrent to
others. (We will return to these studies and describe them in
greater detail in chapter 15.) For our purposes here, consider
an experiment that compares real-world deliberating juries and
“statistical juries.” First, we presented the 899 participants in
our study with case vignettes and asked them to make their
own independent judgments about them, using a seven-degree



scale to express their outrage and punitive intent and a dollar
scale for monetary awards (if any). Then, with the aid of the
computer, we used these individual responses to create
millions of statistical juries, that is, virtual six-person groups
(assembled randomly). In each statistical jury, we took the
median of the six individual judgments as the verdict.

We found, in short, that the judgments of these statistical
juries were much more consistent. Noise was substantially
reduced. The low noise was a mechanical effect of statistical
aggregation: the noise present in the independent, individual
judgments is always reduced by averaging them.

Real-world juries are not, however, statistical juries; they
meet and discuss their views of the case. You could reasonably
wonder whether deliberating juries would, in fact, tend to
arrive at the judgment of their median members. To find out,
we followed up the first experiment with another, this one
involving more than three thousand jury-eligible citizens and
more than five hundred six-person juries.

The results were straightforward. Looking at the same case,
deliberating juries were far noisier than statistical juries—a
clear reflection of social influence noise. Deliberation had the
effect of increasing noise.

There was another intriguing finding. When the median
member of a six-person group was only moderately outraged
and favored a lenient punishment, the verdict of the
deliberating jury typically ended up more lenient still. When,
on the contrary, the median member of a six-person group was
quite outraged and expressed a severe punitive intent, the
deliberating jury typically ended up more outraged and more
severe still. And when this outrage was expressed as a
monetary award, there was a systematic tendency to come up
with monetary awards that were higher than that of the jury’s
median member. Indeed, 27% of juries chose an award as high
as, or even higher than, that of their most severe member. Not
only were deliberating juries noisier than statistical juries, but
they also accentuated the opinions of the individuals
composing them.



Recall the basic finding of group polarization: after people
talk with one another, they typically end up at a more extreme
point in line with their original inclinations. Our experiment
illustrates this effect. Deliberating juries experienced a shift
toward greater leniency (when the median member was
lenient) and a shift toward greater severity (when the median
member was severe). Similarly, juries that were inclined to
impose monetary punishments ended up imposing more severe
punishments than what their median members had favored.

The explanations for group polarization are, in turn, similar
to the explanations for cascade effects. Information plays a
major role. If most people favor a severe punishment, then the
group will hear many arguments in favor of severe punishment
—and fewer arguments the other way. If group members are
listening to one another, they will shift in the direction of the
dominant tendency, rendering the group more unified, more
confident, and more extreme. And if people care about their
reputation within the group, they will shift in the direction of
the dominant tendency, which will also produce polarization.

Group polarization can, of course, produce errors. And it
often does. But our main focus here is on variability. As we
have seen, an aggregation of judgments will reduce noise, and
for those purposes, the more judgments, the better. This is why
statistical juries are less noisy than individual jurors. At the
same time, we found that deliberating juries are noisier than
statistical juries. When similarly situated groups end up
differing, group polarization is often the reason. And the
resulting noise can be very loud.

In business, in government, and everywhere else, cascades
and polarization can lead to wide disparities between groups
looking at the same problem. The potential dependence of
outcomes on the judgments of a few individuals—those who
speak first or who have the largest influence—should be
especially worrisome now that we have explored how noisy
individual judgments can be. We have seen that level noise
and pattern noise make differences between the opinions of
group members larger than they should be (and larger than we
would expect). We have also seen that occasion noise—
fatigue, mood, comparison points—may affect the judgment of



the first person who speaks. Group dynamics can amplify this
noise. As a result, deliberating groups tend to be noisier than
statistical groups that merely average individual judgments.

Since many of the most important decisions in business and
government are made after some sort of deliberative process, it
is especially important to be alert to this risk. Organizations
and their leaders should take steps to control noise in the
judgments of their individual members. They should also
manage deliberating groups in a way that is likely to reduce
noise, not amplify it. The noise-reduction strategies we will
propose aim to achieve that goal.

Speaking of Group Decisions

“Everything seems to depend on early popularity. We’d better
work hard to make sure that our new release has a terrific
first week.”

“As I always suspected, ideas about politics and economics are
a lot like movie stars. If people think that other people like
them, such ideas can go far.”

“I’ve always been worried that when my team gets together,
we end up confident and unified—and firmly committed to
the course of action that we choose. I guess there’s
something in our internal processes that isn’t going all that
well!”



PART III

Noise in Predictive Judgments

Many judgments are predictions, and since verifiable
predictions can be evaluated, we can learn a lot about noise
and bias by studying them. In this part of the book, we focus
on predictive judgments.

Chapter 9 compares the accuracy of predictions made by
professionals, by machines, and by simple rules. You will not
be surprised by our conclusion that the professionals come
third in this competition. In chapter 10, we explore the reasons
for this outcome and show that noise is a major factor in the
inferiority of human judgment.

To reach these conclusions, we must evaluate the quality of
predictions, and to do that, we need a measure of predictive
accuracy, a way to answer this question: How closely do the
predictions co-vary with the outcomes? If the HR department
routinely rates the potential of new hires, for example, we can
wait a few years to find out how employees perform and see
how closely ratings of potential co-vary with evaluations of
performance. Predictions are accurate to the extent that the
employees whose potential was rated high when they were
hired also earn high evaluations for their work.

A measure that captures this intuition is the percent
concordant (PC), which answers a more specific question:
Suppose you take a pair of employees at random. What is the
probability that the one who scored higher on an evaluation of
potential also performs better on the job? If the accuracy of the
early ratings were perfect, the PC would be 100%: the ranking



of two employees by potential would be a perfect prediction of
their eventual ranking by performance. If the predictions were
entirely useless, concordance would occur by chance only, and
the “higher-potential” employee would be just as likely as not
to perform better: PC would be 50%. We will discuss this
example, which has been studied extensively, in chapter 9. For
a simpler example, PC for foot length and height in adult men
is 71%. If you look at two people, first at their head and then
at their feet, there is a 71% chance that the taller of the two
also has the larger feet.

PC is an immediately intuitive measure of covariation,
which is a large advantage, but it is not the standard measure
that social scientists use. The standard measure is the
correlation coefficient (r), which varies between 0 and 1 when
two variables are positively related. In the preceding example,
the correlation between height and foot size is about .60.

There are many ways to think about the correlation
coefficient. Here is one that is intuitive enough: the correlation
between two variables is their percentage of shared
determinants. Imagine, for instance, that some trait is entirely
genetically determined. We would expect to find a .50
correlation on that trait between siblings, who have 50% of
their genes in common, and a .25 correlation between first
cousins, who have 25% of their genes in common. We can also
read the .60 correlation between height and foot size as
suggesting that 60% of the causal factors that determine height
also determine shoe size.

The two measures of covariation we have described are
directly related to each other. Table 1 presents the PC for
various values of the correlation coefficient. In the rest of this
book, we always present the two measures together when we
discuss the performance of humans and models.

Table 1: Correlation coefficient and percentage concordant (PC)
Correlation coefficient Percentage concordant (PC)

.00 50%

.10 53%

.20 56%

.30 60%



.40 63%

.60 71%

.80 79%
1.00 100%

In chapter 11, we discuss an important limit on predictive
accuracy: the fact that most judgments are made in a state of
what we call objective ignorance, because many things on
which the future depends can simply not be known. Strikingly,
we manage, most of the time, to remain oblivious to this
limitation and make predictions with confidence (or, indeed,
overconfidence). Finally, in chapter 12, we show that objective
ignorance affects not just our ability to predict events but even
our capacity to understand them—an important part of the
answer to the puzzle of why noise tends to be invisible.



CHAPTER 9

Judgments and Models

Many people are interested in forecasting people’s future
performance on the job—their own and that of others. The
forecasting of performance is therefore a useful example of
predictive professional judgment. Consider, for instance, two
executives in a large company. Monica and Nathalie were
assessed by a specialized consulting firm when they were
hired and received ratings on a 1-to-10 scale for leadership,
communication, interpersonal skills, job-related technical
skills, and motivation for the next position (table 2). Your task
is to predict their performance evaluations two years after they
were hired, also using a 1-to-10 scale.

Table 2: Two candidates for an executive position
 Leadership Communication Interpersonal

skills
Technical

skills
Motivation Your

prediction
Monica 4 6 4 8 8  
Nathalie 8 10 6 7 6  

Most people, when faced with this type of problem, simply
eyeball each line and produce a quick judgment, sometimes
after mentally computing the average of the scores. If you just
did that, you probably concluded that Nathalie was the
stronger candidate and that the difference between her and
Monica was 1 or 2 points.

Judgment or Formula?



The informal approach you took to this problem is known as
clinical judgment. You consider the information, perhaps
engage in a quick computation, consult your intuition, and
come up with a judgment. In fact, clinical judgment is the
process that we have described simply as judgment in this
book.

Now suppose that you performed the prediction task as a
participant in an experiment. Monica and Nathalie were drawn
from a database of several hundred managers who were hired
some years ago, and who received ratings on five separate
dimensions. You used these ratings to predict the managers’
success on the job. Evaluations of their performance in their
new roles are now available. How closely would these
evaluations align with your clinical judgments of their
potential?

This example is loosely based on an actual study of
performance prediction. If you had been a participant in that
study, you would probably not be pleased with its results.
Doctoral-level psychologists, employed by an international
consulting firm to make such predictions, achieved a
correlation of .15 with performance evaluations (PC = 55%).
In other words, when they rated one candidate as stronger than
another—as you did with Monica and Nathalie—the
probability that their favored candidate would end up with a
higher performance rating was 55%, barely better than chance.
To say the least, that is not an impressive result.

Perhaps you think that accuracy was poor because the
ratings you were shown were useless for prediction. So we
must ask, how much useful predictive information do the
candidates’ ratings actually contain? How can they be
combined into a predictive score that will have the highest
possible correlation with performance?

A standard statistical method answers these questions. In the
present study, it yields an optimal correlation of .32 (PC =
60%), far from impressive but substantially higher than what
clinical predictions achieved.

This technique, called multiple regression, produces a
predictive score that is a weighted average of the predictors. It



finds the optimal set of weights, chosen to maximize the
correlation between the composite prediction and the target
variable. The optimal weights minimize the MSE (mean
squared error) of the predictions—a prime example of the
dominant role of the least squares principle in statistics. As
you might expect, the predictor that is most closely correlated
with the target variable gets a large weight, and useless
predictors get a weight of zero. Weights could also be
negative: the candidate’s number of unpaid traffic tickets
would probably get a negative weight as a predictor of
managerial success.

The use of multiple regression is an example of mechanical
prediction. There are many kinds of mechanical prediction,
ranging from simple rules (“hire anyone who completed high
school”) to sophisticated artificial intelligence models. But
linear regression models are the most common (they have been
called “the workhorse of judgment and decision-making
research”). To minimize jargon, we will refer to linear models
as simple models.

The study that we illustrated with Monica and Nathalie was
one of many comparisons of clinical and mechanical
predictions, which all share a simple structure:

 A set of predictor variables (in our example, the ratings of candidates) are
used to predict a target outcome (the job evaluations of the same people);

 Human judges make clinical predictions;

 A rule (such as multiple regression) uses the same predictors to produce
mechanical predictions of the same outcomes;

 The overall accuracy of clinical and mechanical predictions is compared.

Meehl: The Optimal Model Beats You
When people are introduced to clinical and mechanical
prediction, they want to know how the two compare. How
good is human judgment, relative to a formula?

The question had been asked before, but it attracted much
attention only in 1954, when Paul Meehl, a professor of
psychology at the University of Minnesota, published a book
titled Clinical Versus Statistical Prediction: A Theoretical



Analysis and a Review of the Evidence. Meehl reviewed
twenty studies in which a clinical judgment was pitted against
a mechanical prediction for such outcomes as academic
success and psychiatric prognosis. He reached the strong
conclusion that simple mechanical rules were generally
superior to human judgment. Meehl discovered that clinicians
and other professionals are distressingly weak in what they
often see as their unique strength: the ability to integrate
information.

To appreciate how surprising this finding is, and how it
relates to noise, you have to understand how a simple
mechanical prediction model works. Its defining characteristic
is that the same rule is applied to all the cases. Each predictor
has a weight, and that weight does not vary from one case to
the next. You might think that this severe constraint puts
models at a great disadvantage relative to human judges. In
our example, perhaps you thought that Monica’s combination
of motivation and technical skills would be an important asset
and would offset her limitations in other areas. And perhaps
you also thought that Nathalie’s weaknesses in these two areas
would not be a serious issue, given her other strengths.
Implicitly, you imagined different routes to success for the two
women. These plausible clinical speculations effectively
assign different weights to the same predictors in the two cases
—a subtlety that is out of the reach of a simple model.

Another constraint of the simple model is that an increase of
1 unit in a predictor always produces the same effect (and half
the effect of an increase of 2 units). Clinical intuition often
violates this rule. If, for instance, you were impressed by
Nathalie’s perfect 10 on communication skills and decided this
score was worth a boost in your prediction, you did something
that a simple model will not do. In a weighted-average
formula, the difference between a score of 10 and a score of 9
must be the same as the difference between a 7 and a 6.
Clinical judgment does not obey that rule. Instead, it reflects
the common intuition that the same difference can be
inconsequential in one context and critical in another. You may
want to check, but we suspect that no simple model could



account exactly for your judgments about Monica and
Nathalie.

The study we used for these cases was a clear example of
Meehl’s pattern. As we noted, clinical predictions achieved a
.15 correlation (PC = 55%) with job performance, but
mechanical prediction achieved a correlation of .32 (PC =
60%). Think about the confidence that you experienced in the
relative merits of the cases of Monica and Nathalie. Meehl’s
results strongly suggest that any satisfaction you felt with the
quality of your judgment was an illusion: the illusion of
validity.

The illusion of validity is found wherever predictive
judgments are made, because of a common failure to
distinguish between two stages of the prediction task:
evaluating cases on the evidence available and predicting
actual outcomes. You can often be quite confident in your
assessment of which of two candidates looks better, but
guessing which of them will actually be better is an altogether
different kettle of fish. It is safe to assert, for instance, that
Nathalie looks like a stronger candidate than Monica, but it is
not at all safe to assert that Nathalie will be a more successful
executive than Monica. The reason is straightforward: you
know most of what you need to know to assess the two cases,
but gazing into the future is deeply uncertain.

Unfortunately, the difference gets blurred in our thinking. If
you find yourself confused by the distinction between cases
and predictions, you are in excellent company: Everybody
finds that distinction confusing. If you are as confident in your
predictions as you are in your evaluation of cases, however,
you are a victim of the illusion of validity.

Clinicians are not immune to the illusion of validity. You
can surely imagine the response of clinical psychologists to
Meehl’s finding that trivial formulas, consistently applied,
outdo clinical judgment. The reaction combined shock,
disbelief, and contempt for the shallow research that pretended
to study the marvels of clinical intuition. The reaction is easy
to understand: Meehl’s pattern contradicts the subjective



experience of judgment, and most of us will trust our
experience over a scholar’s claim.

Meehl himself was ambivalent about his findings. Because
his name is associated with the superiority of statistics over
clinical judgment, we might imagine him as a relentless critic
of human insight, or as the godfather of quants, as we would
say today. But that would be a caricature. Meehl, in addition to
his academic career, was a practicing psychoanalyst. A picture
of Freud hung in his office. He was a polymath who taught
classes not just in psychology but also in philosophy and law
and who wrote about metaphysics, religion, political science,
and even parapsychology. (He insisted that “there is something
to telepathy.”) None of these characteristics fits the stereotype
of a hard-nosed numbers guy. Meehl had no ill will toward
clinicians—far from it. But as he put it, the evidence for the
advantage of the mechanical approach to combining inputs
was “massive and consistent.”

“Massive and consistent” is a fair description. A 2000
review of 136 studies confirmed unambiguously that
mechanical aggregation outperforms clinical judgment. The
research surveyed in the article covered a wide variety of
topics, including diagnosis of jaundice, fitness for military
service, and marital satisfaction. Mechanical prediction was
more accurate in 63 of the studies, a statistical tie was declared
for another 65, and clinical prediction won the contest in 8
cases. These results understate the advantages of mechanical
prediction, which is also faster and cheaper than clinical
judgment. Moreover, human judges actually had an unfair
advantage in many of these studies, because they had access to
“private” information that was not supplied to the computer
model. The findings support a blunt conclusion: simple models
beat humans.

Goldberg: The Model of You Beats You
Meehl’s finding raises important questions. Why, exactly, is
the formula superior? What does the formula do better? In
fact, a better question would be to ask what humans do worse.



The answer is that people are inferior to statistical models in
many ways. One of their critical weaknesses is that they are
noisy.

To support this conclusion, we turn to a different stream of
research on simple models, which began in the small city of
Eugene, Oregon. Paul Hoffman was a wealthy and visionary
psychologist who was impatient with academia. He founded a
research institute where he collected under one roof a few
extraordinarily effective researchers, who turned Eugene into a
world-famous center for the study of human judgment.

One of these researchers was Lewis Goldberg, who is best
known for his leading role in the development of the Big Five
model of personality. In the late 1960s, following earlier work
by Hoffman, Goldberg studied statistical models that describe
the judgments of an individual.

It is just as easy to build such a model of a judge as it is to
build a model of reality. The same predictors are used. In our
initial example, the predictors are the five ratings of a
manager’s performance. And the same tool, multiple
regression, is used. The only difference is the target variable.
Instead of predicting a set of real outcomes, the formula is
applied to predict a set of judgments—for instance, your
judgments of Monica, Nathalie, and other managers.

The idea of modeling your judgments as a weighted average
may seem altogether bizarre, because this is not how you form
your opinions. When you thought clinically about Monica and
Nathalie, you didn’t apply the same rule to both cases. Indeed,
you did not apply any rule at all. The model of the judge is not
a realistic description of how a judge actually judges.

However, even if you do not actually compute a linear
formula, you might still make your judgments as if you did.
Expert billiard players act as if they have solved the complex
equations that describe the mechanics of a particular shot,
even if they are doing nothing of the kind. Similarly, you could
be generating predictions as if you used a simple formula—
even if what you actually do is vastly more complex. An as-if
model that predicts what people will do with reasonable
accuracy is useful, even when it is obviously wrong as a



description of the process. This is the case for simple models
of judgment. A comprehensive review of studies of judgment
found that, in 237 studies, the average correlation between the
model of the judge and the judge’s clinical judgments was .80
(PC = 79%). While far from perfect, this correlation is high
enough to support an as-if theory.

The question that drove Goldberg’s research was how well a
simple model of the judge would predict real outcomes. Since
the model is a crude approximation of the judge, we could
sensibly assume that it cannot perform as well. How much
accuracy is lost when the model replaces the judge?

The answer may surprise you. Predictions did not lose
accuracy when the model generated predictions. They
improved. In most cases, the model out-predicted the
professional on which it was based. The ersatz was better than
the original product.

This conclusion has been confirmed by studies in many
fields. An early replication of Goldberg’s work involved the
forecasting of graduate school success. The researchers asked
ninety-eight participants to predict the GPAs of ninety students
from ten cues. On the basis of these predictions, the
researchers built a linear model of each participant’s
judgments and compared how accurately the participants and
the models of the participants predicted GPA. For every one of
the ninety-eight participants, the model did better than the
participant did! Decades later, a review of fifty years of
research concluded that models of judges consistently
outperformed the judges they modeled.

We do not know if the participants in these studies received
personal feedback on their performance. But you can surely
imagine your own dismay if someone told you that a crude
model of your judgments—almost a caricature—was actually
more accurate than you were. For most of us, the activity of
judgment is complex, rich, and interesting precisely because it
does not fit simple rules. We feel best about ourselves and
about our ability to make judgments when we invent and apply
complex rules or have an insight that makes an individual case
different from others—in short, when we make judgments that



are not reducible to a plain operation of weighted averaging.
The model-of-the-judge studies reinforce Meehl’s conclusion
that the subtlety is largely wasted. Complexity and richness do
not generally lead to more accurate predictions.

Why is that so? To understand Goldberg’s finding, we need
to understand what accounts for the differences between you
and the model of you. What causes the discrepancies between
your actual judgments and the output of a simple model that
predicts them?

A statistical model of your judgments cannot possibly add
anything to the information they contain. All the model can do
is subtract and simplify. In particular, the simple model of your
judgments will not represent any complex rules that you
consistently follow. If you think that the difference between 10
and 9 on a rating of communications skill is more significant
than the difference between 7 and 6, or that a well-rounded
candidate who scores a solid 7 on all dimensions is preferable
to one who achieves the same average with clear strengths and
marked weaknesses, the model of you will not reproduce your
complex rules—even if you apply them with flawless
consistency.

Failing to reproduce your subtle rules will result in a loss of
accuracy when your subtlety is valid. Suppose, for instance,
that you must predict success at a difficult task from two
inputs, skill and motivation. A weighted average is not a good
formula, because no amount of motivation is sufficient to
overcome a severe skill deficit, and vice versa. If you use a
more complex combination of the two inputs, your predictive
accuracy will be enhanced and will be higher than that
achieved by a model that fails to capture this subtlety. On the
other hand, complex rules will often give you only the illusion
of validity and in fact harm the quality of your judgments.
Some subtleties are valid, but many are not.

In addition, a simple model of you will not represent the
pattern noise in your judgments. It cannot replicate the
positive and negative errors that arise from arbitrary reactions
you may have to a particular case. Neither will the model
capture the influences of the momentary context and of your



mental state when you make a particular judgment. Most
likely, these noisy errors of judgment are not systematically
correlated with anything, which means that for most purposes,
they can be considered random.

The effect of removing noise from your judgments will
always be an improvement of your predictive accuracy. For
example, suppose that the correlation between your forecasts
and an outcome is .50 (PC = 67%), but 50% of the variance of
your judgments consists of noise. If your judgments could be
made noise-free—as a model of you would be—their
correlation with the same outcome would jump to .71 (PC =
75%). Reducing noise mechanically increases the validity of
predictive judgment.

In short, replacing you with a model of you does two things:
it eliminates your subtlety, and it eliminates your pattern noise.
The robust finding that the model of the judge is more valid
than the judge conveys an important message: the gains from
subtle rules in human judgment—when they exist—are
generally not sufficient to compensate for the detrimental
effects of noise. You may believe that you are subtler, more
insightful, and more nuanced than the linear caricature of your
thinking. But in fact, you are mostly noisier.

Why do complex rules of prediction harm accuracy, despite
the strong feeling we have that they draw on valid insights?
For one thing, many of the complex rules that people invent
are not likely to be generally true. But there is another
problem: even when the complex rules are valid in principle,
they inevitably apply under conditions that are rarely
observed. For example, suppose you have concluded that
exceptionally original candidates are worth hiring, even when
their scores on other dimensions are mediocre. The problem is
that exceptionally original candidates are, by definition,
exceptionally rare. Since an evaluation of originality is likely
to be unreliable, many high scores on that metric are flukes,
and truly original talent often remains undetected. The
performance evaluations that could confirm that “originals”
end up as superstars are also imperfect. Errors of measurement
at both ends inevitably attenuate the validity of predictions—
and rare events are particularly likely to be missed. The



advantages of true subtlety are quickly drowned in
measurement error.

A study by Martin Yu and Nathan Kuncel reported a more
radical version of Goldberg’s demonstration. This study
(which was the basis for the example of Monica and Nathalie)
used data from an international consulting firm that employed
experts to assess 847 candidates for executive positions, in
three separate samples. The experts scored the results on seven
distinct assessment dimensions and used their clinical
judgment to assign an overall predictive score to each, with
rather unimpressive results.

Yu and Kuncel decided to compare judges not to the best
simple model of themselves but to a random linear model.
They generated ten thousand sets of random weights for the
seven predictors, and applied the ten thousand random
formulas to predict job performance.

Their striking finding was that any linear model, when
applied consistently to all cases, was likely to outdo human
judges in predicting an outcome from the same information. In
one of the three samples, 77% of the ten thousand randomly
weighted linear models did better than the human experts. In
the other two samples, 100% of the random models
outperformed the humans. Or, to put it bluntly, it proved
almost impossible in that study to generate a simple model that
did worse than the experts did.

The conclusion from this research is stronger than the one
we took away from Goldberg’s work on the model of the judge
—and indeed it is an extreme example. In this setting, human
judges performed very poorly in absolute terms, which helps
explain why even unimpressive linear models outdid them. Of
course, we should not conclude that any model beats any
human. Still, the fact that mechanical adherence to a simple
rule (Yu and Kuncel call it “mindless consistency”) could
significantly improve judgment in a difficult problem
illustrates the massive effect of noise on the validity of clinical
predictions.

This quick tour has shown how noise impairs clinical
judgment. In predictive judgments, human experts are easily



outperformed by simple formulas—models of reality, models
of a judge, or even randomly generated models. This finding
argues in favor of using noisefree methods: rules and
algorithms, which are the topic of the next chapter.

Speaking of Judgments and Models

“People believe they capture complexity and add subtlety
when they make judgments. But the complexity and the
subtlety are mostly wasted—usually they do not add to the
accuracy of simple models.”

“More than sixty years after the publication of Paul Meehl’s
book, the idea that mechanical prediction is superior to
people is still shocking.”

“There is so much noise in judgment that a noise-free model of
a judge achieves more accurate predictions than the actual
judge does.”



CHAPTER 10

Noiseless Rules

In recent years, artificial intelligence (AI), particularly
machine-learning techniques, has enabled machines to perform
many tasks formerly regarded as quintessentially human.
Machine-learning algorithms can recognize faces, translate
languages, and read radiology images. They can solve
computational problems, such as generating driving directions
for thousands of drivers at once, with astonishing speed and
accuracy. And they perform difficult prediction tasks:
machine-learning algorithms forecast the decisions of the US
Supreme Court, determine which defendants are more likely to
jump bail, and assess which calls to child protective services
most urgently require a case worker’s visit.

Although nowadays these are the applications we have in
mind when we hear the word algorithm, the term has a broader
meaning. In one dictionary’s definition, an algorithm is a
“process or set of rules to be followed in calculations or other
problem-solving operations, especially by a computer.” By this
definition, simple models and other forms of mechanical
judgment we described in the previous chapter are algorithms,
too.

In fact, many types of mechanical approaches, from almost
laughably simple rules to the most sophisticated and
impenetrable machine algorithms, can outperform human
judgment. And one key reason for this outperformance—albeit
not the only one—is that all mechanical approaches are noise-
free.



To examine different types of rule-based approaches and to
learn how and under what conditions each approach can be
valuable, we start our journey with the models of chapter 9:
simple models based on multiple regression (i.e., linear
regression models). From this starting point, we will travel in
the two opposite directions on the spectrum of sophistication
—first to seek extreme simplicity, then to add greater
sophistication (figure 11).

FIGURE 11: Four types of rules and algorithms

More Simplicity: Robust and Beautiful
Robyn Dawes was another member of the Eugene, Oregon,
team of stars that studied judgment in the 1960s and 1970s. In
1974, Dawes achieved a breakthrough in the simplification of
prediction tasks. His idea was surprising, almost heretical:
instead of using multiple regression to determine the precise
weight of each predictor, he proposed giving all the predictors
equal weights.

Dawes labeled the equal-weight formula an improper linear
model. His surprising discovery was that these equal-weight
models are about as accurate as “proper” regression models,
and far superior to clinical judgments.

Even the proponents of improper models admit that this
claim is implausible and “contrary to statistical intuition.”
Indeed, Dawes and his assistant, Bernard Corrigan, initially
struggled to publish their paper in scientific journals; editors
simply did not believe them. If you think about the example of
Monica and Nathalie in the previous chapter, you probably
believe that some predictors matter more than others. Most
people, for instance, would give leadership a higher weight
than technical skills. How can a straight unweighted average
predict someone’s performance better than a carefully
weighted average, or better than the judgment of an expert?



Today, many years after Dawes’s breakthrough, the
statistical phenomenon that so surprised his contemporaries is
well understood. As explained earlier in this book, multiple
regression computes “optimal” weights that minimize squared
errors. But multiple regression minimizes error in the original
data. The formula therefore adjusts itself to predict every
random fluke in the data. If, for instance, the sample includes a
few managers who have high technical skills and who also
performed exceptionally well for unrelated reasons, the model
will exaggerate the weight of technical skill.

The challenge is that when the formula is applied out of
sample—that is, when it is used to predict outcomes in a
different data set—the weights will no longer be optimal.
Flukes in the original sample are no longer present, precisely
because they were flukes; in the new sample, managers with
high technical skills are not all superstars. And the new sample
has different flukes, which the formula cannot predict. The
correct measure of a model’s predictive accuracy is its
performance in a new sample, called its cross-validated
correlation. In effect, a regression model is too successful in
the original sample, and a cross-validated correlation is almost
always lower than it was in the original data. Dawes and
Corrigan compared equal-weight models to multiple
regression models (cross-validated) in several situations. One
of their examples involved predictions of the first-year GPA of
ninety graduate students in psychology at the University of
Illinois, using ten variables related to academic success:
aptitude test scores, college grades, various peer ratings (e.g.,
extroversion), and various self-ratings (e.g.,
conscientiousness). The standard multiple regression model
achieved a correlation of .69, which shrank to .57 (PC = 69%)
in cross-validation. The correlation of the equal-weight model
with first-year GPA was about the same: .60 (PC = 70%).
Similar results have been obtained in many other studies.

The loss of accuracy in cross-validation is worst when the
original sample is small, because flukes loom larger in small
samples. The problem Dawes pointed out is that the samples
used in social science research are generally so small that the
advantage of so-called optimal weighting disappears. As



statistician Howard Wainer memorably put it in the subtitle of
a scholarly article on the estimation of proper weights, “It
Don’t Make No Nevermind.” Or, in Dawes’s words, “we do
not need models more precise than our measurements.” Equal-
weight models do well because they are not susceptible to
accidents of sampling.

The immediate implication of Dawes’s work deserves to be
widely known: you can make valid statistical predictions
without prior data about the outcome that you are trying to
predict. All you need is a collection of predictors that you can
trust to be correlated with the outcome.

Suppose you must make predictions of the performance of
executives who have been rated on a number of dimensions, as
in the example in chapter 9. You trust that these scores
measure important qualities, but you have no data about how
well each score predicts performance. Nor do you have the
luxury of waiting a few years to track the performance of a
large sample of managers. You could nevertheless take the
seven scores, do the statistical work required to weight them
equally, and use the result as your prediction. How good
would this equal-weight model be? Its correlation with the
outcome would be .25 (PC = 58%), far superior to clinical
predictions (r = .15, PC = 55%), and surely quite similar to a
cross-validated regression model. And it does not require any
data you don’t have or any complicated calculations.

To use Dawes’s phrase, which has become a meme among
students of judgment, there is a “robust beauty” in equal
weights. The final sentence of the seminal article that
introduced the idea offered another pithy summary: “The
whole trick is to decide what variables to look at and then to
know how to add.”

Even More Simplicity: Simple Rules
Another style of simplification is through frugal models, or
simple rules. Frugal models are models of reality that look like
ridiculously simplified, back-of-the-envelope calculations. But



in some settings, they can produce surprisingly good
predictions.

These models build on a feature of multiple regression that
most people find surprising. Suppose you are using two
predictors that are strongly predictive of the outcome—their
correlations with the outcome are .60 (PC = 71%) and .55 (PC
= 69%). Suppose also that the two predictors are correlated to
each other, with a correlation of .50. How good would you
guess your prediction is going to be when the two predictors
are optimally combined? The answer is quite disappointing.
The correlation is .67 (PC = 73%), higher than before, but not
much higher.

The example illustrates a general rule: the combination of
two or more correlated predictors is barely more predictive
than the best of them on its own. Because, in real life,
predictors are almost always correlated to one another, this
statistical fact supports the use of frugal approaches to
prediction, which use a small number of predictors. Simple
rules that can be applied with little or no computation have
produced impressively accurate predictions in some settings,
compared with models that use many more predictors.

A team of researchers published in 2020 a large-scale effort
to apply a frugal approach to a variety of prediction problems,
including the choice that bail judges face when they decide
whether to release or retain defendants pending trial. That
decision is an implicit prediction of the defendant’s behavior.
If wrongly denied bail, that person will be detained needlessly,
at a significant cost to the individual and to society. If bail is
granted to the wrong defendant, the person may flee before
trial or even commit another crime.

The model that the researchers built uses just two inputs
known to be highly predictive of a defendant’s likelihood to
jump bail: the defendant’s age (older people are lower flight
risks) and the number of past court dates missed (people who
have failed to appear before tend to recidivate). The model
translates these two inputs into a number of points, which can
be used as a risk score. The calculation of risk for a defendant
does not require a computer—in fact, not even a calculator.



When tested against a real data set, this frugal model
performed as well as statistical models that used a much larger
number of variables. The frugal model did better than virtually
all human bail judges did in predicting flight risk.

The same frugal approach, using up to five features
weighted by small whole numbers (between −3 and +3), was
applied to tasks as varied as determining the severity of a
tumor from mammographic data, diagnosing heart disease, and
predicting credit risk. In all these tasks, the frugal rule did as
well as more complex regression models did (though generally
not as well as machine learning did).

In another demonstration of the power of simple rules, a
separate team of researchers studied a similar but distinct
judicial problem: recidivism prediction. Using only two inputs,
they were able to match the validity of an existing tool that
uses 137 variables to assess a defendant’s risk level. Not
surprisingly, these two predictors (age and the number of
previous convictions) are closely related to the two factors
used in the bail model, and their association with criminal
behavior is well documented.

The appeal of frugal rules is that they are transparent and
easy to apply. Moreover, these advantages are obtained at
relatively little cost in accuracy relative to more complex
models.

More Complexity: Toward Machine Learning
For the second part of our journey, let us now travel in the
opposite direction on the spectrum of sophistication. What if
we could use many more predictors, gather much more data
about each of them, spot relationship patterns that no human
could detect, and model these patterns to achieve better
prediction? This, in essence, is the promise of AI.

Very large data sets are essential for sophisticated analyses,
and the increasing availability of such data sets is one of the
main causes of the rapid progress of AI in recent years. For
example, large data sets make it possible to deal mechanically
with broken-leg exceptions. This somewhat cryptic phrase



goes back to an example that Meehl imagined: Consider a
model that was designed to predict the probability that people
will go to the movies tonight. Regardless of your confidence in
the model, if you happen to know that a particular person just
broke a leg, you probably know better than the model what
their evening will look like.

When using simple models, the broken-leg principle holds
an important lesson for decision makers: it tells them when to
override the model and when not to. If you have decisive
information that the model could not take into consideration,
there is a true broken leg, and you should override the model’s
recommendation. On the other hand, you will sometimes
disagree with a model’s recommendation even if you lack such
private information. In those cases, your temptation to
override the model reflects a personal pattern you are applying
to the same predictors. Since this personal pattern is highly
likely to be invalid, you should refrain from overriding the
model; your intervention is likely to make the prediction less
accurate.

One of the reasons for the success of machine-learning
models in prediction tasks is that they are capable of
discovering such broken legs—many more than humans can
think of. Given a vast amount of data about a vast number of
cases, a model tracking the behavior of moviegoers could
actually learn, for example, that people who have visited the
hospital on their regular movie day are unlikely to see a film
that evening. Improving predictions of rare events in this way
reduces the need for human supervision.

What AI does involves no magic and no understanding; it is
mere pattern finding. While we must admire the power of
machine learning, we should remember that it will probably
take some time for an AI to understand why a person who has
broken a leg will miss movie night.

An Example: Better Bail Decisions
At about the same time that the previously mentioned team of
researchers applied simple rules to the problem of bail



decisions, another team, led by Sendhil Mullainathan, trained
sophisticated AI models to perform the same task. The AI
team had access to a bigger set of data—758,027 bail
decisions. For each case, the team had access to information
also available to the judge: the defendant’s current offense, rap
sheet, and prior failures to appear. Except for age, no other
demographic information was used to train the algorithm. The
researchers also knew, for each case, whether the defendant
was released and, if so, whether the individual failed to appear
in court or was rearrested. (Of the defendants, 74% were
released, and of these, 15% failed to appear in court and 26%
were rearrested.) With this data, the researchers trained a
machine-learning algorithm and evaluated its performance.
Since the model was built through machine learning, it was not
restricted to linear combinations. If it detected a more complex
regularity in the data, it could use this pattern to improve its
predictions.

The model was designed to produce a prediction of flight
risk quantified as a numerical score, rather than a bail/no-bail
decision. This approach recognizes that the maximum
acceptable risk threshold, that is, the level of risk above which
a defendant should be denied bail, requires an evaluative
judgment that a model cannot make. However, the researchers
calculated that, no matter where the risk threshold is set, using
their model’s predictive score would result in improvements
over the performance of human judges. If the risk threshold is
set so that the number of people who are denied bail remains
the same as when the judges decide, Mullainathan’s team
calculated, crime rates could be reduced by up to 24%,
because the people behind bars would be the ones most likely
to recidivate. Conversely, if the risk threshold is set to reduce
the number of people denied bail as much as possible without
increasing crime, the researchers calculated that the number of
people detained could be reduced by up to 42%. In other
words, the machine-learning model performs much better than
human judges do at predicting which defendants are high
risks.

The model built by machine learning was also far more
successful than linear models that used the same information.



The reason is intriguing: “The machine-learning algorithm
finds significant signal in combinations of variables that might
otherwise be missed.” The algorithm’s ability to find patterns
easily missed by other methods is especially pronounced for
the defendants whom the algorithm classifies as highest risk.
In other words, some patterns in the data, though rare, strongly
predict high risk. This finding—that the algorithm picks up
rare but decisive patterns—brings us back to the concept of
broken legs.

The researchers also used the algorithm to build a model of
each judge, analogous to the model of the judge we described
in chapter 9 (but not restricted to simple linear combinations).
Applying these models to the entire set of data enabled the
team to simulate the decisions judges would have made if they
had seen the same cases, and to compare the decisions. The
results indicated considerable system noise in bail decisions.
Some of it is level noise: when judges are sorted by leniency,
the most lenient quintile (that is, the 20% of judges who have
the highest release rates) released 83% of the defendants,
whereas the least lenient quintile of judges released only 61%.
Judges also have very different patterns of judgments about
which defendants are higher flight risks. A defendant who is
seen as a low flight risk by one judge can be considered a high
flight risk by another judge, who is not stricter in general.
These results offer clear evidence of pattern noise. A more
detailed analysis revealed that differences between cases
accounted for 67% of the variance, and system noise for 33%.
System noise included some level noise, i.e., differences in
average severity, but most of it (79%) was pattern noise.

Finally, and fortunately, the greater accuracy of the
machine-learning program does not come at the expense of
other identifiable goals that the judges might have pursued—
notably, racial fairness. In theory, although the algorithm uses
no racial data, the program might inadvertently aggravate
racial disparities. These disparities could arise if the model
used predictors that are highly correlated with race (such as
zip code) or if the source of the data on which the algorithm is
trained is biased. If, for instance, the number of past arrests is
used as a predictor, and if past arrests are affected by racial



discrimination, then the resulting algorithm will discriminate
as well.

While this sort of discrimination is certainly a risk in
principle, the decisions of this algorithm are in important
respects less racially biased than those of the judges, not more.
For instance, if the risk threshold is set to achieve the same
crime rate as the judges’ decisions did, then the algorithm jails
41% fewer people of color. Similar results are found in other
scenarios: the gains in accuracy need not exacerbate racial
disparities—and as the research team also showed, the
algorithm can easily be instructed to reduce them.

Another study in a different domain illustrates how
algorithms can simultaneously increase accuracy and reduce
discrimination. Bo Cowgill, a professor at Columbia Business
School, studied the recruitment of software engineers at a large
tech company. Instead of using (human) résumé screeners to
select who would get an interview, Cowgill developed a
machine-learning algorithm to screen the résumés of
candidates and trained it on more than three hundred thousand
submissions that the company had received and evaluated.
Candidates selected by the algorithm were 14% more likely
than those selected by humans to receive a job offer after
interviews. When the candidates received offers, the algorithm
group was 18% more likely than the human-selected group to
accept them. The algorithm also picked a more diverse group
of candidates, in terms of race, gender, and other metrics; it
was much more likely to select “nontraditional” candidates,
such as those who did not graduate from an elite school, those
who lacked prior work experience, and those who did not have
a referral. Human beings tended to favor résumés that checked
all the boxes of the “typical” profile for a software engineer,
but the algorithm gave each relevant predictor its proper
weight.

To be clear, these examples do not prove that algorithms are
always fair, unbiased, or nondiscriminatory. A familiar
example is an algorithm that is supposed to predict the success
of job candidates, but is actually trained on a sample of past
promotion decisions. Of course, such an algorithm will
replicate all the human biases in past promotion decisions.



It is possible, and perhaps too easy, to build an algorithm
that perpetuates racial or gender disparities, and there have
been many reported cases of algorithms that did just that. The
visibility of these cases explains the growing concern about
bias in algorithmic decision making. Before drawing general
conclusions about algorithms, however, we should remember
that some algorithms are not only more accurate than human
judges but also fairer.

Why Don’t We Use Rules More Often?
To summarize this short tour of mechanical decision making,
we review two reasons for the superiority of rules of all kinds
over human judgment. First, as described in chapter 9, all
mechanical prediction techniques, not just the most recent and
more sophisticated ones, represent significant improvements
on human judgment. The combination of personal patterns and
occasion noise weighs so heavily on the quality of human
judgment that simplicity and noiselessness are sizable
advantages. Simple rules that are merely sensible typically do
better than human judgment.

Second, the data is sometimes rich enough for sophisticated
AI techniques to detect valid patterns and go well beyond the
predictive power of a simple model. When AI succeeds in this
way, the advantage of these models over human judgment is
not just the absence of noise but also the ability to exploit
much more information.

Given these advantages and the massive amount of evidence
supporting them, it is worth asking why algorithms are not
used much more extensively for the types of professional
judgments we discuss in this book. For all the spirited talk
about algorithms and machine learning, and despite important
exceptions in particular fields, their use remains limited. Many
experts ignore the clinical-versus-mechanical debate,
preferring to trust their judgment. They have faith in their
intuitions and doubt that machines could do better. They
regard the idea of algorithmic decision making as
dehumanizing and as an abdication of their responsibility.



The use of algorithms in medical diagnosis, for instance, is
not yet routine, notwithstanding impressive advances. Few
organizations use algorithms in their hiring and promotion
decisions. Hollywood studio executives green-light movies on
the basis of their judgment and experience, not according to a
formula. Book publishers do the same thing. And if the tale of
the statistics-obsessed Oakland Athletics baseball team, as told
in Michael Lewis’s bestseller Moneyball, has made such an
impression, it is precisely because algorithmic rigor had long
been the exception, not the rule, in the decision-making
process of sports teams. Even today, coaches, managers, and
people who work with them often trust their gut and insist that
statistical analysis cannot possibly replace good judgment.

In a 1996 article, Meehl and a coauthor listed (and rebutted)
no fewer than seventeen types of objections that psychiatrists,
physicians, judges, and other professionals had to mechanical
judgment. The authors concluded that the resistance of
clinicians can be explained by a combination of
sociopsychological factors, including their “fear of
technological unemployment,” “poor education,” and a
“general dislike of computers.”

Since then, researchers have identified additional factors
that contribute to this resistance. We do not aim to offer a full
review of that research here. Our goal in this book is to offer
suggestions for the improvement of human judgment, not to
argue for the “displacement of people by machines,” as Judge
Frankel would have put it.

But some findings about what drives human resistance to
mechanical prediction are relevant to our discussion of human
judgment. One key insight has emerged from recent research:
people are not systematically suspicious of algorithms. When
given a choice between taking advice from a human and an
algorithm, for instance, they often prefer the algorithm.
Resistance to algorithms, or algorithm aversion, does not
always manifest itself in a blanket refusal to adopt new
decision support tools. More often, people are willing to give
an algorithm a chance but stop trusting it as soon as they see
that it makes mistakes.



On one level, this reaction seems sensible: why bother with
an algorithm you can’t trust? As humans, we are keenly aware
that we make mistakes, but that is a privilege we are not
prepared to share. We expect machines to be perfect. If this
expectation is violated, we discard them.

Because of this intuitive expectation, however, people are
likely to distrust algorithms and keep using their judgment,
even when this choice produces demonstrably inferior results.
This attitude is deeply rooted and unlikely to change until
near-perfect predictive accuracy can be achieved.

Fortunately, much of what makes rules and algorithms
better can be replicated in human judgment. We cannot hope
to use information as efficiently as an AI model does, but we
can strive to emulate the simplicity and noiselessness of
simple models. To the extent that we can adopt methods that
reduce system noise, we should see improvements in the
quality of predictive judgments. How to improve our
judgments is the main theme of part 5.

Speaking of Rules and Algorithms

“When there is a lot of data, machine-learning algorithms will
do better than humans and better than simple models. But
even the simplest rules and algorithms have big advantages
over human judges: they are free of noise, and they do not
attempt to apply complex, usually invalid insights about the
predictors.”

“Since we lack data about the outcome we must predict, why
don’t we use an equal-weight model? It will do almost as
well as a proper model, and will surely do better than case-
by-case human judgment.”

“You disagree with the model’s forecast. I get it. But is there a
broken leg here, or do you just dislike the prediction?”

“The algorithm makes mistakes, of course. But if human
judges make even more mistakes, whom should we trust?”



CHAPTER 11

Objective Ignorance

We have often had the experience of sharing with audiences
of executives the material of the last two chapters, with its
sobering findings about the limited achievements of human
judgment. The message we aim to convey has been around for
more than half a century, and we suspect that few decision
makers have avoided exposure to it. But they are certainly able
to resist it.

Some of the executives in our audiences tell us proudly that
they trust their gut more than any amount of analysis. Many
others are less blunt but share the same view. Research in
managerial decision making has shown that executives,
especially the more senior and experienced ones, resort
extensively to something variously called intuition, gut feel,
or, simply, judgment (used in a different sense from the one we
use in this book).

In short, decision makers like to listen to their gut, and most
seem happy with what they hear. Which raises a question:
what, exactly, do these people, who are blessed with the
combination of authority and great self-confidence, hear from
their gut?

One review of intuition in managerial decision making
defines it as “a judgment for a given course of action that
comes to mind with an aura or conviction of rightness or
plausibility, but without clearly articulated reasons or
justifications—essentially ‘knowing’ but without knowing
why.” We propose that this sense of knowing without knowing



why is actually the internal signal of judgment completion that
we mentioned in chapter 4.

The internal signal is a self-administered reward, one people
work hard (or sometimes not so hard) to achieve when they
reach closure on a judgment. It is a satisfying emotional
experience, a pleasing sense of coherence, in which the
evidence considered and the judgment reached feel right. All
the pieces of the jigsaw puzzle seem to fit. (We will see later
that this sense of coherence is often bolstered by hiding or
ignoring pieces of evidence that don’t fit.)

What makes the internal signal important—and misleading
—is that it is construed not as a feeling but as a belief. This
emotional experience (“the evidence feels right”) masquerades
as rational confidence in the validity of one’s judgment (“I
know, even if I don’t know why”).

Confidence is no guarantee of accuracy, however, and many
confident predictions turn out to be wrong. While both bias
and noise contribute to prediction errors, the largest source of
such errors is not the limit on how good predictive judgments
are. It is the limit on how good they could be. This limit,
which we call objective ignorance, is the focus of this chapter.

Objective Ignorance
Here is a question you can ask yourself if you find yourself
making repeated predictive judgments. The question could
apply to any task—picking stocks, for instance, or predicting
the performance of professional athletes. But for simplicity,
we’ll choose the same example we used in chapter 9: the
selection of job candidates. Imagine you have evaluated a
hundred candidates over the years. You now have a chance to
assess how good your decisions were, by comparing the
evaluations you had made with the candidates’ objectively
assessed performance since then. If you pick a pair of
candidates at random, how often would your ex ante judgment
and the ex post evaluations agree? In other words, when
comparing any two candidates, what is the probability that the



one you thought had more potential did in fact turn out to be
the higher performer?

We often informally poll groups of executives on this
question. The most frequent answers are in the 75–85% range,
and we suspect that these responses are constrained by
modesty and by a wish not to appear boastful. Private, one-on-
one conversations suggest that the true sense of confidence is
often even higher.

Since you are now familiar with the percent concordant
statistic, you can easily see the problem this evaluation raises.
A PC of 80% roughly corresponds to a correlation of .80. This
level of predictive power is rarely achieved in the real world.
In the field of personnel selection, a recent review found that
the performance of human judges does not come close to this
number. On average, they achieve a predictive correlation of
.28 (PC = 59%).

If you consider the challenge of personnel selection, the
disappointing results are not that surprising. A person who
starts a new job today will encounter many challenges and
opportunities, and chance will intervene to change the
direction of her life in many ways. She may encounter a
supervisor who believes in her, creates opportunities, promotes
her work, and builds her self-confidence and motivation. She
may also be less lucky and, through no fault of her own, start
her career with a demoralizing failure. In her personal life, too,
there may be events that affect her job performance. None of
these events and circumstances can be predicted today—not
by you, not by anyone else, and not by the best predictive
model in the world. This intractable uncertainty includes
everything that cannot be known at this time about the
outcome that you are trying to predict.

Furthermore, much about the candidates is in principle
knowable but is not known when you make your judgment.
For our purposes, it does not matter whether these gaps in
knowledge come from the lack of sufficiently predictive tests,
from your decision that the cost of acquiring more information
was not justified, or from your own negligence in fact-finding.



One way or the other, you are in a state of less-than-perfect
information.

Both intractable uncertainty (what cannot possibly be
known) and imperfect information (what could be known but
isn’t) make perfect prediction impossible. These unknowns are
not problems of bias or noise in your judgment; they are
objective characteristics of the task. This objective ignorance
of important unknowns severely limits achievable accuracy.
We take a terminological liberty here, replacing the commonly
used uncertainty with ignorance. This term helps limit the risk
of confusion between uncertainty, which is about the world
and the future, and noise, which is variability in judgments
that should be identical.

There is more information (and less objective ignorance) in
some situations than in others. Most professional judgments
are pretty good. With respect to many illnesses, doctors’
predictions are excellent, and for many legal disputes, lawyers
can tell you, with great accuracy, how judges are likely to rule.

In general, however, you can safely expect that people who
engage in predictive tasks will underestimate their objective
ignorance. Overconfidence is one of the best-documented
cognitive biases. In particular, judgments of one’s ability to
make precise predictions, even from limited information, are
notoriously overconfident. What we said of noise in predictive
judgments can also be said of objective ignorance: wherever
there is prediction, there is ignorance, and more of it than you
think.

Overconfident Pundits
A good friend of ours, the psychologist Philip Tetlock, is
armed with a fierce commitment to truth and a mischievous
sense of humor. In 2005, he published a book titled Expert
Political Judgment. Despite that neutral-sounding title, the
book amounted to a devastating attack on the ability of experts
to make accurate predictions about political events.

Tetlock studied the predictions of almost three hundred
experts: prominent journalists, respected academics, and high-



level advisers to national leaders. He asked whether their
political, economic, and social forecasts came true. The
research spanned two decades; to find out whether long-term
predictions are right, you need patience.

Tetlock’s key finding was that in their predictions about
major political events, the supposed experts are stunningly
unimpressive. The book became famous for its arresting punch
line: “The average expert was roughly as accurate as a dart-
throwing chimpanzee.” A more precise statement of the book’s
message was that experts who make a living “commenting or
offering advice on political and economic trends” were not
“better than journalists or attentive readers of the New York
Times in ‘reading’ emerging situations.” For sure, the experts
told great stories. They could analyze a situation, paint a
compelling picture of how it would evolve, and refute, with
great confidence, the objections of those who disagreed with
them in television studios. But did they actually know what
would happen? Hardly.

Tetlock reached this conclusion by cutting through the
storytelling. For each issue, he asked the experts to assign
probabilities to three possible outcomes: status quo, more of
something, or less of it. A dart-throwing chimp would
“choose” each of these outcomes with the same probability—
one-third—regardless of reality. Tetlock’s experts barely
exceeded this very low standard. On average, they assigned
slightly higher probabilities to events that occurred than to
those that did not, but the most salient feature of their
performance was their excessive confidence in their
predictions. Pundits blessed with clear theories about how the
world works were the most confident and the least accurate.

Tetlock’s findings suggest that detailed long-term
predictions about specific events are simply impossible. The
world is a messy place, where minor events can have large
consequences. For example, consider the fact that at the instant
of conception, there was an even chance that every significant
figure in history (and also the insignificant ones) would be
born with a different gender. Unforeseeable events are bound
to occur, and the consequences of these unforeseeable events
are also unforeseeable. As a result, objective ignorance



accumulates steadily the further you look into the future. The
limit on expert political judgment is set not by the cognitive
limitation of forecasters but by their intractable objective
ignorance of the future.

Our conclusion, then, is that pundits should not be blamed
for the failures of their distant predictions. They do, however,
deserve some criticism for attempting an impossible task and
for believing they can succeed in it.

Some years after his shocking discovery of the futility of
much long-term forecasting, Tetlock teamed up with his
spouse, Barbara Mellers, to study how well people do when
asked to forecast world events in the relatively short term—
usually less than a year. The team discovered that short-term
forecasting is difficult but not impossible, and that some
people, whom Tetlock and Mellers called superforecasters, are
consistently better at it than most others, including
professionals in the intelligence community. In the terms we
use here, their new findings are compatible with the notion
that objective ignorance increases as we look further into the
future. We return to superforecasters in chapter 21.

Poor Judges and Barely Better Models
Tetlock’s early research demonstrated people’s general
inability to do well in long-term political forecasting. Finding
even one person with a clear crystal ball would have changed
the conclusions completely. A task can be deemed impossible
only after many credible actors have tried their hand and
failed. As we have shown that mechanical aggregation of
information is often superior to human judgment, the
predictive accuracy of rules and algorithms provides a better
test of how intrinsically predictable, or unpredictable,
outcomes are.

The previous chapters may have given you the impression
that algorithms are crushingly superior to predictive
judgments. That impression, however, would be misleading.
Models are consistently better than people, but not much
better. There is essentially no evidence of situations in which



people do very poorly and models do very well with the same
information.

In chapter 9, we mentioned a review of 136 studies that
demonstrated the superiority of mechanical aggregation over
clinical judgment. While the evidence of that superiority is
indeed “massive and consistent,” the performance gap is not
large. Ninety-three of the studies in the review focused on
binary decisions and measured the “hit rate” of clinicians and
formulas. In the median study, clinicians were right 68% of the
time, formulas 73% of the time. A smaller subset of 35 studies
used the correlation coefficient as a measure of accuracy. In
these studies, clinicians achieved a median correlation with the
outcome of .32 (PC = 60%), while formulas achieved .56 (PC
= 69%). On both metrics, formulas are consistently better than
clinicians, but the limited validity of the mechanical
predictions remains striking. The performance of models does
not change the picture of a fairly low ceiling of predictability.

What about artificial intelligence? As we noted, AI often
performs better than simpler models do. In most applications,
however, its performance remains far from perfect. Consider,
for instance, the bail-prediction algorithm we discussed in
chapter 10. We noted that, keeping constant the number of
people who are denied bail, the algorithm could reduce crime
rates by up to 24%. This is an impressive improvement on the
predictions of human bail judges, but if the algorithm could
predict with perfect accuracy which defendants will reoffend,
it could reduce the crime rate much more. The supernatural
predictions of future crimes in Minority Report are science
fiction for a reason: there is a large amount of objective
ignorance in the prediction of human behavior.

Another study, led by Sendhil Mullainathan and Ziad
Obermeyer, modeled the diagnosis of heart attacks. When
patients present signs of a possible heart attack, emergency
room physicians must decide whether to prescribe additional
tests. In principle, patients should be tested only when the risk
of a heart attack is high enough: because testing is not just
costly but also invasive and risky, it is undesirable for low-risk
patients. Thus a physician’s decision to prescribe tests requires
an assessment of heart attack risk. The researchers built an AI



model to make this assessment. The model uses more than
twenty-four hundred variables and is based on a large sample
of cases (4.4 million Medicare visits by 1.6 million patients).
With this amount of data, the model probably approaches the
limits of objective ignorance.

Not surprisingly, the AI model’s accuracy is distinctly
superior to that of physicians. To evaluate the performance of
the model, consider the patients whom the model placed in the
highest decile of risk. When these patients were tested, 30% of
them turned out to have had a heart attack, whereas 9.3% of
the patients in the middle of the risk distribution had
experienced one. This level of discrimination is impressive,
but it is also far from perfect. We can reasonably conclude that
the performance of the physicians is limited at least as much
by the constraints of objective ignorance as by the
imperfections of their judgments.

The Denial of Ignorance
By insisting on the impossibility of perfect prediction, we
might seem to be stating the obvious. Admittedly, asserting
that the future is unpredictable is hardly a conceptual
breakthrough. However, the obviousness of this fact is
matched only by the regularity with which it is ignored, as the
consistent findings about predictive overconfidence
demonstrate.

The prevalence of overconfidence sheds new light on our
informal poll of gut-trusting decision makers. We have noted
that people often mistake their subjective sense of confidence
for an indication of predictive validity. After you reviewed the
evidence in chapter 9 about Nathalie and Monica, for instance,
the internal signal you felt when you reached a coherent
judgment gave you confidence that Nathalie was the stronger
candidate. If you were confident in that prediction, however,
you fell for the illusion of validity: the accuracy you can
achieve with the information you were given is quite low.

People who believe themselves capable of an impossibly
high level of predictive accuracy are not just overconfident.



They don’t merely deny the risk of noise and bias in their
judgments. Nor do they simply deem themselves superior to
other mortals. They also believe in the predictability of events
that are in fact unpredictable, implicitly denying the reality of
uncertainty. In the terms we have used here, this attitude
amounts to a denial of ignorance.

The denial of ignorance adds an answer to the puzzle that
baffled Meehl and his followers: why his message has
remained largely unheeded, and why decision makers continue
to rely on their intuition. When they listen to their gut,
decision makers hear the internal signal and feel the emotional
reward it brings. This internal signal that a good judgment has
been reached is the voice of confidence, of “knowing without
knowing why.” But an objective assessment of the evidence’s
true predictive power will rarely justify that level of
confidence.

Giving up the emotional reward of intuitive certainty is not
easy. Tellingly, leaders say they are especially likely to resort
to intuitive decision making in situations that they perceive as
highly uncertain. When the facts deny them the sense of
understanding and confidence they crave, they turn to their
intuition to provide it. The denial of ignorance is all the more
tempting when ignorance is vast.

The denial of ignorance also explains another puzzle. When
faced with the evidence we have presented here, many leaders
draw a seemingly paradoxical conclusion. Their gut-based
decisions may not be perfect, they argue, but if the more
systematic alternatives are also far from perfect, they are not
worth adopting. Recall, for instance, that the average
correlation between the ratings of human judges and employee
performance is .28 (PC = 59%). According to the same study,
and consistent with the evidence we reviewed, mechanical
prediction might do better, but not by much: its predictive
accuracy is .44 (PC = 65%). An executive might ask: why
bother?

The answer is that in something as important as decisions
about whom to hire, this increase in validity has a great deal of
value. The same executives routinely make significant changes



in their ways of working to capture gains that are not nearly as
large. Rationally, they understand that success can never be
guaranteed and that a higher chance of success is what they are
striving for in their decisions. They also understand
probability. None of them would buy a lottery ticket that had a
59% chance of winning if they could buy, for the same price,
one with a 65% chance.

The challenge is that the “price” in this situation is not the
same. Intuitive judgment comes with its reward, the internal
signal. People are prepared to trust an algorithm that achieves
a very high level of accuracy because it gives them a sense of
certainty that matches or exceeds that provided by the internal
signal. But giving up the emotional reward of the internal
signal is a high price to pay when the alternative is some sort
of mechanical process that does not even claim high validity.

This observation has an important implication for the
improvement of judgment. Despite all the evidence in favor of
mechanical and algorithmic prediction methods, and despite
the rational calculus that clearly shows the value of
incremental improvements in predictive accuracy, many
decision makers will reject decision-making approaches that
deprive them of the ability to exercise their intuition. As long
as algorithms are not nearly perfect—and, in many domains,
objective ignorance dictates that they will never be—human
judgment will not be replaced. That is why it must be
improved.

Speaking of Objective Ignorance

“Wherever there is prediction, there is ignorance, and probably
more of it than we think. Have we checked whether the
experts we trust are more accurate than dart-throwing
chimpanzees?”

“When you trust your gut because of an internal signal, not
because of anything you really know, you are in denial of
your objective ignorance.”

“Models do better than people, but not by much. Mostly, we
find mediocre human judgments and slightly better models.



Still, better is good, and models are better.”

“We may never be comfortable using a model to make these
decisions—we just need the internal signal to have enough
confidence. So let’s make sure we have the best possible
decision process.”



CHAPTER 12

The Valley of the Normal

We now turn to a broader question: how do we achieve
comfort in a world in which many problems are easy but many
others are dominated by objective ignorance? After all, where
objective ignorance is severe, we should, after a while,
become aware of the futility of crystal balls in human affairs.
But that is not our usual experience of the world. Instead, as
the previous chapter suggested, we maintain an unchastened
willingness to make bold predictions about the future from
little useful information. In this chapter, we address the
prevalent and misguided sense that events that could not have
been predicted can nevertheless be understood.

What does this belief really mean? We raise that question in
two contexts: the conduct of social science and the experience
of the events of daily life.

Predicting Life Trajectories
In 2020, a group of 112 researchers, led by Sara McLanahan
and Matthew Salganik, both professors of sociology at
Princeton University, published an unusual article in the
Proceedings of the National Academy of Sciences. The
researchers aimed to figure out how much social scientists
actually understand about what will happen in the life
trajectories of socially fragile families. Knowing what they
know, how well can social scientists predict events in a
family’s life? Specifically, what level of accuracy can experts
achieve when predicting life events, using the information that



sociologists normally collect and apply in their research? In
our terms, the aim of the study was to measure the level of
objective ignorance that remains in these life events after
sociologists have done their work.

The authors drew material from the Fragile Families and
Child Wellbeing Study, a large-scale longitudinal investigation
of children who were followed from birth to fifteen years of
age. The huge database contains several thousand items of
information about the families of almost five thousand
children, most of them born to unmarried parents in large US
cities. The data covers topics such as the education and
employment of the child’s grandparents, details about the
health of all family members, indices of economic and social
status, answers to multiple questionnaires, and tests of
cognitive aptitude and personality. This is an extraordinary
wealth of information, and social scientists have made good
use of it: more than 750 scientific articles have been written
based on data from the Fragile Families study. Many of these
papers used the background data about children and their
families to explain life outcomes such as high school grades
and criminal record.

The study led by the Princeton team focused on the
predictability of six outcomes observed when the child was
fifteen years old, including the occurrence of a recent eviction,
the child’s GPA, and a general measure of the household’s
material circumstances. The organizers used what they called
the “common task method.” They invited teams of researchers
to compete in generating accurate predictions of the six chosen
outcomes, using the mass of data available about each family
in the Fragile Families study. This type of challenge is novel in
the social sciences but common in computer science, where
teams are often invited to compete in tasks such as machine
translation of a standard set of texts or detection of an animal
in a large set of photographs. The achievement of the winning
team in these competitions defines the state of the art at a point
in time, which is always exceeded in the next competition. In a
social science prediction task, where rapid improvement is not
expected, it is reasonable to use the most accurate prediction
achieved in the competition as a measure of the predictability



of the outcome from these data—in other words, the residual
level of objective ignorance.

The challenge evoked considerable interest among
researchers. The final report presented results from 160 highly
qualified teams drawn from a much larger international pool of
applicants. Most of the selected competitors described
themselves as data scientists and used machine learning.

In the first stage of the competition, the participating teams
had access to all the data for half of the total sample; the data
included the six outcomes. They used this “training data” to
train a predictive algorithm. Their algorithms were then
applied to a holdout sample of families that had not been used
to train the algorithm. The researchers measured accuracy
using MSE: the prediction error for each case was the square
of the difference between the real outcome and the algorithm’s
prediction.

How good were the winning models? The sophisticated
machine-learning algorithms trained on a large data set did, of
course, outperform the predictions of simple linear models
(and would, by extension, out-predict human judges). But the
improvement the AI models delivered over a very simple
model was slight, and their predictive accuracy remained
disappointingly low. When predicting evictions, the best
model achieved a correlation of .22 (PC = 57%). Similar
results were found for other single-event outcomes, such as
whether the primary caregiver had been laid off or had been in
job training and how the child would score on a self-reported
measure of “grit,” a personality trait that combines
perseverance and passion for a particular goal. For these, the
correlations fell between .17 and .24 (PC = 55 – 58%).

Two of the six target outcomes were aggregates, which were
much more predictable. The predictive correlations were .44
(PC = 65%) with the child’s GPA, and .48 (PC = 66%) with a
summary measure of material hardship during the preceding
twelve months. This measure was based on eleven questions,
including “Were you ever hungry?” and “Was your telephone
service canceled?” Aggregate measures are widely known to
be both more predictive and more predictable than are



measures of single outcomes. The main conclusion of the
challenge is that a large mass of predictive information does
not suffice for the prediction of single events in people’s lives
—and even the prediction of aggregates is quite limited.

The results observed in this research are typical, and many
correlations that social scientists report fall in this range. An
extensive review of research in social psychology, covering
25,000 studies and involving 8 million subjects over one
hundred years, concluded that “social psychological effects
typically yield a value of r [correlation coefficient] equal to
.21.” Much higher correlations, like the .60 we mentioned
earlier between adult height and foot size, are common for
physical measurements but are very rare in the social sciences.
A review of 708 studies in the behavioral and cognitive
sciences found that only 3% of reported correlations were .50
or more.

Such low correlation coefficients may come as a surprise if
you are used to reading about findings that are presented as
“statistically significant” or even “highly significant.”
Statistical terms are often misleading to the lay reader, and
“significant” may be the worst example of this. When a
finding is described as “significant,” we should not conclude
that the effect it describes is a strong one. It simply means that
the finding is unlikely to be the product of chance alone. With
a sufficiently large sample, a correlation can be at once very
“significant” and too small to be worth discussing.

The limited predictability of single outcomes in the
challenge study carries a troubling message about the
difference between understanding and prediction. The Fragile
Families study is considered a treasure trove of social science,
and as we have seen, its data has been used in a vast body of
research. The scholars who produced that research surely felt
that their work advanced the understanding of the lives of
fragile families. Unfortunately, this sense of progress was not
matched by an ability to make granular predictions about
individual events in individual lives. The introductory abstract
of the multiauthored report on the Fragile Families challenge
contained a stark admonition: “Researchers must reconcile the



idea that they understand life trajectories with the fact that
none of the predictions were very accurate.”

Understanding and Prediction
The logic behind this pessimistic conclusion requires some
elaboration. When the authors of the Fragile Families
challenge equate understanding with prediction (or the absence
of one with the absence of the other), they use the term
understanding in a specific sense. There are other meanings of
the word: if you say you understand a mathematical concept or
you understand what love is, you are probably not suggesting
an ability to make any specific predictions.

However, in the discourse of social science, and in most
everyday conversations, a claim to understand something is a
claim to understand what causes that thing. The sociologists
who collected and studied the thousands of variables in the
Fragile Families study were looking for the causes of the
outcomes they observed. Physicians who understand what ails
a patient are claiming that the pathology they have diagnosed
is the cause of the symptoms they have observed. To
understand is to describe a causal chain. The ability to make a
prediction is a measure of whether such a causal chain has
indeed been identified. And correlation, the measure of
predictive accuracy, is a measure of how much causation we
can explain.

This last statement may surprise you if you have been
exposed to elementary statistics and remember the often-
repeated warning that “correlation does not imply causation.”
Consider, for instance, the correlation between shoe size and
mathematical ability in children: obviously, one variable does
not cause the other. The correlation arises from the fact that
both shoe size and math knowledge increase with a child’s
age. The correlation is real and supports a prediction: if you
know that a child has large feet, you should predict a higher
math level than you would if you know that the child has small
feet. But you should not infer a causal link from this
correlation.



We must, however, remember that while correlation does
not imply causation, causation does imply correlation. Where
there is a causal link, we should find a correlation. If you find
no correlation between age and shoe size among adults, then
you can safely conclude that after the end of adolescence, age
does not make feet grow larger and that you have to look
elsewhere for the causes of differences in shoe size.

In short, wherever there is causality, there is correlation. It
follows that where there is causality, we should be able to
predict—and correlation, the accuracy of this prediction, is a
measure of how much causality we understand. Hence the
conclusion of the Princeton researchers is this: the extent to
which sociologists can predict events like evictions, as
measured by a correlation of .22, is an indication of how much
—or how little—they understand about the life trajectories of
these families. Objective ignorance sets a ceiling not only on
our predictions but also on our understanding.

What, then, do most professionals mean when they
confidently claim to understand their field? How can they
make pronouncements about what causes the phenomena they
are observing and offer confident predictions about them? In
short, why do professionals—and why do we all—seem to
underestimate our objective ignorance of the world?

Causal Thinking

If, as you read the first part of this chapter, you asked yourself
what drives evictions and other life outcomes among fragile
families, you engaged in the same sort of thinking as that of
the researchers whose efforts we described. You applied
statistical thinking: you were concerned with ensembles, such
as the population of fragile families, and with the statistics that
describe them, including averages, variances, correlations, and
so on. You were not focused on individual cases.

A different mode of thinking, which comes more naturally
to our minds, will be called here causal thinking. Causal
thinking creates stories in which specific events, people, and
objects affect one another. To experience causal thinking,



picture yourself as a social worker who follows the cases of
many underprivileged families. You have just heard that one of
these families, the Joneses, has been evicted. Your reaction to
this event is informed by what you know about the Joneses. As
it happens, Jessica Jones, the family’s breadwinner, was laid
off a few months ago. She could not find another job, and
since then, she has been unable to pay the rent in full. She
made partial payments, pleaded with the building manager
several times, and even asked you to intervene (you did, but he
remained unmoved). Given this context, the Joneses’ eviction
is sad but not surprising. It feels, in fact, like the logical end of
a chain of events, the inevitable denouement of a foreordained
tragedy.

When we give in to this feeling of inevitability, we lose
sight of how easily things could have been different—how, at
each fork in the road, fate could have taken a different path.
Jessica could have kept her job. She could have quickly found
another one. A relative could have come to her aid. You, the
social worker, could have been a more effective advocate. The
building manager could have been more understanding and
allowed the family a few weeks of respite, making it possible
for Jessica to find a job and catch up with the rent.

These alternate narratives are as unsurprising as the main
one—if the end is known. Whatever the outcome (eviction or
not), once it has happened, causal thinking makes it feel
entirely explainable, indeed predictable.

Understanding in the Valley of the Normal
There is a psychological explanation for this observation.
Some events are surprising: a deadly pandemic, an attack on
the Twin Towers, a star hedge fund that turns out to be a Ponzi
scheme. In our personal lives as well, there are occasional
shocks: falling in love with a stranger, the sudden death of a
young sibling, an unexpected inheritance. Other events are
actively expected, like a second-grader’s return from school at
the appointed time.



But most human experience falls between these two
extremes. We are sometimes in a state in which we actively
expect a specific event, and we are sometimes surprised. But
most things take place in the broad valley of the normal, where
events are neither entirely expected nor especially surprising.
At this moment, for example, you have no specific expectation
of what is coming in the next paragraph. You would be
surprised to find we suddenly switched to Turkish, but there is
a wide range of things we could say without shocking you.

In the valley of the normal, events unfold just like the
Joneses’ eviction: they appear normal in hindsight, although
they were not expected, and although we could not have
predicted them. This is because the process of understanding
reality is backward-looking. An occurrence that was not
actively anticipated (the eviction of the Jones family) triggers
a search of memory for a candidate cause (the tough job
market, the inflexible manager). The search stops when a good
narrative is found. Given the opposite outcome, the search
would have produced equally compelling causes (Jessica
Jones’s tenacity, the understanding manager).

As these examples illustrate, many events in a normal story
are literally self-explanatory. You may have noted that the
building manager in the two versions of the eviction story was
not really the same person: the first one was unsympathetic,
the second was kind. But your only clue to the manager’s
character was the behavior that his character exhibits. Given
what we now know about him, his behavior appears coherent.
It is the occurrence of the event that tells you its cause.

When you explain an unexpected but unsurprising outcome
in this way, the destination that is eventually reached always
makes sense. This is what we mean by understanding a story,
and this is what makes reality appear predictable—in
hindsight. Because the event explains itself as it occurs, we are
under the illusion that it could have been anticipated.

More broadly, our sense of understanding the world depends
on our extraordinary ability to construct narratives that explain
the events we observe. The search for causes is almost always
successful because causes can be drawn from an unlimited



reservoir of facts and beliefs about the world. As anyone who
listens to the evening news knows, for example, few large
movements of the stock market remain unexplained. The same
news flow can “explain” either a fall of the indices (nervous
investors are worried about the news!) or a rise (sanguine
investors remain optimistic!).

When the search for an obvious cause fails, our first resort
is to produce an explanation by filling a blank in our model of
the world. This is how we infer a fact we had not known
before (for instance, that the manager was an unusually kind
person). Only when our model of the world cannot be tweaked
to generate the outcome do we tag this outcome as surprising
and start to search for a more elaborate account of it. Genuine
surprise occurs only when routine hindsight fails.

This continuous causal interpretation of reality is how we
“understand” the world. Our sense of understanding life as it
unfolds consists of the steady flow of hindsight in the valley of
the normal. This sense is fundamentally causal: new events,
once known, eliminate alternatives, and the narrative leaves
little room for uncertainty. As we know from classic research
on hindsight, even when subjective uncertainty does exist for a
while, memories of it are largely erased when the uncertainty
is resolved.

Inside and Outside
We have contrasted two ways of thinking about events:
statistical and causal. The causal mode saves us much effortful
thinking by categorizing events in real time as normal or
abnormal. Abnormal events quickly mobilize costly effort in a
search for relevant information, both in the environment and in
memory. Active expectation—attentively waiting for
something to happen—also demands effort. In contrast, the
flow of events in the valley of the normal requires little mental
work. Your neighbor may smile as your paths cross or may
appear preoccupied and just nod—neither of these events will
attract much attention if both have been reasonably frequent in
the past. If the smile is unusually wide or the nod unusually



perfunctory, you may well find yourself searching your
memory for a possible cause. Causal thinking avoids
unnecessary effort while retaining the vigilance needed to
detect abnormal events.

In contrast, statistical thinking is effortful. It requires the
attention resources that only System 2, the mode of thinking
associated with slow, deliberate thought, can bring to bear.
Beyond an elementary level, statistical thinking also demands
specialized training. This type of thinking begins with
ensembles and considers individual cases as instances of
broader categories. The eviction of the Joneses is not seen as
resulting from a chain of specific events but is viewed as a
statistically likely (or unlikely) outcome, given prior
observations of cases that share predictive characteristics with
the Joneses.

The distinction between these two views is a recurring
theme of this book. Relying on causal thinking about a single
case is a source of predictable errors. Taking the statistical
view, which we will also call the outside view, is a way to
avoid these errors.

At this point, all we need to emphasize is that the causal
mode comes much more naturally to us. Even explanations
that should properly be treated as statistical are easily turned
into causal narratives. Consider assertions such as “they failed
because they lacked experience” or “they succeeded because
they had a brilliant leader.” It would be easy for you to think
of counterexamples, in which inexperienced teams succeeded
and brilliant leaders failed. The correlations of experience and
brilliance with success are at best moderate and probably low.
Yet a causal attribution is readily made. Where causality is
plausible, our mind easily turns a correlation, however low,
into a causal and explanatory force. Brilliant leadership is
accepted as a satisfactory explanation of success, and
inexperience as an explanation of failure.

The reliance on flawed explanations is perhaps inevitable, if
the alternative is to give up on understanding our world.
However, causal thinking and the illusion of understanding the
past contribute to overconfident predictions of the future. As



we will see, the preference for causal thinking also contributes
to the neglect of noise as a source of error, because noise is a
fundamentally statistical notion.

Causal thinking helps us make sense of a world that is far
less predictable than we think. It also explains why we view
the world as far more predictable than it really is. In the valley
of the normal, there are no surprises and no inconsistencies.
The future seems as predictable as the past. And noise is
neither heard nor seen.

Speaking of the Limits of Understanding

“Correlations of about .20 (PC = 56%) are quite common in
human affairs.”

“Correlation does not imply causation, but causation does
imply correlation.”

“Most normal events are neither expected nor surprising, and
they require no explanation.”

“In the valley of the normal, events are neither expected nor
surprising—they just explain themselves.”

“We think we understand what is going on here, but could we
have predicted it?”



PART IV

How Noise Happens

What is the origin of noise—and of bias? What mental
mechanisms give rise to the variability of our judgments and
to the shared errors that affect them? In short, what do we
know about the psychology of noise? These are the questions
to which we now turn.

First, we describe how some of the operations of fast,
System 1 thinking are responsible for many judgment errors. In
chapter 13, we present three important judgment heuristics on
which System 1 extensively relies. We show how these
heuristics cause predictable, directional errors (statistical bias)
as well as noise.

Chapter 14 focuses on matching—a particular operation of
System 1—and discusses the errors it can produce.

In chapter 15, we turn to an indispensable accessory in all
judgments: the scale on which the judgments are made. We
show that the choice of an appropriate scale is a prerequisite
for good judgment and that ill-defined or inadequate scales are
an important source of noise.

Chapter 16 explores the psychological source of what may
be the most intriguing type of noise: the patterns of responses
that different people have to different cases. Like individual
personalities, these patterns are not random and are mostly
stable over time, but their effects are not easily predictable.

Finally, in chapter 17, we summarize what we have learned
about noise and its components. This exploration leads us to
propose an answer to the puzzle we raised earlier: why is



noise, despite its ubiquity, rarely considered an important
problem?



CHAPTER 13

Heuristics, Biases, and Noise

This book extends half a century of research on intuitive
human judgment, the so-called heuristics and biases program.
The first four decades of this research program were reviewed
in Thinking, Fast and Slow, which explored the psychological
mechanisms that explain both the marvels and the flaws of
intuitive thinking. The central idea of the program was that
people who are asked a difficult question use simplifying
operations, called heuristics. In general, heuristics, which are
produced by fast, intuitive thinking, also known as System 1
thinking, are quite useful and yield adequate answers. But
sometimes they lead to biases, which we have described as
systematic, predictable errors of judgment.

The heuristics and biases program focused on what people
have in common, not on how they differ. It showed that the
processes that cause judgment errors are widely shared. Partly
because of this history, people who are familiar with the notion
of psychological bias often assume that it always produces
statistical bias, a term we use in this book to mean
measurements or judgments that mostly deviate from the truth
in the same direction. Indeed, psychological biases create
statistical bias when they are broadly shared. However,
psychological biases create system noise when judges are
biased in different ways, or to a different extent. Whether they
cause statistical bias or noise, of course, psychological biases
always create error.



Diagnosing Biases
Judgment biases are often identified by reference to a true
value. There is bias in predictive judgments if errors are
mostly in one direction rather than the other. For instance,
when people forecast how long it will take them to complete a
project, the mean of their estimates is usually much lower than
the time they will actually need. This familiar psychological
bias is known as the planning fallacy.

Often, though, there is no true value to which judgments can
be compared. Given how much we stressed that statistical bias
can be detected only when the true value is known, you may
wonder how psychological biases can be studied when the
truth is unknown. The answer is that researchers confirm a
psychological bias either by observing that a factor that should
not affect judgment does have a statistical effect on it, or that a
factor that should affect judgment does not.

To illustrate this method, let us return to the shooting range
analogy. Imagine that Teams A and B have taken their shots,
and we are looking at the back of the target (figure 12). In this
example, you don’t know where the bull’s-eye is (the true
value is unknown). Therefore, you don’t know how biased the
two teams are relative to the center of the target. However, you
are told that, in panel 1, the two teams were aiming at the same
bull’s-eye, and that, in panel 2, Team A was aiming at one
bull’s-eye and Team B at a different one.

In spite of the absence of a target, both panels provide
evidence of systematic bias. In panel 1, the shots of the two
teams differ, although they should be identical. This pattern
resembles what you would see in an experiment in which two
groups of investors read business plans that are substantively
identical but printed in a different font and on a different
paper. If these irrelevant details make a difference in the
investors’ judgment, there is psychological bias. We don’t
know if the investors who were impressed by the sleek font
and glossy paper are too positive or if those who read the
rougher version are too negative. But we know their
judgments are different, although they should not be.



FIGURE 12: A look at the back of the target in an experiment to test for bias

Panel 2 illustrates the opposite phenomenon. Since the
teams were aiming at different targets, the clusters of shots
should be distinct, but they are centered on the same spot. For
example, imagine that two groups of people are asked the
same question you were asked in chapter 4 about Michael
Gambardi, but with a twist. One group is asked, as you were,
to estimate the probability that Gambardi will still be in his job
in two years; the other is asked to estimate the probability that
he will still be in his job in three years. The two groups should
reach different conclusions, because there are obviously more
ways to lose your job in three years than in two. However, the
evidence suggests that the probability estimates of the two
groups will differ little, if at all. The answers should be clearly
different, but they are not, suggesting that a factor that should
influence judgments is ignored. (This psychological bias is
called scope insensitivity.)

Systematic errors of judgment have been demonstrated in
many fields, and the term bias is now used in many domains,
including business, politics, policymaking, and law. As the
word is commonly used, its meaning is broad. In addition to
the cognitive definition we use here (referring to a
psychological mechanism and to the error that this mechanism
typically produces), the word is frequently used to suggest that
someone is biased against a certain group (e.g., gender biases
or racial biases). It can also mean that someone favors a
particular conclusion, as when we read that someone is biased
by a conflict of interest or by a political opinion. We include
these types of bias in our discussion of the psychology of
judgment errors because all psychological biases cause both
statistical bias and noise.



There is one usage to which we strongly object. In this
usage, costly failures are attributed to unspecified “bias,” and
acknowledgments of error are accompanied by promises to
“work hard to eliminate biases in our decision making.” These
statements mean nothing more than “mistakes were made” and
“we will try hard to do better.” To be sure, some failures truly
are caused by predictable errors associated with specific
psychological biases, and we believe in the feasibility of
interventions to reduce bias (and noise) in judgments and
decisions. But blaming every undesirable outcome on biases is
a worthless explanation. We recommend reserving the word
bias for specific and identifiable errors and the mechanisms
that produce them.

Substitution
To experience the heuristic process, please try your hand at
answering the following question, which illustrates several
essential themes of the heuristics and biases approach. As
usual, you will get more from the example if you produce your
own answers.

Bill is thirty-three years old. He is intelligent but unimaginative, compulsive,
and generally lifeless. In school, he was strong in mathematics but weak in
social studies and humanities.

The following is a list of eight possibilities for Bill’s current situation.
Please go over the list and select the two that you consider most probable.

 Bill is a physician who plays poker as a hobby.

 Bill is an architect.

 Bill is an accountant.

 Bill plays jazz as a hobby.

 Bill surfs as a hobby.

 Bill is a reporter.

 Bill is an accountant who plays jazz as a hobby.

 Bill climbs mountains as a hobby.

Now, go back over the list and select the two categories where Bill most
resembles a typical person in that category. You may pick the same or different
categories as before.

We are almost certain that you picked the same categories as
highest in probability and in resemblance. The reason for our



confidence is that multiple experiments have shown that
people give identical answers to the two questions. But
similarity and probability are actually quite different. For
example, ask yourself, which of the following statements
makes more sense?

 Bill fits my idea of a person who plays jazz as a hobby.

 Bill fits my idea of an accountant who plays jazz as a hobby.

Neither of these statements is a good fit, but one of them is
clearly less awful than the other. Bill has more in common
with an accountant who plays jazz as a hobby than with a
person who plays jazz as a hobby. Now consider this: which of
the following is more probable?

 Bill plays jazz as a hobby.

 Bill is an accountant who plays jazz as a hobby.

You may be tempted to pick the second answer, but logic
won’t allow it. The probability that Bill plays jazz as a hobby
must be higher than the probability of his being a jazz-playing
accountant. Remember your Venn diagrams! If Bill is a jazz
player and an accountant, he is certainly a jazz player. Adding
detail to a description can only make it less probable, although
it can make it more representative, and thus a better “fit,” as in
the present case.

The theory of judgment heuristics proposes that people will
sometimes use the answer to an easier question in responding
to the harder one. So, which question is more easily answered:
“How similar is Bill to a typical amateur jazz player?” or
“How probable is it that Bill is an amateur jazz player?” By
acclamation, the similarity question is easier, which makes it
likely that it was the one that people answer when asked to
assess probability.

You have now experienced the essential idea of the
heuristics and biases program: a heuristic for answering a
difficult question is to find the answer to an easier one. The
substitution of one question for the other causes predictable
errors, called psychological biases.

This sort of bias is manifest in the Bill example. Errors are
bound to occur when a judgment of similarity is substituted for



a judgment of probability, because probability is constrained
by a special logic. In particular, Venn diagrams apply only to
probability, not to similarity. Hence the predictable logical
error that many people make.

For another example of a neglected statistical property,
recall how you thought about the Gambardi question in
chapter 4. If you are like most people, your assessment of
Michael Gambardi’s chances of success was based entirely on
what the case told you about him. You then attempted to match
his description to the image of a successful CEO.

Did it occur to you to consider the probability that a
randomly chosen CEO will still hold the same job two years
later? Probably not. You can think of this base-rate
information as a measure of the difficulty of surviving as a
CEO. If this approach seems odd, consider how you would
estimate the probability that a particular student would pass a
test. Surely, the proportion of students who fail the test is
relevant, as it gives you an indication of how difficult the test
is. In the same manner, the base rate of CEO survival is
relevant to the Gambardi problem. Both questions are
examples of taking what we have called the outside view:
when you take this view, you think of the student, or of
Gambardi, as a member of a class of similar cases. You think
statistically about the class, instead of thinking causally about
the focal case.

Taking the outside view can make a large difference and
prevent significant errors. A few minutes of research would
reveal that estimates of CEO turnover in US companies hover
around 15% annually. This statistic suggests that the average
incoming CEO has a roughly 72% probability of still being
around after two years. Of course, this number is only a
starting point, and the specifics of Gambardi’s case will affect
your final estimate. But if you focused solely on what you
were told about Gambardi, you neglected a key piece of
information. (Full disclosure: We wrote the Gambardi case to
illustrate noisy judgment; it took us weeks before we realized
that it was also a prime example of the bias we describe here,
which is called base-rate neglect. Thinking of base rates is no



more automatic for the authors of this book than for anyone
else.)

Substitution of one question for another is not restricted to
similarity and probability. Another example is the replacement
of a judgment of frequency by an impression of the ease with
which instances come to mind. For example, the perception of
the risk of airplane crashes or hurricanes rises briefly after
well-publicized instances of such events. In theory, a judgment
of risk should be based on a long-term average. In reality,
recent incidents are given more weight because they come
more easily to mind. Substituting a judgment of how easily
examples come to mind for an assessment of frequency is
known as the availability heuristic.

The substitution of an easy judgment for a hard one is not
limited to these examples. In fact, it is very common.
Answering an easier question can be thought of as a general-
purpose procedure for answering a question that could stump
you. Consider how we tend to answer each of the following
questions by using its easier substitute:
Do I believe in climate change?

Do I trust the people who say it exists?
Do I think this surgeon is competent?

Does this individual speak with confidence and authority?
Will the project be completed on schedule?

Is it on schedule now?
Is nuclear energy necessary?

Do I recoil at the word nuclear?
Am I satisfied with my life as a whole?

What is my mood right now?

Regardless of the question, substituting one question for
another will lead to an answer that does not give different
aspects of the evidence their appropriate weights, and incorrect
weighting of the evidence inevitably results in error. For
example, a full answer to a question about life satisfaction
clearly requires consulting more than your current mood, but
evidence suggests that mood is in fact overly weighted.



In the same manner, substituting similarity for probability
leads to neglect of base rates, which are quite properly
irrelevant when judging similarity. And factors such as
irrelevant variations in the aesthetics of the document that
presents a business plan should be given little or no weight in
assessing the value of a company. Any impact they have on
the judgment is likely to reflect a misweighting of the
evidence and will produce error.

Conclusion Biases
At a key moment in the development of the screenplay for
Return of the Jedi, the third Star Wars film, George Lucas, the
mastermind behind the series, had a heated debate with his
great collaborator Lawrence Kasdan. Kasdan strongly advised
Lucas, “I think you should kill Luke and have Leia take over.”
Lucas promptly rejected the idea. Kasdan suggested that if
Luke lived, another major character should die. Lucas again
disagreed, adding, “You don’t go around killing people.”
Kasdan responded with a heartfelt claim about the nature of
cinema. He explained to Lucas that “the movie has more
emotional weight if someone you love is lost along the way;
the journey has more impact.”

Lucas’s response was quick and unequivocal: “I don’t like
that and I don’t believe that.”

The thought process here looks quite different from the one
you experienced when you thought about Bill, the jazz-playing
accountant. Read Lucas’s answer again: “Not liking” precedes
“Not believing.” Lucas had an automatic response to Kasdan’s
suggestion. That response helped motivate his judgment (even
if it turned out to be right).

This example illustrates a different type of bias, which we
call conclusion bias, or prejudgment. Like Lucas, we often
start the process of judgment with an inclination to reach a
particular conclusion. When we do that, we let our fast,
intuitive System 1 thinking suggest a conclusion. Either we
jump to that conclusion and simply bypass the process of
gathering and integrating information, or we mobilize System



2 thinking—engaging in deliberate thought—to come up with
arguments that support our prejudgment. In that case, the
evidence will be selective and distorted: because of
confirmation bias and desirability bias, we will tend to collect
and interpret evidence selectively to favor a judgment that,
respectively, we already believe or wish to be true.

People often come up with plausible rationalizations for
their judgments and will actually think that they are the cause
of their beliefs. A good test of the role of prejudgment is to
imagine that the arguments seemingly supporting our belief
are suddenly proven invalid. Kasdan, for instance, might well
have pointed out to Lucas that “You don’t go around killing
people” is hardly a compelling argument. The author of
Romeo and Juliet would not have agreed with Lucas, and if
the writers of The Sopranos and Game of Thrones had decided
against killings, both shows would probably have been
canceled in their first season. But we can bet that a strong
counterargument wouldn’t have changed Lucas’s mind.
Instead, he would have come up with other arguments to
support his judgment. (For example, “Star Wars is different.”)

Prejudgments are evident wherever we look. Like Lucas’s
reaction, they often have an emotional component. The
psychologist Paul Slovic terms this the affect heuristic: people
determine what they think by consulting their feelings. We like
most things about politicians we favor, and we dislike even the
looks and the voices of politicians we dislike. That is one
reason that smart companies work so hard to attach a positive
affect to their brand. Professors often notice that in a year
when they get high marks for teaching, students also give the
course material a high rating. In a year when students don’t
like the professor so much, they give a low rating to the
identical assigned readings. The same mechanism is at work
even when emotion is not involved: regardless of the true
reasons for your belief, you will be inclined to accept any
argument that appears to support it, even when the reasoning is
wrong.

A subtler example of a conclusion bias is the anchoring
effect, which is the effect that an arbitrary number has on
people who must make a quantitative judgment. In a typical



demonstration, you might be presented with a number of items
whose price is not easy to guess, such as an unfamiliar bottle
of wine. You are asked to jot down the last two digits of your
Social Security number and indicate whether you would pay
that amount for the bottle. Finally, you are asked to state the
maximum amount you would be willing to pay for it. The
results show that anchoring on your Social Security number
will affect your final buying price. In one study, people whose
Social Security numbers generated a high anchor (more than
eighty dollars) stated that they were willing to pay about three
times more than those with a low anchor (less than twenty
dollars).

Clearly, your Social Security number should not have a
large effect on your judgment about how much a bottle of
wine is worth, but it does. Anchoring is an extremely robust
effect and is often deliberately used in negotiations. Whether
you’re haggling in a bazaar or sitting down for a complex
business transaction, you probably have an advantage in going
first, because the recipient of the anchor is involuntarily drawn
to think of ways your offer could be reasonable. People always
attempt to make sense of what they hear; when they encounter
an implausible number, they automatically bring to mind
considerations that would reduce its implausibility.

Excessive Coherence
Here is another experiment that will help you experience a
third type of bias. You will read a description of a candidate
for an executive position. The description consists of four
adjectives, each written on a card. The deck of cards has just
been shuffled. The first two cards have these two descriptors:

Intelligent, Persistent.

It would be reasonable to suspend judgment until the
information is complete, but this is not what has happened:
you already have an evaluation of the candidate, and it is
positive. This judgment simply happened. You had no control
over the process, and suspending judgment was not an option.



Next, you draw the last two cards. Here is the full
description now:

Intelligent, Persistent, Cunning, Unprincipled.

Your evaluation is no longer favorable, but it did not change
enough. For comparison, consider the following description,
which another shuffling of the deck could have produced:

Unprincipled, Cunning, Persistent, Intelligent.

This second description consists of the same adjectives, and
yet—because of the order in which they are introduced—it is
clearly much less appealing than the first. The word Cunning
was only mildly negative when it followed Intelligent and
Persistent, because we still believed (without reason) that the
executive’s intentions were good. Yet when it follows
Unprincipled, the word Cunning is awful. In this context,
persistence and intelligence are not positives anymore: they
make a bad person even more dangerous.

This experiment illustrates excessive coherence: we form
coherent impressions quickly and are slow to change them. In
this example, we immediately developed a positive attitude
toward the candidate, in light of little evidence. Confirmation
bias—the same tendency that leads us, when we have a
prejudgment, to disregard conflicting evidence altogether—
made us assign less importance than we should to subsequent
data. (Another term to describe this phenomenon is the halo
effect, because the candidate was evaluated in the positive
“halo” of the first impression. We will see in chapter 24 that
the halo effect is a serious problem in hiring decisions.)

Here is another example. In the United States, public
officials have required chain restaurants to include calorie
labels to ensure that consumers see the calories associated
with, for example, cheeseburgers, hamburgers, and salads.
After seeing those labels, do consumers change their choices?
The evidence is disputed and mixed. But in a revealing study,
consumers were found to be more likely to be affected by
calorie labels if they were placed to the left of the food item
rather than the right. When calories are on the left, consumers
receive that information first and evidently think “a lot of
calories!” or “not so many calories!” before they see the item.



Their initial positive or negative reaction greatly affects their
choices. By contrast, when people see the food item first, they
apparently think “delicious!” or “not so great!” before they see
the calorie label. Here again, their initial reaction greatly
affects their choices. This hypothesis is supported by the
authors’ finding that for Hebrew speakers, who read right to
left, the calorie label has a significantly larger impact if it is on
the right rather than the left.

In general, we jump to conclusions, then stick to them. We
think we base our opinions on evidence, but the evidence we
consider and our interpretation of it are likely to be distorted,
at least to some extent, to fit our initial snap judgment. As a
result, we maintain the coherence of the overall story that has
emerged in our mind. This process is fine, of course, if the
conclusions are correct. When the initial evaluation is
erroneous, however, the tendency to stick to it in the face of
contradictory evidence is likely to amplify errors. And this
effect is difficult to control, because information that we have
heard or seen is impossible to ignore and often difficult to
forget. In court, judges sometimes instruct jurors to disregard
an inadmissible piece of evidence they have heard, but this is
not a realistic instruction (although it may be helpful in jury
deliberation, where arguments explicitly based on this
evidence can be rejected).

Psychological Biases Cause Noise
We have briefly presented three types of biases that operate in
different ways: substitution biases, which lead to a
misweighting of the evidence; conclusion biases, which lead
us either to bypass the evidence or to consider it in a distorted
way; and excessive coherence, which magnifies the effect of
initial impressions and reduces the impact of contradictory
information. All three types of biases can, of course, produce
statistical bias. They can also produce noise.

Let’s start with substitution. Most people judge the
probability that Bill is an accountant by the similarity of his
profile to a stereotype: the result, in this experiment, is a



shared bias. If every respondent makes the same mistake, there
is no noise. But substitution does not always produce such
unanimity. When the question “Is there climate change?” is
replaced with “Do I trust the people who say it is real?,” it is
easy to see that the answer will vary from one person to the
next, depending on that person’s social circles, preferred
sources of information, political affiliation, and so on. The
same psychological bias creates variable judgments and
between-person noise.

Substitution can also be a source of occasion noise. If a
question on life satisfaction is answered by consulting one’s
immediate mood, the answer will inevitably vary for the same
person from one moment to the next. A happy morning can be
followed by a distressing afternoon, and changing moods over
time can lead to very different reports of life satisfaction
depending on when the interviewer happens to call. In chapter
7, we reviewed examples of occasion noise that can be traced
to psychological biases.

Prejudgments also produce both bias and noise. Return to an
example we mentioned in the introduction: the shocking
disparities in the percentage of asylum seekers that judges
admit. When one judge admits 5% of applicants and another in
the same courthouse admits 88%, we can be quite certain that
they are biased in different directions. From a broader
perspective, individual differences in biases can cause massive
system noise. Of course, the system can also be biased to the
extent that most or all judges are biased similarly.

Finally, excessive coherence can produce either bias or
noise, depending on whether the sequence of information and
the meaning assigned to it are identical for all (or most)
judges. Consider, for instance, a physically attractive candidate
whose good looks create an early positive impression in most
recruiters. If physical appearance is irrelevant to the position
for which the candidate is considered, this positive halo will
result in a shared error: a bias.

On the other hand, many complex decisions require
compiling information that arrives in an essentially random
order. Consider the claims adjusters of chapter 2. The order in



which data about a claim becomes available varies
haphazardly from one adjuster to the next and from one case to
the next, causing random variation in initial impressions.
Excessive coherence means that these random variations will
produce random distortions in the final judgments. The effect
will be system noise.

In short, psychological biases, as a mechanism, are universal,
and they often produce shared errors. But when there are large
individual differences in biases (different prejudgments) or
when the effect of biases depends on context (different
triggers), there will be noise.

Both bias and noise create error, which suggests that
anything that reduces psychological biases will improve
judgment. We will return to the topic of debiasing, or
removing bias, in part 5. But for now, we continue our
exploration of the process of judgment.

Speaking of Heuristics, Biases, and Noise

“We know we have psychological biases, but we should resist
the urge to blame every error on unspecified ‘biases.’”

“When we substitute an easier question for the one we should
be answering, errors are bound to occur. For instance, we
will ignore the base rate when we judge probability by
similarity.”

“Prejudgments and other conclusion biases lead people to
distort evidence in favor of their initial position.”

“We form impressions quickly and hold on to them even when
contradictory information comes in. This tendency is called
excessive coherence.”

“Psychological biases cause statistical bias if many people
share the same biases. In many cases, however, people
differ in their biases. In those cases, psychological biases
create system noise.”



CHAPTER 14

The Matching Operation

Look at the sky. How likely is it to rain in two hours?

You probably had no difficulty answering this question. The
judgment you made—for example, that it is “very likely” to
rain soon—was produced effortlessly. Somehow, your
evaluation of the sky’s darkness was converted into a
probability judgment.

What you just performed is an elementary example of
matching. We have described judgment as an operation that
assigns a value on a scale to a subjective impression (or to an
aspect of an impression). Matching is an essential part of that
operation. When you answer the question “On a scale of 1 to
10, how good is your mood?” or “Please give one to five stars
to your shopping experience this morning,” you are matching:
your task is to find a value on the judgment scale that matches
your mood or experience.

Matching and Coherence
You met Bill in the previous chapter, and here he is again:
“Bill is thirty-three years old. He is intelligent but
unimaginative, compulsive and generally lifeless. In school, he
was strong in mathematics but weak in social studies and
humanities.” We asked you to estimate the probability that Bill
had various occupations and hobbies, and we saw that you
answered this question by substituting a judgment of similarity
for one of probability. You did not really ask how likely Bill
was to be an accountant, but how similar he was to the



stereotype of that profession. We now turn to a question we
left unanswered: how you made that judgment.

It is not difficult to assess the degree to which Bill’s
description matches the stereotypes of professions and
hobbies. Bill is clearly less similar to a typical jazz player than
to an accountant, and he is even less similar to a surfer. The
example illustrates the extraordinary versatility of matching,
which is particularly obvious in judgments about people.
There is hardly a limit to the questions you could have
answered about Bill. For example, how would you feel about
being stranded on a desert island with him? You probably had
an immediate intuitive answer to this question on the basis of
the scant information provided. Yet, we have news for you:
Bill, as we know him, happens to be a hardened explorer with
extraordinary survival skills. If this surprises you (and it
probably does), you just experienced a failure to achieve
coherence.

The surprise is intense because the new information is
incompatible with the image of Bill that you had constructed
earlier. Now imagine that Bill’s prowess and survival skills
had been included in the original description. You would have
ended up with a different overall image of the man, perhaps as
a person who comes alive only in the great outdoors. The
overall impression of Bill would have been less coherent, and
therefore more difficult to match to categories of professions
or hobbies, but you would have experienced far less
dissonance than you just did.

Conflicting cues make it more difficult to achieve a sense of
coherence and to find a judgment that is a satisfactory match.
The presence of conflicting cues characterizes complex
judgments, in which we expect to find a lot of noise. The
Gambardi problem, where some of the indications were
positive and others negative, was such a judgment. We return
to complex judgments in chapter 16. In the remainder of this
chapter we focus on relatively simple judgments—especially
those made on intensity scales.

Matching Intensities



Some of the scales on which we express judgments are
qualitative: professions, hobbies, and medical diagnoses are
examples. They are identified by the fact that the values of the
scale are not ordered: red is neither more nor less than blue.

Many judgments, however, are made on quantitative
intensity scales. Physical measurements of size, weight,
brightness, temperature, or loudness; measures of cost or
value; judgments of probability or frequency—all these are
quantitative. So are judgments on more abstract scales, like
confidence, strength, attractiveness, anger, fear, immorality, or
the severity of punishments.

The distinctive feature shared by these quantitative
dimensions is that the question “Which is more?” can be
answered about any pair of values on the same dimension. You
can tell that a flogging is a more severe punishment than a slap
on the wrist or that you like Hamlet more than you liked
Waiting for Godot, just as you can tell that the sun is brighter
than the moon, that an elephant weighs more than a hamster,
and that the average temperature in Miami is higher than in
Toronto.

People have a remarkable intuitive ability to match
intensities across unrelated dimensions, by mapping one
intensity scale onto another. You can match the intensity of
your affection for different singers to the height of buildings in
your city. (If you think that Bob Dylan is especially great, for
example, you might match your level of enthusiasm for him to
the tallest building in your city.) You could match the current
level of political discord in your country to a summer
temperature in a city you know well. (If there is remarkable
political harmony, you might match it to a breezy seventy-
degree summer day in New York.) And if you were asked to
express your appreciation of a restaurant by comparing it to
the length of a novel instead of the usual 1-to-5-star rating
scale, this request would strike you as quite bizarre but not at
all infeasible. (Your favorite restaurant might be like War and
Peace.) In each case, it is—oddly—quite clear what you mean.

In ordinary conversation, the range of values for a scale is a
function of the context. The comment “She has been saving a



lot of money” has a different meaning when you are toasting
the retirement of a successful investment banker than it has
when you are congratulating a teenager who has been
babysitting. And the meaning of words like large and small
depends entirely on a frame of reference. We can, for example,
make sense of a statement like “The large mouse ran up the
trunk of the small elephant.”

The Bias of Matching Predictions
The following puzzle illustrates both the power of matching
and a systematic judgment error that is associated with it.

Julie is a graduating student at a university. Read the following piece of
information about her, then guess her GPA (on the standard scale of 0.0 to
4.0):

Julie read fluently when she was four years old.
What is her GPA?

If you are familiar with the grade point average system in
the United States, a number came to your mind quite quickly,
and it was probably close to 3.7 or 3.8. How a guess about
Julie’s GPA instantly came to your mind illustrates the
matching process we just described.

First, you evaluated how precocious a reader Julie was. The
evaluation was easy because Julie read unusually early, and
that precociousness placed Julie in a category on some scale. If
you had to describe the scale you used, you would probably
say its highest category is something like “extraordinarily
precocious,” and you would note that Julie does not quite
belong in that category (some children read before they are
two). Julie probably belongs in the next one, the band of
“unusually but not extraordinarily precocious” children.

In the second step, you matched a judgment of GPA to your
evaluation of Julie. Although you were unaware of doing so,
you must have been looking for a value of GPA that would
also fit the label “unusual but not extraordinary.” A matching
prediction came to your mind, seemingly out of nowhere,
when you heard Julie’s story.



Deliberately carrying out the calculations required to
perform these tasks of evaluation and matching would take
quite a while, but in fast, System 1 thinking, the judgment is
achieved quickly and effortlessly. The story we tell here about
guessing Julie’s GPA involves a complex, multistage sequence
of mental events that cannot be directly observed. The
specificity of the mental mechanism of matching is unusual in
psychology—but the evidence for it is unusually conclusive.
We can be certain from many similar experiments that the
following two questions, when posed to different groups of
people, will elicit exactly the same numbers:

 What percentage of Julie’s class read at an earlier age than she did?

 What percentage of Julie’s class has a higher GPA than she does?

The first question is manageable on its own: it simply asks
you to evaluate the evidence you were given about Julie. The
second question, which requires a distant prediction, is
certainly harder—but it is intuitively tempting to answer it by
answering the first.

The two questions we ask about Julie are analogous to two
questions that we described as universally confusing in an
earlier discussion of the illusion of validity. The first question
about Julie requires you to evaluate the “intensity” of the
information you have about her case. The second question
asks about the intensity of a prediction. And we suspect that
they are still difficult to tell apart.

The intuitive prediction of Julie’s GPA is a case of the
psychological mechanism that we described in chapter 13: the
substitution of an easy question for a difficult one. Your
System 1 simplifies a difficult prediction question by
answering a much easier one: how impressive was Julie’s
achievement as a four-year-old reader? An extra step of
matching is required to move directly from reading age,
measured in years, to GPA, measured in points.

The substitution happens, of course, only if the available
information is relevant. If all you knew about Julie was that
she was a fast runner or a mediocre dancer, you would have no
information at all. But any fact that can be interpreted as a



plausible indication of intelligence is likely to be an acceptable
substitute.

Substituting one question for another inevitably causes
errors when the true answers to the two questions are different.
Substituting reading age for GPA, though seemingly plausible,
is manifestly absurd. To see why, think of events that could
have happened since Julie was four years old. She could have
been in a terrible accident. Her parents could have had a
traumatic divorce. She could have encountered an inspiring
teacher who influenced her greatly. She could have become
pregnant. Any of these events and many more could have
affected her work in college.

The matching prediction can be justified only if reading
precocity and college GPA are perfectly correlated, which is
clearly not the case. On the other hand, completely ignoring
the information about Julie’s reading age would also be a
mistake, because her reading age does provide some relevant
information. The optimal prediction must lie between these
two extremes of perfect knowledge and zero knowledge.

What do you know about a case when you know nothing
specific about it—only the category to which it belongs? The
answer to that question is what we have called the outside
view of the case. If we were asked to predict Julie’s GPA but
given no information about her, we would surely predict the
average—perhaps 3.2. This is the outside-view prediction. The
best estimate of Julie’s GPA must therefore be higher than 3.2
and lower than 3.8. The precise location of the estimate
depends on the predictive value of the information: the more
you trust reading age as a predictor of GPA, the higher the
estimate. In Julie’s case, the information is certainly quite
weak, and the most reasonable prediction will accordingly be
closer to the average GPA. There is a technical but fairly easy
way to correct the error of matching predictions; we detail it in
appendix C.

Although they lead to statistically absurd predictions,
predictions that match the evidence are hard to resist. Sales
managers often assume that the salesperson who was more
successful than the rest of the sales team last year will



continue to overperform. Senior executives sometimes meet an
exceptionally talented candidate and imagine how the new hire
will rise to the top of the organization. Producers routinely
anticipate that the next movie of a director whose previous
movie was a hit will be just as successful.

These examples of matching predictions are more likely
than not to end in disappointment. On the other hand,
matching predictions that are made when things are at their
worst are more likely than not to be overly negative. Intuitive
predictions that match the evidence are too extreme, both
when they are optimistic and when they are pessimistic. (The
technical term for such prediction errors is that they are
nonregressive, because they fail to take into account a
statistical phenomenon called regression to the mean.)

It should be noted, however, that substitution and matching
do not always govern predictions. In the language of two
systems, the intuitive System 1 proposes quick associative
solutions to problems as they arise, but these intuitions must
be endorsed by the more reflective System 2 before they
become beliefs. Matching predictions are sometimes rejected
in favor of more complex responses. For example, people are
more reluctant to match predictions to unfavorable than to
favorable evidence. We suspect that you would hesitate to
make a matching prediction of inferior college performance if
Julie had been a late reader. The asymmetry between favorable
and unfavorable predictions disappears when more
information is available.

We offer the outside view as a corrective for intuitive
predictions of all kinds. In an earlier discussion of Michael
Gambardi’s future prospects, for example, we recommended
anchoring your judgment about Michael’s probability of
success on the relevant base rate (the two-year success rate for
incoming CEOs). In the case of quantitative predictions such
as Julie’s GPA, taking the outside view means anchoring your
prediction on the average outcome. The outside view can be
neglected only in very easy problems, when the information
available supports a prediction that can be made with complete
confidence. When serious judgment is necessary, the outside
view must be part of the solution.



Noise in Matching: Limitations of Absolute
Judgment
Our limited ability to distinguish categories on intensity scales
constrains the accuracy of the matching operation. Words such
as large or rich assign the same label to a range of values on
the dimension of size or wealth. This is a potentially important
source of noise.

The retiring investment banker surely deserves the label
rich, but how rich is she? We have many adjectives to choose
from: well-off, affluent, comfortable, wealthy, super-rich, and
others. If you were given detailed descriptions of the wealth of
some individuals and had to attach an adjective to each, how
many distinct categories could you form—without resorting to
detailed comparisons across cases?

The number of categories that we can distinguish on an
intensity scale is given in the title of an all-time classic article
in psychology, published in 1956: “The Magical Number
Seven, Plus or Minus Two.” Beyond this limit, people tend to
start to make errors—for instance, to assign A to a higher
category than B when they would in fact rate B higher than A
in a head-to-head comparison.

Imagine a set of lines of four different lengths of between 2
and 4 inches, each line the same amount longer than the next
one. You are shown one line at a time and have to call out a
number between 1 and 4, where 1 goes with the shortest line
and 4 with the longest. The task is easy. Now suppose you are
shown lines of five different lengths and have to repeat the
task calling out numbers 1 through 5. Still easy. When will you
start making errors? Around the magical number of seven
lines. Surprisingly, this number depends very little on the
range of line lengths: if the lines were spaced between 2 and 6
inches, rather than between 2 and 4, you would still start
making mistakes beyond seven lines. Much the same result is
obtained when you are presented with tones that vary in
loudness, or with lights of different brightness. There is a
genuine limit on people’s ability to assign distinct labels to
stimuli on a dimension, and that limit is around seven labels.



This limit of our discriminating power matters, because our
ability to match values across intensity dimensions cannot be
better than our ability to assign values on these dimensions.
The matching operation is a versatile tool of fast, System 1
thinking and the core of many intuitive judgments, but it is
crude.

The magical number is not an absolute constraint. People
can be trained to make finer distinctions by hierarchical
categorization. For example, we can certainly discriminate
several categories of wealth among multimillionaires, and
judges can discriminate degrees of severity in multiple
categories of crimes, themselves ordered in severity. For this
refinement process to work, however, the categories must exist
in advance and their boundaries must be clear. When assigning
labels to a set of lines, you cannot decide to separate the longer
lines from the shorter ones and treat them as two separate
categories. Categorization is not under voluntary control when
you are in the fast-thinking mode.

There is a way to overcome the limited resolution of
adjective scales: instead of using labels, use comparisons. Our
ability to compare cases is much better than our ability to
place them on a scale.

Consider what you would do if instructed to use a twenty-
point scale of quality to evaluate a large set of restaurants, or
singers. A five-star scale would be easily manageable, but you
could not possibly maintain perfect reliability with a twenty-
point scale. (Joe’s Pizza is worth three stars, but is it an eleven
or a twelve?) The solution to this problem is simple, if time-
consuming. You would first rate the restaurants, or singers,
using the five-point rating scale to sort them into five
categories. You would then rank the cases within each
category, which you will usually be able to do with only a few
ties: you probably know whether you prefer Joe’s Pizza to
Fred’s Burgers, or Taylor Swift to Bob Dylan, even if you
assigned them to the same category. To keep things simple,
you could now distinguish four levels within each of the five
categories. You can probably discriminate levels of contempt
even among the singers you most dislike.



The psychology of this exercise is straightforward. Explicit
comparisons between objects of judgment support much finer
discriminations than do ratings of objects evaluated one at a
time. Judgments of line length tell a similar story: your ability
to compare the length of lines that are shown in immediate
succession is much better than your ability to label lengths,
and you will be even more accurate when comparing lines that
are in view at the same time.

The advantage of comparative judgments applies to many
domains. If you have a rough idea of people’s wealth, you will
do better comparing individuals in the same range than you
would by labeling their wealth individually. If you grade
essays, you will be more precise when you rank them from
best to worst than you are when you read and grade essays one
by one. Comparative or relative judgments are more sensitive
than categorical or absolute ones. As these examples suggest,
they are also more effortful and time-consuming.

Rating objects individually on scales that are explicitly
comparative retains some of the benefits of comparative
judgment. In some contexts, notably in education,
recommendations of candidates for acceptance or promotion
often require the recommender to locate the candidate in the
“top 5%” or “top 20%” of some designated population, such as
“students that you have taught” or “programmers with the
same level of experience.” These ratings rarely deserve to be
taken at face value because there is no way to keep the
recommenders accountable for using the scale properly.
Accountability is possible in some contexts: when managers
rate employees or when analysts assess investments, a person
who assigns 90% of cases to the “top 20%” category can be
identified and corrected. The use of comparative judgments is
one of the remedies for noise that we will discuss in part 5.

Many tasks of judgment require matching individual cases
to a category on a scale (for instance, a seven-point agreement
scale) or using an ordered set of adjectives (for example,
“unlikely” or “extremely unlikely” in rating the probabilities
of events). This type of matching is noisy because it is crude.
Individuals may differ in the interpretation of labels even
when they agree on the substance of the judgment. A



procedure that compels explicitly comparative judgments is
likely to reduce noise. In the next chapter, we further explore
how using the wrong scales can add to noise.

Speaking of Matching

“Both of us say this movie is very good, but you seem to have
enjoyed it a lot less than I did. We’re using the same words,
but are we using the same scale?”

“We thought Season 2 of this series would be just as
spectacular as Season 1. We made a matching prediction,
and it was wrong.”

“It is hard to remain consistent when grading these essays.
Should you try ranking them instead?”



CHAPTER 15

Scales

Imagine yourself a juror in a civil trial. You have heard the
evidence summarized below, and you will be required to make
some judgments about it.

Joan Glover v. General Assistance

Joan Glover, a six-year-old child, ingested a large number of pills of
Allerfree, a nonprescription allergy medicine, and required an extensive
hospital stay. Because the overdose weakened her respiratory system, she will
be more susceptible to breathing-related diseases such as asthma and
emphysema for the rest of her life. The Allerfree bottle used an inadequately
designed childproof safety cap.

The manufacturer of Allerfree is General Assistance, a large company (with
annual profits of $100 million to $200 million) that produces a variety of
nonprescription medicines. A federal regulation requires childproof safety
caps on all medicine bottles. General Assistance has systematically ignored
the intent of this regulation by using a childproof safety cap that had a much
higher failure rate than that of others in the industry. An internal company
document says that “this stupid, unnecessary federal regulation is a waste of
our money” and states that the risk of being punished is low. The document
adds that, in any case, “the punishments for violating the regulation are
extremely mild; basically we’d be asked to improve the safety caps in the
future.” Although it was warned about its safety cap by an official of the US
Food and Drug Administration, the company decided to take no corrective
action.

Next we ask you to make three judgments. Please slow
down enough to choose your answers.

Outrage:

Which of the following best expresses your opinion of the defendant’s
actions? (Please circle your answer.)

Completely acceptable Objectionable Shocking Absolutely outrageous
0 1 2 3 4 5 6



Punitive intent:
In addition to paying compensatory damages, how much should the defendant
be punished? (Please circle the number that best expresses your opinion of the
appropriate level of punishment.)

No
punishment

Mild
punishment

Severe
punishment

Extremely severe
punishment

0 1 2 3 4 5 6

Damages: In addition to paying compensatory damages, what
amount of punitive damages (if any) should the defendant be
required to pay as punishment and to deter the defendant and
others from similar actions in the future? (Please write your
answer in the blank below.)

$ …………

The story of Joan Glover is a slightly abbreviated version of
a case used in a study that two of us (Kahneman and Sunstein,
along with our friend and collaborator David Schkade)
reported in 1998. We describe this study in some detail in this
chapter, and we wanted you to experience one of the tasks the
study includes, because we now see it as an instructive
example of a noise audit, which reprises many of the themes
of this book.

This chapter focuses on the role of the response scale as a
pervasive source of noise. People may differ in their
judgments, not because they disagree on the substance but
because they use the scale in different ways. If you were rating
the performance of an employee, you might say that on a scale
of 0 to 6, the performance was a 4—which, in your view, is
pretty good. Someone else might say that on the same scale,
the employee’s performance was a 3—which, in his view, is
also pretty good. Ambiguity in the wording of scales is a
general problem. Much research has been conducted on the
difficulties of communication that arise from vague
expressions such as “beyond a reasonable doubt,” “clear and
convincing evidence,” “outstanding performance,” and
“unlikely to happen.” Judgments that are expressed in such
phrases are inevitably noisy because they are interpreted
differently by both speakers and listeners.



In the study for which the Joan Glover case was written, we
observed the effects of an ambiguous scale in a situation in
which it has serious consequences. The topic of the study was
noise in jury-awarded punitive damages. As you could infer
from the third question about Joan Glover’s case, the law in
the United States (and in some other countries) allows juries in
civil cases to impose punitive damages on a defendant whose
actions were particularly egregious. Punitive damages are
supplemental to compensatory awards, which are designed to
make injured people whole. When, as in the Glover example, a
product has caused injuries and plaintiffs have successfully
sued the company, they will be awarded money to pay their
medical bills and any lost wages. But they could also receive a
punitive award, intended to send the defendant and similar
companies a warning. The behavior of General Assistance in
this case was obviously reprehensible; it falls in the range of
actions for which a jury could reasonably impose punitive
damages.

A major concern about the institution of punitive damages
has been their unpredictability. The same wrongdoing may be
punished by damages that range from very modest to massive.
Using the terminology of this book, we would say the system
is noisy. Requests for punitive damages are often denied, and
even when they are granted, the awards frequently do not add
much to compensatory damage. There are striking exceptions,
however, and the very large amounts that juries sometimes
award appear surprising and arbitrary. An often-mentioned
example is a punitive award of $4 million imposed on a car
dealership for nondisclosure of the fact that the plaintiff’s new
BMW had been repainted.

In our study of punitive damages, 899 participants were
asked to evaluate Joan Glover’s case and nine other similar
cases—all of them involving plaintiffs who had suffered some
harm and sued the company that was allegedly responsible.
Unlike you, the participants answered only one of the three
questions (outrage, punitive intent, or dollar amount) for all
ten cases. The participants were further divided into smaller
groups, each assigned to one version of each case. The
different versions varied the harm suffered by the plaintiff and



the revenue of the defendant company. There were a total of
twenty-eight scenarios. Our goals were to test a theory about
the psychology of punitive damages and to investigate the role
of the monetary scale (here dollars) as a main source of noise
in this legal institution.

The Outrage Hypothesis
How to determine a just punishment has been debated by
philosophers and legal scholars for centuries. Our hypothesis,
however, was that the question that philosophers find difficult
is quite easy for ordinary people, who simplify the task by
substituting an easy question for the hard one. The easy
question, which is answered immediately when you are asked
how much General Assistance should be punished is, “How
angry am I?” The intensity of the intended punishment will
then be matched to the intensity of the outrage.

To test this outrage hypothesis, we asked different groups of
participants to answer either the punitive intent question or the
outrage question. We then compared the average ratings
obtained on the two questions for the twenty-eight scenarios
used in the study. As expected from the substitution idea, the
correlation between the mean ratings of outrage and of
punitive intent was a close-to-perfect 0.98 (PC = 94%). This
correlation supports the outrage hypothesis: the emotion of
outrage is the primary determinant of punitive intent.

Outrage is the main driver of punitive intent but not the only
one. Did you notice anything in Joan’s story that attracted
more attention when you rated punitive intent than when you
rated outrage? If you did, we suspect it was the harm she
suffered. You can tell whether a behavior is outrageous
without knowing its consequences; in this instance, the
behavior of General Assistance was surely outrageous. In
contrast, intuitions about punitive intent have a retributive
aspect, which is crudely expressed in the eye-for-an-eye
principle. The urge for retribution explains why attempted
murder and murder are treated differently by the law and by



juries; a would-be murderer who is lucky enough to miss his
target will be punished less severely.

To find out whether harm does indeed make a difference in
punitive intent but not in outrage, we showed different groups
of respondents “severe-harm” and “mild-harm” versions of the
Joan Glover case and of several others. The severe-harm
version is the one you saw. In the mild-harm version, Joan
“had to spend several days in a hospital and is now deeply
traumatized by pills of any kind. When her parents try to get
her to take even beneficial medications such as vitamins,
aspirin, or cold remedies, she cries uncontrollably and says
that she is afraid.” This version describes a traumatic
experience for the child, but a much lower level of harm than
the long-term medical damage described in the first version
you read. As expected, the average ratings of outrage were
almost identical for the severe-harm version (4.24) and the
mild-harm version (4.19). Only the defendant’s behavior
matters to outrage; its consequences do not. In contrast, the
ratings of punitive intent averaged 4.93 for severe harm and
4.65 for mild harm, a small but statistically reliable difference.
The median monetary awards were two million dollars for the
severe-harm version and one million for the milder version.
Similar results were obtained for several other cases.

These findings highlight a key feature of the process of
judgment: the subtle effect of the judgment task on the
weighting of different aspects of the evidence. The participants
who rated punitive intent and outrage were not aware that they
were taking a stand on the philosophical issue of whether
justice should be retributive. They were not even aware of
assigning weights to the various features of the case.
Nevertheless, they assigned a near-zero weight to harm when
rating outrage and a significant weight to the same factor when
determining punishment. Recall that the participants saw only
one version of the story; their assignment of a higher
punishment to the worse harm was not an explicit comparison.
It was the outcome of an automatic operation of matching in
the two conditions. The responses of participants relied more
on fast than on slow thinking.



Noisy Scales
The second goal of the study was to find out why punitive
damages are noisy. Our hypothesis was that jurors generally
agree on how severely they wish the defendant to be punished
but differ widely in how they translate their punitive intent
onto the scale of dollars.

The design of the study allows us to compare the amount of
noise in judgments of the same cases on three scales: outrage,
punitive intent, and damage awards in dollars. To measure
noise, we apply the method that was used to analyze the
results of the noise audit of federal judges in chapter 6. We
assume, as we did in that analysis, that the average of
individual judgments of a case can be treated as an unbiased,
just value. (This is an assumption for purposes of analysis; we
emphasize that it might be wrong.) In an ideal world, all jurors
who use a particular scale would agree in their judgments of
every case. Any deviation from the average judgment counts
as an error, and these errors are the source of system noise.

As we also noted in chapter 6, system noise can be broken
down into level noise and pattern noise. Here, level noise is
the variability among jurors in how severe they are in general.
Pattern noise is the variability in how a given juror responds to
particular cases, relative to this juror’s own average. We can
therefore break down the overall variance of judgments into
three elements:

Variance of Judgments = Variance of Just Punishments +
(Level Noise)2 + (Pattern Noise)2

This analysis, decomposing the variance of judgments into
three terms, was conducted separately for the three judgments
of outrage, punitive intent, and dollar award.

Figure 13 shows the results. The least noisy scale is punitive
intent, where system noise accounts for 51% of the variance—
there is about as much noise as there is justice. The outrage
scale is distinctly noisier: 71% noise. And the dollar scale is
by far the worst: fully 94% of the variance in judgments is
noise!



The differences are striking because the three scales are, in
terms of their content, almost identical. We saw earlier that the
just values of outrage and punitive intent were almost perfectly
correlated, as implied by the outrage hypothesis. The ratings of
punitive intent and the dollar awards answer precisely the
same question—how severely General Assistance should be
punished—in different units. How can we explain the large
differences seen in figure 13?

We can probably agree that outrage is not a very precise
scale. True, there is such a thing as “completely acceptable”
behavior, but if there is a limit to how angry you can get at
General Assistance or at the other defendants, that limit is
rather vague. What does it mean for a behavior to be
“absolutely outrageous”? The lack of clarity on the upper end
of the scale makes some noise inevitable.

Punitive intent is more specific. “Severe punishment” is
more precise than “absolutely outrageous,” because an
“extremely severe punishment” is bounded by the maximum
prescribed by the law. You may wish to “throw the book” at
the culprit, but you may not, for instance, recommend putting
the CEO of General Assistance and its entire executive team to
death. (We hope.) The punitive-intent scale is less ambiguous
because its upper bound is more clearly specified. As we
might expect, it is also less noisy.



FIGURE 13: Components of judgment variance

Outrage and punitive intent were both measured on similar
rating scales, defined more or less clearly by verbal labels. The
dollar scale belongs to a different family, which is far more
problematic.

Dollars and Anchors
The title of our academic paper expresses its central message:
“Shared Outrage and Erratic Awards: The Psychology of
Punitive Damages.” There was a fair amount of agreement
among our experimental jurors in their ratings of punitive
intent; the ratings were mostly explained by outrage. However,
the dollar measure most closely simulated the courtroom
situation, and it was unacceptably noisy.

The reason is not mysterious. If you actually generated a
specific dollar amount of damages in the Joan Glover case,
you surely experienced the feeling that your choice of a
number was essentially arbitrary. The feeling of arbitrariness
conveys important information: it tells you that other people
will make widely different arbitrary decisions and that the
judgments will be very noisy. This turns out to be a
characteristic of the family of scales to which dollar awards
belong.

The legendary Harvard psychologist S. S. Stevens
discovered the surprising fact that people share strong
intuitions about the ratios of intensity of many subjective
experiences and attitudes. They can adjust a light so that it
appears “twice as bright” as another, and they agree that the
emotional significance of a ten-month prison sentence is not
nearly ten times as bad as that of a sentence of one month.
Stevens called scales that draw on such intuitions ratio scales.

You can tell that our intuitions about money are expressed
in ratios from the ease with which we understand such
expressions as “Sara got a 60% raise!” or “Our rich neighbor
lost half his wealth overnight.” The dollar scale of punitive
damages is a ratio scale for the measurement of the intention



to punish. Like other ratio scales, it has a meaningful zero
(zero dollars) and is unbounded at the top.

Stevens discovered that a ratio scale (like the dollar scale)
can be tied down by a single intermediate anchor (the jargon
term is modulus). In his laboratory, he would expose observers
to a light of a certain brightness, with the instruction to “call
the brightness of that light 10 (or 50, or 200) and assign
numbers to other brightnesses accordingly.” As expected, the
numbers that observers assigned to lights of different
brightness were proportional to the arbitrary anchor they were
instructed to adopt. An observer who was anchored on the
number 200 would make judgments that were 20 times higher
than if the anchor had been 10; the standard deviation of the
observer’s judgments would also be proportional to the anchor.

In chapter 13, we described an amusing example of
anchoring, in which people’s willingness to pay for an object
was strongly influenced by asking them first if they would pay
(in dollars) the last two digits of their Social Security number.
A more striking result was that the initial anchor also affected
their willingness to pay for a whole list of other objects.
Participants who were induced to agree to pay a large amount
for a cordless trackball agreed to pay a correspondingly larger
amount for a cordless keyboard. It appears that people are
much more sensitive to the relative value of comparable goods
than to their absolute value. The authors of the study named
the persistent effect of a single anchor “coherent arbitrariness.”

To appreciate the effect of an arbitrary anchor in the Joan
Glover case, suppose that the text at the beginning of this
chapter included the following information:

In a similar case involving another pharmaceutical company, a little girl who
was the victim suffered moderate psychological trauma (as in the mild-harm
version you read earlier). The punitive damages were set at $1.5 million.

Notice that the problem of setting a punishment for General
Assistance has suddenly become much easier. Indeed, an
amount may have come to your mind already. There is a
multiplier (or ratio) of the dollar awards that corresponds to
the contrast between the severe harm that was done to Joan
and the mild harm suffered by the other little girl.
Furthermore, the single anchor you read ($1.5 million) is



sufficient to tie down the entire dollar scale of punishment. It
is now easy for you to set damages for cases both more severe
and milder than the two considered so far.

If anchors are required to make judgments on a ratio scale,
what happens when people are not given an anchor? Stevens
reported the answer. In the absence of guidance from the
experimenter, people are forced to make an arbitrary choice
when they use the scale for the first time. From that point, they
make their judgments consistently, using their first answer as
an anchor.

You may recognize the task you faced in setting damages
for the Joan Glover case as an instance of scaling without an
anchor. Like the anchorless observers in Stevens’s lab, you
made an arbitrary decision about the correct punishment for
General Assistance. The participants in our study of punitive
damages faced the same problem: they were also compelled to
make an initial arbitrary decision about the first case they saw.
Unlike you, however, they did not just make one arbitrary
decision: they went on to set punitive damages for nine other
cases. These nine judgments were not arbitrary because they
could be made consistent with the initial anchoring judgment,
and therefore with one another.

The findings of Stevens’s laboratory suggest that the anchor
that individuals produce should have a large effect on the
absolute values of their subsequent dollar judgments but no
effect whatsoever on the relative positions of the ten cases. A
large initial judgment causes all the other judgments to be
proportionately large without affecting their relative size. This
reasoning leads to a surprising conclusion: although they
appear hopelessly noisy, dollar judgments actually reflect the
judges’ punitive intentions. To discover these intentions, we
need only replace the absolute dollar values with relative
scores.

To test this idea, we repeated the analysis of noise after
replacing each dollar award by its rank among an individual’s
ten judgments. The highest dollar award was scored 1, the next
highest was scored 2, and so forth. This transformation of
dollar awards to ranks eliminates all juror-level errors, because



the 1 to 10 distribution of ranks is the same for everyone,
except for occasional ties. (In case you wondered, there were
multiple versions of the questionnaire because each individual
judged ten of the twenty-eight scenarios. We conducted the
analysis separately for each group of participants who had
responded to the same ten scenarios, and we report an
average.)

The results were striking: the proportion of noise in the
judgments dropped from 94% to 49% (figure 14).
Transforming the dollar awards into rankings revealed that
jurors were actually in substantial agreement about the
appropriate punishment in different cases. Indeed, the rankings
of dollar awards were, if anything, slightly less noisy than the
original ratings of punitive intent.

FIGURE 14: Noise in value vs. noise in ranking

An Unfortunate Conclusion
The results are consistent with the theory we have outlined:
dollar awards for all cases were anchored on the arbitrary
number that each juror picked for the first case they saw. The
relative ranking of cases reflects attitudes with fair accuracy
and is thus not very noisy, but the absolute values of the dollar
awards are essentially meaningless because they depend on the
arbitrary number chosen in the first case.



Ironically, the case that jurors assess in real trials is the first
and only one they see. American legal practice requires civil
juries to set a dollar award for one case, without the benefit of
any guiding anchor. The law explicitly prohibits any
communication to the jury of the size of punitive awards in
other cases. The assumption implicit in the law is that jurors’
sense of justice will lead them directly from a consideration of
an offense to the correct punishment. This assumption is
psychological nonsense—it assumes an ability that humans do
not have. The institutions of justice should acknowledge the
limitations of the people who administer it.

The example of punitive damages is extreme; professional
judgments are rarely expressed on scales that are so hopelessly
ambiguous. Nonetheless, ambiguous scales are common,
which means that the punitive-damages study holds two
general lessons, applicable in business, education, sports,
government, and elsewhere. First, the choice of a scale can
make a large difference in the amount of noise in judgments,
because ambiguous scales are noisy. Second, replacing
absolute judgments with relative ones, when feasible, is likely
to reduce noise.

Speaking of Scales

“There is a lot of noise in our judgments. Could this be
because we understand the scale differently?”

“Can we agree on an anchor case that will serve as a reference
point on the scale?”

“To reduce noise, maybe we should replace our judgments
with a ranking?”



CHAPTER 16

Patterns

Remember Julie, the precocious child whose college GPA
you tried to guess in chapter 14? Here is a fuller description.

Julie was an only child. Her father was a successful lawyer, her mother an
architect. When Julie was about three years old, her father contracted an
autoimmune disease that forced him to work at home. He spent a lot of time
with Julie and patiently taught her to read. She was reading fluently when she
was four years old. Her dad also tried to teach her arithmetic, but she found
that topic difficult. Julie was a good pupil in elementary school, but she was
emotionally needy and rather unpopular. She spent much time alone and
became a passionate bird-watcher after being inspired by watching birds with
her favorite uncle.

Her parents divorced when she was eleven, and Julie took the divorce hard.
Her grades plummeted, and she had frequent outbursts at school. In high
school, she did very well in some subjects, including biology and creative
writing. She surprised everyone by excelling in physics. But she neglected
most of her other subjects, and she graduated from high school a B student.

Not admitted to the prestigious schools to which she applied, Julie
eventually attended a good state school, where she majored in environmental
studies. During her first two years in college, she continued a pattern of
frequent emotional entanglements and smoked pot fairly regularly. In her
fourth semester, however, she developed a strong wish to go to medical school
and began to take her work much more seriously.

What is your best guess about Julie’s graduating GPA?

Problems: Hard and Easy
Obviously, this problem (let’s call it Julie 2.0) has become
much more difficult. All you knew about Julie 1.0 was that she
could read when she was four. With only one cue, the power of
matching did the work, and an intuitive estimate of her GPA
came quickly to mind.



Matching would still be available if you had several cues
that pointed in the same general direction. For instance, when
you read a description of Bill, the jazz-playing accountant, all
the information you had (“unimaginative,” “strong in
mathematics,” “weak in social studies”) painted a coherent,
stereotypical picture. Similarly, if most of the events in the life
of Julie 2.0 were consistent with a story of precociousness and
superior achievement (with perhaps a few data points
suggesting merely “average” performance), you would not
find the task so difficult. When the evidence available paints a
coherent picture, our fast, System 1 thinking has no difficulty
making sense of it. Simple judgment problems like these are
easily resolved, and most people agree on their solution.

Not so with Julie 2.0. What makes this problem difficult is
the presence of multiple, conflicting cues. There are
indications of ability and motivation but also of character
weaknesses and mediocre achievement. The story seems to be
all over the place. It does not easily make sense, because the
elements cannot be fit in a coherent interpretation. Of course,
the incoherence does not make the story unrealistic or even
implausible. Life is often more complex than the stories we
like to tell about it.

Multiple, conflicting cues create the ambiguity that defines
difficult judgment problems. Ambiguity also explains why
complex problems are noisier than simple ones. The rule is
simple: if there is more than one way to see anything, people
will vary in how they see it. People can pick different pieces of
evidence to form the core of their narrative, so there are many
possible conclusions. If you found it difficult to construct a
story that makes sense of Julie 2.0, you can be quite certain
that other readers will construct different stories that justify
judgments other than yours. This is the variability that
produces pattern noise.

When do you feel confident in a judgment? Two conditions
must be satisfied: the story you believe must be
comprehensively coherent, and there must be no attractive
alternatives. Comprehensive coherence is achieved when all
the details of the chosen interpretation fit with the story and
reinforce each other. Of course, you can also achieve



coherence, albeit less elegantly, by ignoring or explaining
away whatever does not fit. It is the same with alternative
interpretations. The true expert who has “solved” a judgment
problem knows not only why her explanatory story is correct;
she is equally fluent in explaining why other stories are wrong.
Here again, a person can gain confidence of equal strength but
poorer quality by failing to consider alternatives or by actively
suppressing them.

The main implication of this view of confidence is that
subjective confidence in one’s judgment by no means
guarantees accuracy. Moreover, the suppression of alternative
interpretations—a well-documented process in perception—
could induce what we have called the illusion of agreement
(see chapter 2). If people cannot imagine possible alternatives
to their conclusions, they will naturally assume that other
observers must reach the same conclusion, too. Of course, few
of us have the good fortune of being highly confident about all
our judgments, and all of us have had the experience of
uncertainty, perhaps as recently as your reading about Julie
2.0. We are not all highly confident all the time, but most of
the time we are more confident than we should be.

Pattern Noise: Stable or Transient
We have defined a pattern error as an error in an individual’s
judgment of a case that cannot be explained by the sum of the
separate effects of the case and the judge. An extreme example
may be the normally lenient judge who is unusually severe in
sentencing a particular kind of defendant (say, people who
have committed traffic offenses). Or, say, the normally
cautious investor who drops his usual caution when shown the
plan of an exciting start-up. Of course, most pattern errors are
not extreme: we observe a moderate pattern error in the lenient
judge who is less lenient than usual when dealing with
recidivists, or even more lenient than usual when sentencing
young women.

Pattern errors arise from a combination of transient and
permanent factors. The transient factors include those we have



described as sources of occasion noise, such as a judge’s good
mood at the relevant moment or some unfortunate recent
occurrence that is currently on the judge’s mind. Other factors
are more permanent—for example, an employer’s unusual
enthusiasm for people who attended certain universities or a
doctor’s unusual propensity to recommend hospitalization for
people with pneumonia. We can write a simple equation that
describes an error in a single judgment:

Pattern Error = Stable Pattern Error + Transient
(Occasion) Error

Because stable pattern error and transient (occasion) error
are independent and uncorrelated, we can extend the equation
above to analyze their variances:

(Pattern Noise)2 = (Stable Pattern Noise)2 + (Occasion
Noise)2

As we did for other components of error and noise, we can
represent this equation graphically as a sum of squares on the
sides of a right triangle (Figure 15):

FIGURE 15: Decomposing pattern noise

For a simple case of stable pattern noise, consider recruiters
who predict the future performance of executives on the basis
of a set of ratings. In chapter 9 we spoke of a “model of the
judge.” The model of an individual recruiter assigns a weight



to each rating, which corresponds to its importance in that
recruiter’s judgments. The weights vary among recruiters:
leadership may count more for one recruiter, communication
skills for another. Such differences produce variability in the
recruiters’ ranking of candidates—an instance of what we call
stable pattern noise.

Personal reactions to individual cases can also produce
patterns that are stable but highly specific. Consider what led
you to pay more attention to some aspects of Julie’s story than
to others. Some details of the case may resonate with your life
experience. Perhaps something about Julie reminds you of a
close relative who kept almost succeeding but ultimately
failing, because of what you believe are deep character flaws
that were evident since that relative’s teenage years.
Conversely, Julie’s story may evoke memories of a close
friend who, after a troubled adolescence, did make it to
medical school and is now a successful specialist. The
associations that Julie evokes in different people are
idiosyncratic and unpredictable, but they are likely to be
stable: if you had read Julie’s story last week, you would have
been reminded of the same people and would have seen her
story in the same distinctively personal light.

Individual differences in the quality of judgments are
another source of pattern noise. Imagine a single forecaster
with crystal-ball powers that no one knows about (including
herself). Her accuracy would make her deviate in many cases
from the average forecast. In the absence of outcome data,
these deviations would be regarded as pattern errors. When
judgments are unverifiable, superior accuracy will look like
pattern noise.

Pattern noise also arises from systematic differences in the
ability to make valid judgments about different dimensions of
a case. Consider the process of selection for professional
sports teams. Coaches may focus on skills in various aspects
of the game, physicians on susceptibility to injuries, and
psychologists on motivation and resilience. When these
different specialists evaluate the same players, we can expect a
considerable amount of pattern noise. Similarly, professionals
in the same generalist role may be more skilled at some



aspects of the judgment task than at others. In such cases,
pattern noise is better described as variability in what people
know than as error.

When professionals make decisions on their own, variability
in skills is simply noise. However, when management has the
opportunity to construct teams that will reach judgments
together, diversity of skills becomes a potential asset, because
different professionals will cover different aspects of the
judgment and complement one another. We discuss this
opportunity—and what is required to capture it—in chapter
21.

In earlier chapters, we spoke of the two lotteries that face
the client of an insurance company or the defendant who is
assigned the judge who will try him. We can now see that the
first lottery, which picks a professional from a group of
colleagues, selects much more than the average level of that
professional’s judgments (the level error). The lottery also
selects a kaleidoscopic assemblage of values, preferences,
beliefs, memories, experiences, and associations that are
unique to this particular professional. Whenever you make a
judgment, you carry your own baggage, too. You come with
the habits of mind you formed on the job and the wisdom you
gained from your mentors. You bring along the successes that
built your confidence and the mistakes that you are careful not
to repeat. And somewhere in your brain are the formal rules
you remember, those you forgot, and those you learned that it
is okay to ignore. No one is exactly like you in all these
respects; your stable pattern errors are unique to you.

The second lottery is the one that picks the moment when
you make your judgment, the mood you are in, and other
extraneous circumstances that should not affect your judgment
but do. This lottery creates occasion noise. Imagine, for
instance, that shortly before you read Julie’s case, you read a
newspaper article about drug use on college campuses. The
piece featured the story of a gifted student who was
determined to go to law school and worked hard—but was
unable to make up for the deficit he had accumulated while
using drugs in his early years of college. Because it is fresh in
your mind, this story will lead you to pay more attention to



Julie’s pot-smoking habit in your assessment of her overall
chances. However, you probably would not remember the
article if you encountered the question about Julie in a couple
of weeks (and you would obviously not have known about it if
you had read the case yesterday). The effect of reading the
newspaper article is transient; it is occasion noise.

As this example illustrates, there is no sharp discontinuity
between stable pattern noise and the unstable variant that we
call occasion noise. The main difference is whether a person’s
unique sensitivity to some aspects of the case is itself
permanent or transient. When the triggers of pattern noise are
rooted in our personal experiences and values, we can expect
the pattern to be stable, a reflection of our uniqueness.

The Personality Analogy
The idea of uniqueness in the responses of particular people to
certain features or combinations of features is not immediately
intuitive. To understand it, we might consider another complex
combination of features that we all know well: the
personalities of people around us. In fact, the event of a judge
making a judgment about a case should be seen as a special
case of a broader topic that is the domain of personality
research: how a person acts in a situation. There is something
to be learned about judgment from the decades of intensive
study of the broader topic.

Psychologists have long sought to understand and measure
individual differences in personality. People differ from one
another in many ways; an early attempt to scan the dictionary
for terms that may describe a person identified eighteen
thousand words. Today, the dominant model of personality, the
Big Five model, combines traits into five groupings
(extraversion, agreeableness, conscientiousness, openness to
experience, neuroticism), with each of the Big Five covering a
range of distinguishable traits. A personality trait is understood
as a predictor of actual behaviors. If someone is described as
conscientious, we expect to observe some corresponding
behaviors (arriving on time, keeping commitments, and so on).



And if Andrew scores higher than Brad on a measure of
aggressiveness, we should observe that, in most situations,
Andrew behaves more aggressively than Brad does. In fact,
however, the validity of broad traits for predicting specific
behaviors is quite limited; a correlation of .30 (PC = 60%)
would be considered high.

Common sense suggests that while behavior may be driven
by personality, it is also strongly affected by situations. In
some situations no one is aggressive, and in other situations
everyone is. When consoling a bereaved friend, neither
Andrew nor Brad will act aggressively; at a football game,
however, both will display some aggression. In short—and
unsurprisingly—behaviors are a function of personalities and
of situations.

What makes people unique and endlessly interesting is that
this joining of personality and situation is not a mechanical,
additive function. For example, the situations that trigger more
or less aggression are not the same for all people. Even if
Andrew and Brad are equally aggressive on average, they do
not necessarily display equal aggressiveness in every context.
Perhaps Andrew is aggressive toward his peers but docile with
superiors, whereas Brad’s level of aggressiveness is not
sensitive to hierarchical level. Perhaps Brad is particularly
prone to aggression when criticized and unusually restrained
when physically threatened.

These signature patterns of response to situations are likely
to be fairly stable over time. They constitute much of what we
consider someone’s personality, although they do not lend
themselves to a description by a broad trait. Andrew and Brad
may share the same score on a test of aggression, but they are
unique in their pattern of response to aggression triggers and
contexts. Two people who share a trait level—if, for example,
they are equally obstinate or equally generous—should be
described by two distributions of behaviors that have the same
average but not necessarily the same pattern of responses to
different situations.

You can now see the parallel between this discussion of
personality and the model of judgment we have presented.



Level differences between judges correspond to the
differences among scores on personality traits, which represent
an average of behaviors in multiple situations. Cases are
analogous to situations. A person’s judgment of a particular
problem is only moderately predictable from that person’s
average level, just as specific behaviors are only moderately
predictable from personality traits. The ranking of individuals
by their judgment varies substantially from one case to another
because people differ in their reaction to the features and
combinations of features that they find in each case. The
signature of an individual who makes judgments and decisions
is a unique pattern of sensitivity to features and a
correspondingly unique pattern in the judgment of cases.

The uniqueness of personality is normally a cause for
celebration, but this book is concerned with professional
judgments, where variation is problematic and noise is error.
The point of the analogy is that pattern noise in judgment is
not random—even if we have little hope of explaining it and
even if the individuals who make distinctive judgments could
not explain them.

Speaking of Pattern Noise

“You seem confident in your conclusion, but this is not an easy
problem: there are cues pointing in different directions.
Have you overlooked alternative interpretations of the
evidence?”

“You and I have interviewed the same candidate, and usually
we are equally demanding interviewers. Yet we have
completely different judgments. Where does this pattern
noise come from?”

“The uniqueness of people’s personalities is what makes them
capable of innovation and creativity, and simply interesting
and exciting to be around. When it comes to judgment,
however, that uniqueness is not an asset.”



CHAPTER 17

The Sources of Noise

We hope that by now, you agree that wherever there is
judgment, there is noise. We also hope that for you, there is no
longer more of it than you think. This mantra about noise
motivated us when we started our project, but our thinking
about the topic has evolved over the years of working on it.
We now review the main lessons we have learned about the
components of noise, about their respective importance in the
general picture of noise, and about the place of noise in the
study of judgment.

The Components of Noise
Figure 16 offers a combined graphical representation of the
three equations we introduced in chapters 5, 6, and 16. The
figure illustrates three successive breakdowns of error:

error into bias and system noise,

system noise into level noise and pattern noise,

pattern noise into stable pattern noise and occasion noise.

You can now see how MSE breaks down into the squares of
bias and of the three components of noise we have discussed.



FIGURE 16: Error, bias, and the components of noise

When we began our research, we were focusing on the
relative weights of bias and noise in total error. We soon
concluded that noise is often a larger component of error than
bias is, and certainly well worth exploring in more detail.

Our early thinking on the constituents of noise was guided
by the structure of complex noise audits, in which multiple
people make individual judgments about multiple cases. The
study of federal judges was an example, and the study of
punitive damages another. Data from these studies provided
solid estimates of level noise. On the other hand, because
every participant judges every case but does so only once,
there is no way of telling whether the residual error, which we
have called pattern error, is transient or stable. In the
conservative spirit of statistical analysis, the residual error is
commonly labeled an error term and is treated as random. In
other words, the default interpretation of pattern noise is that it
consists entirely of occasion noise.



This conventional interpretation of pattern noise as random
error constrained our thinking for a long time. It seemed
natural to focus on level noise—the consistent differences
between harsh and lenient judges or between optimistic and
pessimistic forecasters. We were also intrigued by evidence of
the influence on judgments of the irrelevant and transient
circumstances that create occasion noise.

The evidence gradually led us to realize that the noisy
judgments that different people make are largely determined
by something that is neither a general bias of the individual
nor transient and random: the persistent personal reactions of
particular individuals to a multitude of features, which
determine their reactions to specific cases. We eventually
concluded that our default assumption about the transient
nature of pattern noise should be abandoned.

Though we want to be careful not to overgeneralize from
what remains a limited selection of examples, the studies we
have assembled, taken together, suggest that stable pattern
noise is actually more significant than the other components of
system noise. Because we rarely have a full picture of the
components of error in the same study, it requires some
triangulation to formulate this tentative conclusion. In short,
here is what we know—and what we don’t.

Sizing the Components
First, we have several estimates of the relative weights of level
noise and pattern noise. Overall, it appears that pattern noise
contributes more than level noise. In the insurance company of
chapter 2, for instance, differences between underwriters in the
average of the premiums they set accounted for only 20% of
total system noise; the remaining 80% was pattern noise.
Among the federal judges of chapter 6, level noise (differences
in average severity) represented slightly less than half of total
system noise; pattern noise was the larger component. In the
punitive damages experiment, the total amount of system noise
varied widely depending on the scale used (punitive intent,
outrage, or damages in dollars), but the share of pattern noise



in that total was roughly constant: it accounted for 63%, 62%,
and 61% of total system noise for the three scales used in the
study. Other studies we will review in part 5, notably on
personnel decisions, are consistent with this tentative
conclusion.

The fact that in these studies level noise is generally not the
larger component of system noise is already an important
message, because level noise is the only form of noise that
organizations can (sometimes) monitor without conducting
noise audits. When cases are assigned more or less randomly
to individual professionals, the differences in the average level
of their decisions provide evidence of level noise. For
example, studies of patent offices observed large differences in
the average propensity of examiners to grant patents, with
subsequent effects on the incidence of litigation about these
patents. Similarly, case officers in child protection services
vary in their propensity to place children in foster care, with
long-term consequences for the children’s welfare. These
observations are based solely on an estimation of level noise.
If there is more pattern noise than level noise, then these
already-shocking findings understate the magnitude of the
noise problem by at least a factor of two. (There are
exceptions to this tentative rule. The scandalous variability in
the decisions of asylum judges is almost certainly due more to
level noise than to pattern noise, which we suspect is large as
well.)

The next step is to analyze pattern noise by separating its
two components. There are good reasons to assume that stable
pattern noise, rather than occasion noise, is the dominant
component. The audit of the sentences of federal judges
illustrates our reasoning. Start with the extreme possibility that
all pattern noise is transient. On that assumption, sentencing
would be unstable and inconsistent over time, to an extent that
we find implausible: we would have to expect that the average
difference between judgments of the same case by the same
judge on different occasions is about 2.8 years. The variability
of average sentencing among judges is already shocking. The
same variability in the sentences of an individual judge over
occasions would be grotesque. It seems more reasonable to



conclude that judges differ in their reactions to different
defendants and different crimes and that these differences are
highly personal but stable.

To quantify more precisely how much of pattern noise is
stable and how much is occasion noise, we need studies in
which the same judges make two independent assessments of
each case. As we have noted, obtaining two independent
judgments is generally impossible in studies of judgment,
because it is difficult to guarantee that the second judgment of
a case is truly independent of the first. Especially when the
judgment is complex, there is a high probability that the
individual will recognize the problem and repeat the original
judgment.

A group of researchers at Princeton, led by Alexander
Todorov, has designed clever experimental techniques to
overcome this problem. They recruited participants from
Amazon Mechanical Turk, a site where individuals provide
short-term services, such as answering questionnaires, and are
paid for their time. In one experiment, participants viewed
pictures of faces (generated by a computer program, but
perfectly indistinguishable from the faces of real people) and
rated them on various attributes, such as likability and
trustworthiness. The experiment was repeated, with the same
faces and the same respondents, one week later.

It is fair to expect less consensus in this experiment than in
professional judgments such as those of sentencing judges.
Everyone might agree that some people are extremely
attractive and that others are extremely unattractive, but across
a significant range, we expect reactions to faces to be largely
idiosyncratic. Indeed, there was little agreement among
observers: on the ratings of trustworthiness, for instance,
differences among pictures accounted for only 18% of the
variance of judgments. The remaining 82% of the variance
was noise.

It is also fair to expect less stability in these judgments,
because the quality of judgments made by participants who are
paid to answer questions online is often substantially lower
than in professional settings. Nevertheless, the largest



component of noise was stable pattern noise. The second
largest component of noise was level noise—that is,
differences among observers in their average ratings of
trustworthiness. Occasion noise, though still substantial, was
the smallest component.

The researchers reached the same conclusions when they
asked participants to make other judgments—about
preferences among cars or foods, for example, or on questions
that are closer to what we call professional judgments. For
instance, in a replication of the study of punitive damages
discussed in chapter 15, participants rated their punitive intent
in ten cases of personal injury, on two separate occasions
separated by a week. Here again, stable pattern noise was the
largest component. In all these studies, individuals generally
did not agree with one another, but they remained quite stable
in their judgments. This “consistency without consensus,” in
the researchers’ words, provides clear evidence of stable
pattern noise.

The strongest evidence for the role of stable patterns comes
from the large study of bail judges we mentioned in chapter
10. In one part of this exceptional study, the authors created a
statistical model that simulated how each judge used the
available cues to decide whether to grant bail. They built
custom-made models of 173 judges. Then they applied the
simulated judges to make decisions about 141,833 cases,
yielding 173 decisions for each case—a total of more than 24
million decisions. At our request, the authors generously
carried a special analysis in which they separated the variance
judgments into three components: the “true” variance of the
average decisions for each of the cases, the level noise created
by differences among judges in their propensity to grant bail,
and the remaining pattern noise.

This analysis is relevant to our argument because pattern
noise, as measured in this study, is entirely stable. The random
variability of occasion noise is not represented, because this is
an analysis of models that predict a judge’s decision. Only the
verifiably stable individual rules of prediction are included.



The conclusion was unequivocal: this stable pattern noise
was almost four times larger than level noise (stable pattern
noise accounted for 26%, and level noise 7%, of total
variance). The stable, idiosyncratic individual patterns of
judgment that could be identified were much larger than the
differences in across-the-board severity.

All this evidence is consistent with the research on occasion
noise that we reviewed in chapter 7: while the existence of
occasion noise is surprising and even disturbing, there is no
indication that within-person variability is larger than
between-person differences. The most important component of
system noise is the one we had initially neglected: stable
pattern noise, the variability among judges in their judgments
of particular cases.

Given the relative scarcity of relevant research, our
conclusions are tentative, but they do reflect a change in how
we think about noise—and about how to tackle it. In principle
at least, level noise—or simple, across-the-board differences
between judges—should be a relatively easy problem to
measure and address. If there are abnormally “tough” graders,
“cautious” child custody officers, or “risk-averse” loan
officers, the organizations that employ them could aim to
equalize the average level of their judgments. Universities, for
instance, address this problem when they require professors to
abide by a predetermined distribution of grades within each
class.

Unfortunately, as we now realize, focusing on level noise
misses a large part of what individual differences are about.
Noise is mostly a product not of level differences but of
interactions: how different judges deal with particular
defendants, how different teachers deal with particular
students, how different social workers deal with particular
families, how different leaders deal with particular visions of
the future. Noise is mostly a by-product of our uniqueness, of
our “judgment personality.” Reducing level noise is still a
worthwhile objective, but attaining only this objective would
leave most of the problem of system noise without a solution.



Explaining Error
We found a lot to say about noise, but the topic is almost
entirely absent from public awareness and from discussions of
judgment and error. Despite the evidence of its presence and
the multiple mechanisms that produce it, noise is rarely
mentioned as a major factor in judgment. How is this possible?
Why do we never invoke noise to explain bad judgments,
whereas we routinely blame biases? Why is it so unusual to
give much thought to noise as a source of error, despite its
ubiquity?

The key to this puzzle is that although the average of errors
(the bias) and the variability of errors (the noise) play
equivalent roles in the error equation, we think about them in
profoundly different ways. And our ordinary way of making
sense of the world around us makes it all but impossible to
recognize the role of noise.

Earlier in this book, we noted that we easily make sense of
events in hindsight, although we could not have predicted
them before they happened. In the valley of the normal, events
are unsurprising and easily explained.

The same can be said of judgments. Like other events,
judgments and decisions mostly happen in the valley of the
normal; they usually do not surprise us. For one thing,
judgments that produce satisfactory outcomes are normal, and
seldom questioned. When the shooter who is picked for the
free kick scores the goal, when the heart surgery is successful,
or when a start-up prospers, we assume that the reasons the
decision makers had for their choices must have been the right
ones. After all, they have been proven right. Like any other
unsurprising story, a success story explains itself once the
outcome is known.

We do, however, feel a need to explain abnormal outcomes:
the bad ones and, occasionally, the surprisingly good ones—
such as the shocking business gamble that pays off.
Explanations that appeal to error or to special flair are far more
popular than they deserve to be, because important gambles of
the past easily become acts of genius or folly when their
outcome is known. A well-documented psychological bias



called the fundamental attribution error is a strong tendency to
assign blame or credit to agents for actions and outcomes that
are better explained by luck or by objective circumstances.
Another bias, hindsight, distorts judgments so that outcomes
that could not have been anticipated appear easily foreseeable
in retrospect.

Explanations for errors of judgment are not hard to come
by; finding reasons for judgments is, if anything, easier than
finding causes for events. We can always invoke the motives
of the people making the judgments. If that is not sufficient,
we can blame their incompetence. And another explanation for
poor judgments has become common in recent decades:
psychological bias.

A substantial body of research in psychology and behavioral
economics has documented a long list of psychological biases:
the planning fallacy, overconfidence, loss aversion, the
endowment effect, the status quo bias, excessive discounting
of the future (“present bias”), and many others—including, of
course, biases for or against various categories of people.
Much is known about the conditions under which each of
these biases is likely to influence judgments and decisions, and
a fair amount is known that would allow an observer of
decision making to recognize biased thinking in real time.

A psychological bias is a legitimate causal explanation of a
judgment error if the bias could have been predicted in
advance or detected in real time. A psychological bias that is
identified only after the fact can still provide a useful, if
tentative, explanation if it also offers a prediction about the
future. For example, the surprising rejection of a strong
woman candidate for a position may suggest a more general
hypothesis of gender bias that future appointments by the same
committee will confirm or refute. Consider, in contrast, a
causal explanation that applies only to one event: “In that case
they failed, so they must have been overconfident.” The
statement is completely vacuous, but it provides an illusion of
understanding that can be quite satisfying. Business school
professor Phil Rosenzweig has convincingly argued that empty
explanations in terms of biases are common in discussions of



business outcomes. Their popularity attests to the prevalent
need for causal stories that make sense of experience.

Noise Is Statistical
As we noted in chapter 12, our normal way of thinking is
causal. We naturally attend to the particular, following and
creating causally coherent stories about individual cases, in
which failures are often attributed to errors, and errors to
biases. The ease with which bad judgments can be explained
leaves no space for noise in our accounts of errors.

The invisibility of noise is a direct consequence of causal
thinking. Noise is inherently statistical: it becomes visible only
when we think statistically about an ensemble of similar
judgments. Indeed, it then becomes hard to miss: it is the
variability in the backward-looking statistics about sentencing
decisions and underwriting premiums. It is the range of
possibilities when you and others consider how to predict a
future outcome. It is the scatter of the hits on the target.
Causally, noise is nowhere; statistically, it is everywhere.

Unfortunately, taking the statistical view is not easy. We
effortlessly invoke causes for the events we observe, but
thinking statistically about them must be learned and remains
effortful. Causes are natural; statistics are difficult.

The result is a marked imbalance in how we view bias and
noise as sources of error. If you have been exposed to any
introductory psychology, you probably remember the
illustrations in which a salient and richly detailed figure stands
out from an indistinct background. Our attention is firmly
fixed on the figure even when it is small against the
background. The figure/ground demonstrations are an apt
metaphor for our intuitions about bias and noise: bias is a
compelling figure, while noise is the background to which we
pay no attention. That is how we remain largely unaware of a
large flaw in our judgment.

Speaking of the Sources of Noise



“We easily see differences in the average level of judgments,
but how large is the pattern noise we do not see?”

“You say this judgment was caused by biases, but would you
say the same thing if the outcome had been different? And
can you tell if there was noise?”

“We are rightly focused on reducing biases. Let’s also worry
about reducing noise.”



PART V

Improving Judgments

How can an organization improve the judgments its
professionals make? In particular, how can an organization
reduce judgment noise? If you were in charge of answering
these questions, how would you go about it?

A necessary first step is to get the organization to recognize
that noise in professional judgments is an issue that deserves
attention. To get to that point, we recommend a noise audit
(see appendix A for a detailed description). In a noise audit,
multiple individuals judge the same problems. Noise is the
variability of these judgments. There will be cases in which
this variability can be attributed to incompetence: some judges
know what they are talking about, others do not. When there is
such a skill gap (either in general, or on certain types of cases),
the priority should of course be to improve the deficient skills.
But, as we have seen, there can be a large amount of noise
even in the judgments of competent and well-trained
professionals.

If the amount of system noise is worth addressing, replacing
judgment with rules or algorithms is an option that you should
consider, as it will eliminate noise entirely. But rules have their
own problems (as we will see in part 6), and even the most
enthusiastic proponents of AI agree that algorithms are not,
and will not soon be, a universal substitute for human
judgment. The task of improving judgment is as urgent as
ever, and it is the topic of this part of the book.



A sensible way to improve judgments is, of course, to select
the best possible human judges. At the shooting range, some
shooters have an especially good aim. The same is true of any
professional judgment task: the most highly skilled will be
both less noisy and less biased. How to find the best judges is
sometimes obvious; if you want to solve a chess problem, ask
a grandmaster, not the authors of this book. But in most
problems, the characteristics of superior judges are harder to
discern. These characteristics are the subject of chapter 18.

Next, we discuss approaches to the reduction of judgment
errors. Psychological biases are implicated in both statistical
bias and noise. As we see in chapter 19, there have been many
attempts to counteract psychological biases, with some clear
failures and some clear successes. We briefly review debiasing
strategies and suggest a promising approach that, to our
knowledge, has not been systematically explored: asking a
designated decision observer to search for diagnostic signs
that could indicate, in real time, that a group’s work is being
affected by one or several familiar biases. Appendix B
provides an example of a bias checklist that a decision
observer could use.

We then proceed to our main focus in this part of the book:
the fight against noise. We introduce the theme of decision
hygiene, the approach we recommend to reduce noise in
human judgments. We present case studies in five different
domains. In each domain, we examine the prevalence of noise
and some of the horror stories it generates. We also review the
success—or the lack of success—of efforts to reduce noise. In
each domain, of course, multiple approaches have been used,
but for ease of exposition, each chapter emphasizes a single
decision hygiene strategy.

We start in chapter 20 with the case of forensic science,
which illustrates the importance of sequencing information.
The search for coherence leads people to form early
impressions based on the limited evidence available and then
to confirm their emerging prejudgment. This makes it
important not to be exposed to irrelevant information early in
the judgment process.



In chapter 21, we turn to the case of forecasting, which
illustrates the value of one of the most important noise-
reduction strategies: aggregating multiple independent
judgments. The “wisdom of crowds” principle is based on the
averaging of multiple independent judgments, which is
guaranteed to reduce noise. Beyond straight averaging, there
are other methods for aggregating judgments, also illustrated
by the example of forecasting.

Chapter 22 offers a review of noise in medicine and efforts
to reduce it. It points to the importance and general
applicability of a noise-reduction strategy we already
introduced with the example of criminal sentencing: judgment
guidelines. Guidelines can be a powerful noise-reduction
mechanism because they directly reduce between-judge
variability in final judgments.

In chapter 23, we turn to a familiar challenge in business
life: performance evaluations. Efforts to reduce noise there
demonstrate the critical importance of using a shared scale
grounded in an outside view. This is an important decision
hygiene strategy for a simple reason: judgment entails the
translation of an impression onto a scale, and if different
judges use different scales, there will be noise.

Chapter 24 explores the related but distinct topic of
personnel selection, which has been extensively researched
over the past hundred years. It illustrates the value of an
essential decision hygiene strategy: structuring complex
judgments. By structuring, we mean decomposing a judgment
into its component parts, managing the process of data
collection to ensure the inputs are independent of one another,
and delaying the holistic discussion and the final judgment
until all these inputs have been collected.

We build on the lessons learned from the field of personnel
selection to propose, in chapter 25, a general approach to
option evaluation called the mediating assessments protocol,
or MAP for short. MAP starts from the premise that “options
are like candidates” and describes schematically how
structured decision making, along with the other decision
hygiene strategies mentioned above, can be introduced in a



typical decision process for both recurring and singular
decisions.

A general point before we embark: it would be valuable to
be able to specify, and even to quantify, the likely benefits of
each decision hygiene strategy in various contexts. It would
also be valuable to know which of the strategies is most
beneficial and how to compare them. When the information
flow is controlled, to what extent is noise reduced? If the goal
is to reduce noise, in practice, how many judgments should be
aggregated? Structuring judgments can be valuable, but
exactly how valuable is it in different contexts?

Because the topic of noise has attracted little attention, these
remain open questions, which research could eventually
address. For practical purposes, the benefits of one or another
strategy will depend on the particular setting in which it is
being used. Consider the adoption of guidelines: they will
sometimes produce massive benefits (as we will see in some
medical diagnoses). In other settings, however, the benefits of
adopting guidelines might be modest—perhaps because there
is not a lot of noise to begin with or perhaps because even the
best possible guidelines do not reduce error much. In any
given context, a decision maker should aspire to achieve a
more precise understanding of the likely gains from each
decision hygiene strategy—and of the corresponding costs,
which we discuss in part 6.



CHAPTER 18

Better Judges for Better Judgments

Thus far, we have mostly spoken of human judges without
distinguishing among them. Yet it is obvious that in any task
that requires judgment, some people will perform better than
others will. Even a wisdom-of-crowds aggregate of judgments
is likely to be better if the crowd is composed of more able
people. An important question, then, is how to identify these
better judges.

Three things matter. Judgments are both less noisy and less
biased when those who make them are well trained, are more
intelligent, and have the right cognitive style. In other words:
good judgments depend on what you know, how well you
think, and how you think. Good judges tend to be experienced
and smart, but they also tend to be actively open-minded and
willing to learn from new information.

Experts and Respect-Experts
It is almost tautological to say that the skill of judges affects
the quality of their judgments. For instance, radiologists who
are skilled are more likely to diagnose pneumonia correctly,
and in forecasting world events there are “superforecasters”
who reliably out-predict their less-than-super peers. If you
assemble a group of lawyers who are true specialists in some
area of law, they are likely to make similar, and good,
predictions about the outcome of common legal disputes in
court. Highly skilled people are less noisy, and they also show
less bias.



These people are true experts at the tasks in question. Their
superiority over others is verifiable, thanks to the availability
of outcome data. In principle at least, we can choose a doctor,
forecaster, or lawyer according to how often they have been
right in the past. (For obvious reasons, this approach may be
difficult in practice; we don’t recommend that you attempt to
subject your family practitioner to a proficiency exam.)

As we have also noted, many judgments are not verifiable.
Within certain boundaries, we cannot easily know or
uncontroversially define the true value at which judgments are
aiming. Underwriting and criminal sentencing fall in this
category, as do wine tasting, essay grading, book and movie
reviewing, and innumerable other judgments. Yet some
professionals in these domains come to be called experts. The
confidence we have in these experts’ judgment is entirely
based on the respect they enjoy from their peers. We call them
respect-experts.

The term respect-expert is not meant to be disrespectful.
The fact that some experts are not subject to an evaluation of
the accuracy of their judgments is not a criticism; it is a fact of
life in many domains. Many professors, scholars, and
management consultants are respect-experts. Their credibility
depends on the respect of their students, peers, or clients. In all
these fields, and many more, the judgments of one
professional can be compared only with those of her peers.

In the absence of true values to determine who is right or
wrong, we often value the opinion of respect-experts even
when they disagree with one another. Picture, for instance, a
panel on which several political analysts have sharply different
perspectives on what caused a diplomatic crisis and how it will
unfold. (This disagreement is not unusual; it would not be a
very interesting panel if they all agreed.) All the analysts
believe that there is a correct view and that their own view is
the one closest to it. As you listen, you may find several of the
analysts equally impressive and their arguments equally
convincing. You cannot know then which of them is correct
(and you may not even know later, if their analyses are not
formulated as clearly verifiable predictions). You know that at



least some of the analysts are wrong, because they are in
disagreement. Yet you respect their expertise.

Or consider a different set of experts, not making
predictions at all. Three moral philosophers, all of them well
trained, are gathered in a room. One of them follows
Immanuel Kant; another, Jeremy Bentham; and a third,
Aristotle. With respect to what morality requires, they disagree
intensely. The issue might involve whether and when it is
legitimate to lie, or the rights of animals, or the goal of
criminal punishment. You listen closely. You might admire the
clarity and precision of their thinking. You tend to agree with
one philosopher, but you respect them all.

Why do you do that? More generally, how do people who
are themselves respected for the quality of their judgment
decide to trust someone as an expert when there is no data to
establish expertise objectively? What makes a respect-expert?

Part of the answer is the existence of shared norms, or
professional doctrine. Experts often obtain professional
qualifications from professional communities and receive
training and supervision in their organizations. Doctors who
complete their residency and young lawyers who learn from a
senior partner do not just learn the technical tools of their
trade; they are trained to use certain methods and follow
certain norms.

Shared norms give professionals a sense of which inputs
should be taken into account and how to make and justify their
final judgments. In the insurance company, for instance,
claims adjusters had no difficulty agreeing on and describing
the relevant considerations that should be included in a
checklist to assess a claim.

This agreement, of course, did not stop the claims adjusters
from varying widely in their claims assessments, because
doctrine does not fully specify how to proceed. It is not a
recipe that can be mechanically followed. Instead, doctrine
leaves room for interpretation. Experts still produce
judgments, not computations. That is why noise inevitably
occurs. Even identically trained professionals who agree on



the doctrine they are applying will drift away from one another
in their application of it.

Beyond a knowledge of shared norms, experience is
necessary, too. You can be a young prodigy if your specialty is
chess, concert piano, or throwing the javelin, because results
validate your level of performance. But underwriters,
fingerprint examiners, or judges usually need some years of
experience for credibility. There are no young prodigies in
underwriting.

Another characteristic of respect-experts is their ability to
make and explain their judgments with confidence. We tend to
put more trust in people who trust themselves than we do in
those who show their doubts. The confidence heuristic points
to the fact that in a group, confident people have more weight
than others, even if they have no reason to be confident.
Respect-experts excel at constructing coherent stories. Their
experience enables them to recognize patterns, to reason by
analogy with previous cases, and to form and confirm
hypotheses quickly. They easily fit the facts they see into a
coherent story that inspires confidence.

Intelligence
Training, experience, and confidence enable respect-experts to
command trust. But these attributes do not guarantee the
quality of their judgments. How can we know which experts
are likely to make good judgments?

There is good reason to believe that general intelligence is
likely to be associated with better judgment. Intelligence is
correlated with good performance in virtually all domains. All
other things being equal, it is associated not only with higher
academic achievement but also with higher job performance.

Many debates and misunderstandings arise in discussions of
measures of intelligence or of general mental ability (GMA,
the term now used in preference to intelligence quotient, or
IQ). There are lingering misconceptions about the innate
nature of intelligence; in fact, tests measure developed
abilities, which are partly a function of heritable traits and



partly influenced by the environment, including educational
opportunities. Many people also have concerns about the
adverse impact of GMA-based selection on identifiable social
groups and the legitimacy of using GMA tests for selection
purposes.

We need to separate these concerns about the use of tests
from the reality of their predictive value. Since the US Army
started using tests of mental ability more than a century ago,
thousands of studies have measured the link between cognitive
test scores and subsequent performance. The message that
emerges from this mass of research is unambiguous. As one
review put it, “GMA predicts both occupational level attained
and performance within one’s chosen occupation and does so
better than any other ability, trait, or disposition and better
than job experience.” Of course, other cognitive abilities
matter too (more on this later). So do many personality traits—
including conscientiousness and grit, defined as perseverance
and passion in the pursuit of long-term goals. And yes, there
are various forms of intelligence that GMA tests do not
measure, such as practical intelligence and creativity.
Psychologists and neuroscientists distinguish between
crystallized intelligence, the ability to solve problems by
relying on a store of knowledge about the world (including
arithmetical operations), and fluid intelligence, the ability to
solve novel problems.

Yet for all its crudeness and limitations, GMA, as measured
by standardized tests containing questions on verbal,
quantitative, and spatial problems, remains by far the best
single predictor of important outcomes. As the previously
mentioned review adds, the predictive power of GMA is
“larger than most found in psychological research.” The
strength of the association between general mental ability and
job success increases, quite logically, with the complexity of
the job in question: intelligence matters more for rocket
scientists than it does for those with simpler tasks. For jobs of
high complexity, the correlations that can be observed between
standardized test scores and job performance are in the .50
range (PC = 67%). As we have noted, a correlation of .50



indicates a very strong predictive value by social-science
standards.

Especially in discussions of skilled professional judgments,
an important and frequent objection to the relevance of
intelligence measures is that all those who make such
judgments are likely to be high-GMA individuals. Doctors,
judges, or senior underwriters are much more educated than
the general population and highly likely to score much higher
on any measure of cognitive ability. You might reasonably
believe that high GMA makes little difference among them—
that it is merely the entry ticket into the pool of high achievers,
not the source of achievement differences within that pool.

This belief, although widespread, is incorrect. No doubt the
range of GMAs found in a given occupation is wider at the
bottom of the range of occupations than at the top: there are
high-GMA individuals in lower-level occupations but almost
no people with below-average GMA among lawyers, chemists,
or engineers. From that perspective, therefore, high mental
ability is apparently a necessary condition for gaining access
to high-status professions.

However, this measure fails to capture differences in
achievement within these groups. Even among the top 1% of
people as measured by cognitive ability (evaluated at age
thirteen), exceptional outcomes are strongly correlated with
GMA. Compared with those who are in the bottom quartile of
this top 1%, those who are in the top quartile are two to three
times more likely to earn a doctoral-level degree, publish a
book, or be granted a patent. In other words, not only does the
difference in GMA matter between the 99th percentile and the
80th or 50th, but it still matters—a lot!—between the 99.88th
percentile and the 99.13th.

In another striking illustration of the link between ability
and outcomes, a 2013 study focused on the CEOs of Fortune
500 companies and the 424 American billionaires (the top
0.0001% of Americans by wealth). It found, predictably, that
these hyper-elite groups are composed of people drawn from
the most intellectually able. But the study also found that
within these groups, higher education and ability levels are



related to higher compensation (for CEOs) and net worth (for
billionaires). Incidentally, famous college dropouts who
become billionaires, such as Steve Jobs, Bill Gates, and Mark
Zuckerberg, are the trees that hide the forest: whereas about
one-third of American adults have earned a college degree,
88% of billionaires did so.

The conclusion is clear. GMA contributes significantly to
the quality of performance in occupations that require
judgment, even within a pool of high-ability individuals. The
notion that there is a threshold beyond which GMA ceases to
make a difference is not supported by the evidence. This
conclusion in turn strongly suggests that if professional
judgments are unverifiable but assumed to reach for an
invisible bull’s-eye, then the judgments of high-ability people
are more likely to be close. If you must pick people to make
judgments, picking those with the highest mental ability makes
a lot of sense.

But this line of reasoning has an important limitation. Since
you cannot give standardized tests to everyone, you will have
to guess who the higher-GMA people are. And high GMA
improves performance on many fronts, including the ability to
convince others that you’re right. People of high mental ability
are more likely than others to make better judgments and to be
true experts, but they are also more likely to impress their
peers, earn others’ trust, and become respect-experts in the
absence of any reality feedback. Medieval astrologers must
have been among the highest-GMA people of their time.

It can be sensible to place your trust in people who look and
sound intelligent and who can articulate a compelling rationale
for their judgments, but this strategy is insufficient and may
even backfire. Are there, then, other ways to identify real
experts? Do people with the best judgment have other
recognizable traits?

Cognitive Style
Regardless of mental ability, people differ in their cognitive
style, or their approach to judgment tasks. Many instruments



have been developed to capture cognitive styles. Most of these
measures correlate with GMA (and with one another), but they
measure different things.

One such measure is the cognitive reflection test (CRT),
made famous by the now-ubiquitous question about the ball
and the bat: “A bat and a ball cost $1.10 in total. The bat costs
$1.00 more than the ball. How much does the ball cost?” Other
questions that have been proposed to measure cognitive
reflection include this one: “If you’re running a race and you
pass the person in second place, what place are you in?” CRT
questions attempt to measure how likely people are to override
the first (and wrong) answer that comes to mind (“ten cents”
for the ball-and-bat question, and “first” for the race example).
Lower CRT scores are associated with many real-world
judgments and beliefs, including belief in ghosts, astrology,
and extrasensory perception. The scores predict whether
people will fall for blatantly inaccurate “fake news.” They are
even associated with how much people will use their
smartphones.

The CRT is seen by many as one instrument to measure a
broader concept: the propensity to use reflective versus
impulsive thought processes. Simply put, some people like to
engage in careful thought, whereas others, faced with the same
problem, tend to trust their first impulses. In our terminology,
the CRT can be seen as a measure of people’s propensity to
rely on slow, System 2 thinking rather than on fast, System 1
thinking.

Other self-assessments have been developed to measure this
propensity (and all these tests are, of course, intercorrelated).
The need-for-cognition scale, for instance, asks people how
much they like to think hard about problems. To score high on
the scale, you would have to agree that “I tend to set goals that
can be accomplished only by expending considerable mental
effort” and disagree with “Thinking is not my idea of fun.”
People with a high need for cognition tend to be less
susceptible to known cognitive biases. Some more bizarre
associations have been reported, too: if you avoid movie
reviews with a spoiler alert, you probably have a high need for



cognition; those who are low on the need-for-cognition scale
prefer spoiled stories.

Because that scale is a self-assessment and because the
socially desirable answer is fairly obvious, the scale raises fair
questions. Someone who is trying to impress is hardly likely to
endorse the statement “Thinking is not my idea of fun.” For
that reason, other tests try to measure skills instead of using
self-descriptions.

One example is the Adult Decision Making Competence
scale, which measures how prone people are to make typical
errors in judgment like overconfidence or inconsistency in risk
perceptions. Another is the Halpern Critical Thinking
Assessment, which focuses on critical thinking skills,
including both a disposition toward rational thinking and a set
of learnable skills. Taking this assessment, you would be asked
questions like this: “Imagine that a friend asks you for advice
about which of two weight-loss programs to choose. Whereas
one program reports that clients lose an average of twenty-five
pounds, the other program reports that they lose an average of
thirty pounds. What questions would you like to have
answered before choosing one of the programs?” If you
answered, for instance, that you would want to know how
many people lost this much weight and whether they
maintained that weight loss for a year or more, you would
score points for applying critical thinking. People who score
well on the Adult Decision Making Competence scale or on
the Halpern assessment seem to make better judgments in life:
they experience fewer adverse life events driven by bad
choices, such as needing to pay late fees for a movie rental and
experiencing an unwanted pregnancy.

It seems sensible to assume that all these measures of
cognitive style and skill—and many others—generally predict
judgment. Their relevance seems, however, to vary with the
task. When Uriel Haran, Ilana Ritov, and Barbara Mellers
looked for the cognitive styles that might predict forecasting
ability, they found that the need for cognition did not predict
who would work harder to seek additional information. They
also did not find that the need for cognition was reliably
associated with higher performance.



The only measure of cognitive style or personality that they
found to predict forecasting performance was another scale,
developed by psychology professor Jonathan Baron to
measure “actively open-minded thinking.” To be actively
open-minded is to actively search for information that
contradicts your preexisting hypotheses. Such information
includes the dissenting opinions of others and the careful
weighing of new evidence against old beliefs. Actively
openminded people agree with statements like this: “Allowing
oneself to be convinced by an opposing argument is a sign of
good character.” They disagree with the proposition that
“changing your mind is a sign of weakness” or that “intuition
is the best guide in making decisions.”

In other words, while the cognitive reflection and need for
cognition scores measure the propensity to engage in slow and
careful thinking, actively open-minded thinking goes beyond
that. It is the humility of those who are constantly aware that
their judgment is a work in progress and who yearn to be
corrected. We will see in chapter 21 that this thinking style
characterizes the very best forecasters, who constantly change
their minds and revise their beliefs in response to new
information. Interestingly, there is some evidence that actively
open-minded thinking is a teachable skill.

We do not aim here to draw hard-and-fast conclusions about
how to pick individuals who will make good judgments in a
given domain. But two general principles emerge from this
brief review. First, it is wise to recognize the difference
between domains in which expertise can be confirmed by
comparison with true values (such as weather forecasting) and
domains that are the province of respect-experts. A political
analyst may sound articulate and convincing, and a chess
grandmaster may sound timid and unable to explain the
reasoning behind some of his moves. Yet we probably should
treat the professional judgment of the former with more
skepticism than that of the latter.

Second, some judges are going to be better than their
equally qualified and experienced peers. If they are better, they
are less likely to be biased or noisy. Among many things that
explain these differences, intelligence and cognitive style



matter. Although no single measure or scale unambiguously
predicts judgment quality, you may want to look for the sort of
people who actively search for new information that could
contradict their prior beliefs, who are methodical in integrating
that information into their current perspective, and who are
willing, even eager, to change their minds as a result.

The personality of people with excellent judgment may not
fit the generally accepted stereotype of a decisive leader.
People often tend to trust and like leaders who are firm and
clear and who seem to know, immediately and deep in their
bones, what is right. Such leaders inspire confidence. But the
evidence suggests that if the goal is to reduce error, it is better
for leaders (and others) to remain open to counterarguments
and to know that they might be wrong. If they end up being
decisive, it is at the end of a process, not at the start.

Speaking of Better Judges

“You are an expert. But are your judgments verifiable, or are
you a respect-expert?”

“We have to choose between two opinions, and we know
nothing about these individuals’ expertise and track record.
Let’s follow the advice of the more intelligent one.”

“Intelligence is only part of the story, however. How people
think is also important. Perhaps we should pick the most
thoughtful, open-minded person, rather than the smartest
one.”



CHAPTER 19

Debiasing and Decision Hygiene

Many researchers and organizations have pursued the goal of
debiasing judgments. This chapter examines their central
findings. We will distinguish between different types of
debiasing interventions and discuss one such intervention that
deserves further investigation. We will then turn to the
reduction of noise and introduce the idea of decision hygiene.

Ex Post and Ex Ante Debiasing
A good way to characterize the two main approaches to
debiasing is to return to the measurement analogy. Suppose
that you know that your bathroom scale adds, on average, half
a pound to your weight. Your scale is biased. But this does not
make it useless. You can address its bias in one of two possible
ways. You can correct every reading from your unkindly scale
by subtracting half a pound. To be sure, that might get a bit
tiresome (and you might forget to do it). An alternative might
be to adjust the dial and improve the instrument’s accuracy,
once and for all.

These two approaches to debiasing measurements have
direct analogues in interventions to debias judgments. They
work either ex post, by correcting judgments after they have
been made, or ex ante, by intervening before a judgment or
decision.

Ex post, or corrective, debiasing is often carried out
intuitively. Suppose that you are supervising a team in charge
of a project and that the team estimates that it can complete its



project in three months. You might want to add a buffer to the
members’ judgment and plan for four months, or more, thus
correcting a bias (the planning fallacy) you assume is present.

This kind of bias correction is sometimes undertaken more
systematically. In the United Kingdom, HM Treasury has
published The Green Book, a guide on how to evaluate
programs and projects. The book urges planners to address
optimistic biases by applying percentage adjustments to
estimates of the cost and duration of a project. These
adjustments should ideally be based on an organization’s
historic levels of optimism bias. If no such historical data is
available, The Green Book recommends applying generic
adjustment percentages for each type of project.

Ex ante or preventive debiasing interventions fall in turn
into two broad categories. Some of the most promising are
designed to modify the environment in which the judgment or
decision takes place. Such modifications, or nudges, as they
are known, aim to reduce the effect of biases or even to enlist
biases to produce a better decision. A simple example is
automatic enrollment in pension plans. Designed to overcome
inertia, procrastination, and optimistic bias, automatic
enrollment ensures that employees will be saving for
retirement unless they deliberately opt out. Automatic
enrollment has proved to be extremely effective in increasing
participation rates. The program is sometimes accompanied by
Save More Tomorrow plans, by which employees can agree to
earmark a certain percentage of their future wage increases for
savings. Automatic enrollment can be used in many places—
for example, automatic enrollment in green energy, in free
school meal plans for poor children, or in various other
benefits programs.

Other nudges work on different aspects of choice
architecture. They might make the right decision the easy
decision—for example, by reducing administrative burdens for
getting access to care for mental health problems. Or they
might make certain characteristics of a product or an activity
salient—for example, by making once-hidden fees explicit and
clear. Grocery stores and websites can easily be designed to
nudge people in a way that overcomes their biases. If healthy



foods are put in prominent places, more people are likely to
buy them.

A different type of ex ante debiasing involves training
decision makers to recognize their biases and to overcome
them. Some of these interventions have been called boosting;
they aim to improve people’s capacities—for example, by
teaching them statistical literacy.

Educating people to overcome their biases is an honorable
enterprise, but it is more challenging than it seems. Of course,
education is useful. For instance, people who have taken years
of advanced statistics classes are less likely to make errors in
statistical reasoning. But teaching people to avoid biases is
hard. Decades of research have shown that professionals who
have learned to avoid biases in their area of expertise often
struggle to apply what they have learned to different fields.
Weather forecasters, for instance, have learned to avoid
overconfidence in their forecasts. When they announce a 70%
chance of rain, it rains, by and large, 70% of the time. Yet they
can be just as overconfident as other people when asked
general-knowledge questions. The challenge of learning to
overcome a bias is to recognize that a new problem is similar
to one we have seen elsewhere and that a bias that we have
seen in one place is likely to materialize in other places.

Researchers and educators have had some success using
nontraditional teaching methods to facilitate this recognition.
In one study, Carey Morewedge of Boston University and his
colleagues used instructional videos and “serious games.”
Participants learned to recognize errors caused by
confirmation bias, anchoring, and other psychological biases.
After each game, they received feedback on the errors they
had made and learned how to avoid making them again. The
games (and, to a lesser extent, the videos) reduced the number
of errors that participants made on a test immediately
afterward and again eight weeks later, when they were asked
similar questions. In a separate study, Anne-Laure Sellier and
her colleagues found that MBA students who had played an
instructional video game in which they learned to overcome
confirmation bias applied this learning when solving a
business case in another class. They did so even though they



were not told that there was any connection between the two
exercises.

A Limitation of Debiasing
Whether they correct biases ex post or prevent their effects
through nudging or boosting, most debiasing approaches have
one thing in common: they target a specific bias, which they
assume is present. This often-reasonable assumption is
sometimes wrong.

Consider again the example of project planning. You can
reasonably assume that overconfidence affects project teams in
general, but you cannot be sure that it is the only bias (or even
the main one) affecting a particular project team. Maybe the
team leader has had a bad experience with a similar project
and so has learned to be especially conservative when making
estimates. The team thus exhibits the opposite error from the
one you thought you should correct. Or perhaps the team
developed its forecast by analogy with another similar project
and was anchored on the time it took to complete that project.
Or maybe the project team, anticipating that you would add a
buffer to its estimate, has preempted your adjustment by
making its recommendation even more bullish than its true
belief.

Or consider an investment decision. Overconfidence about
the investment’s prospects may certainly be at work, but
another powerful bias, loss aversion, has the opposite effect,
making decision makers loath to risk losing their initial outlay.
Or consider a company allocating resources across multiple
projects. Decision makers may be both bullish about the effect
of new initiatives (overconfidence again) and too timid in
diverting resources from existing units (a problem caused by
status quo bias, which, as the name indicates, is our preference
for leaving things as they are).

As these examples illustrate, it is difficult to know exactly
which psychological biases are affecting a judgment. In any
situation of some complexity, multiple psychological biases



may be at work, conspiring to add error in the same direction
or offsetting one another, with unpredictable consequences.

The upshot is that ex post or ex ante debiasing—which,
respectively, correct or prevent specific psychological biases—
are useful in some situations. These approaches work where
the general direction of error is known and manifests itself as a
clear statistical bias. Types of decisions that are expected to be
strongly biased are likely to benefit from debiasing
interventions. For instance, the planning fallacy is a
sufficiently robust finding to warrant debiasing interventions
against overconfident planning.

The problem is that in many situations, the likely direction
of error is not known in advance. Such situations include all
those in which the effect of psychological biases is variable
among judges and essentially unpredictable—resulting in
system noise. To reduce error under circumstances like these,
we need to cast a broader net to try to detect more than one
psychological bias at a time.

The Decision Observer
We suggest undertaking this search for biases neither before
nor after the decision is made, but in real time. Of course,
people are rarely aware of their own biases when they are
being misled by them. This lack of awareness is itself a known
bias, the bias blind spot. People often recognize biases more
easily in others than they do in themselves. We suggest that
observers can be trained to spot, in real time, the diagnostic
signs that one or several familiar biases are affecting someone
else’s decisions or recommendations.

To illustrate how the process might work, imagine a group
that attempts to make a complex and consequential judgment.
The judgment could be of any type: a government deciding on
possible responses to a pandemic or other crisis, a case
conference in which physicians are exploring the best
treatment for a patient with complex symptoms, a corporate
board deciding on a major strategic move. Now imagine a
decision observer, someone who watches this group and uses a



checklist to diagnose whether any biases may be pushing the
group away from the best possible judgment.

A decision observer is not an easy role to play, and no
doubt, in some organizations it is not realistic. Detecting
biases is useless if the ultimate decision makers are not
committed to fighting them. Indeed, the decision makers must
be the ones who initiate the process of decision observation
and who support the role of the decision observer. We
certainly do not recommend that you make yourself a self-
appointed decision observer. You will neither win friends nor
influence people.

Informal experiments suggest, however, that real progress
can be made with this approach. At least, the approach is
helpful under the right conditions, especially when the leaders
of an organization or team are truly committed to the effort,
and when the decision observers are well chosen—and not
susceptible to serious biases of their own.

Decision observers in these cases fall in three categories. In
some organizations, the role can be played by a supervisor.
Instead of monitoring only the substance of the proposals that
are submitted by a project team, the supervisor might also pay
close attention to the process by which they are developed and
to the team’s dynamics. This makes the observer alert to biases
that may have affected the proposal’s development. Other
organizations might assign a member of each working team to
be the team’s “bias buster”; this guardian of the decision
process reminds teammates in real time of the biases that may
mislead them. The downside of this approach is that the
decision observer is placed in the position of a devil’s
advocate inside the team and may quickly run out of political
capital. Finally, other organizations might rely on an outside
facilitator, who has the advantage of a neutral perspective (and
the attending disadvantages in terms of inside knowledge and
costs).

To be effective, decision observers need some training and
tools. One such tool is a checklist of the biases they are
attempting to detect. The case for relying on a checklist is
clear: checklists have a long history of improving decisions in



high-stakes contexts and are particularly well suited to
preventing the repetition of past errors.

Here is an example. In the United States, federal agencies
must compile a formal regulatory impact analysis before they
issue expensive regulations designed to clean the air or water,
reduce deaths in the workplace, increase food safety, respond
to public health crises, reduce greenhouse gas emissions, or
increase homeland security. A dense, technical document with
an unlovely name (OMB Circular A-4) and spanning nearly
fifty pages sets out the requirements of the analysis. The
requirements are clearly designed to counteract bias. Agencies
must explain why the regulation is needed, consider both more
and less stringent alternatives, consider both costs and
benefits, present the information in an unbiased manner, and
discount the future appropriately. But in many agencies,
government officials have not complied with the requirements
of that dense, technical document. (They might not even have
read it.) In response, federal officials produced a simple
checklist, consisting of just one and one-half pages, to reduce
the risk that agencies will ignore, or fail to attend to, any of the
major requirements.

To illustrate what a bias checklist might look like, we have
included one as appendix B. This generic checklist is merely
an example; any decision observer will certainly want to
develop one that is customized to the needs of the
organization, both to enhance its relevance and facilitate its
adoption. Importantly, a checklist is not an exhaustive list of
all the biases that can affect a decision; it aims to focus on the
most frequent and most consequential ones.

Decision observation with appropriate bias checklists can
help limit the effect of biases. Although we have seen some
encouraging results in informal, small-scale efforts, we are not
aware of any systematic exploration of the effects of this
approach or of the pros and cons of the various possible ways
to deploy it. We hope to inspire more experimentation, both by
practitioners and by researchers, of the practice of real-time
debiasing by decision observers.



Noise Reduction: Decision Hygiene
Bias is error we can often see and even explain. It is
directional: that is why a nudge can limit the detrimental
effects of a bias, or why an effort to boost judgment can
combat specific biases. It is also often visible: that is why an
observer can hope to diagnose biases in real time as a decision
is being made.

Noise, on the other hand, is unpredictable error that we
cannot easily see or explain. That is why we so often neglect it
—even when it causes grave damage. For this reason,
strategies for noise reduction are to debiasing what preventive
hygiene measures are to medical treatment: the goal is to
prevent an unspecified range of potential errors before they
occur.

We call this approach to noise reduction decision hygiene.
When you wash your hands, you may not know precisely
which germ you are avoiding—you just know that
handwashing is good prevention for a variety of germs
(especially but not only during a pandemic). Similarly,
following the principles of decision hygiene means that you
adopt techniques that reduce noise without ever knowing
which underlying errors you are helping to avoid.

The analogy with handwashing is intentional. Hygiene
measures can be tedious. Their benefits are not directly
visible; you might never know what problem they prevented
from occurring. Conversely, when problems do arise, they may
not be traceable to a specific breakdown in hygiene
observance. For these reasons, handwashing compliance is
difficult to enforce, even among health-care professionals,
who are well aware of its importance.

Just like handwashing and other forms of prevention,
decision hygiene is invaluable but thankless. Correcting a
well-identified bias may at least give you a tangible sense of
achieving something. But the procedures that reduce noise will
not. They will, statistically, prevent many errors. Yet you will
never know which errors. Noise is an invisible enemy, and
preventing the assault of an invisible enemy can yield only an
invisible victory.



Given how much damage noise can cause, that invisible
victory is nonetheless worth the battle. The following chapters
introduce several decision hygiene strategies used in multiple
domains, including forensic science, forecasting, medicine,
and human resources. In chapter 25, we will review these
strategies and show how they can be combined in an
integrated approach to noise reduction.

Speaking of Debiasing and Decision Hygiene

“Do you know what specific bias you’re fighting and in what
direction it affects the outcome? If not, there are probably
several biases at work, and it is hard to predict which one
will dominate.”

“Before we start discussing this decision, let’s designate a
decision observer.”

“We have kept good decision hygiene in this decision process;
chances are the decision is as good as it can be.”



CHAPTER 20

Sequencing Information in Forensic
Science

In March 2004, a series of bombs placed in commuter trains
killed 192 people and injured more than 2,000 in Madrid. A
fingerprint found on a plastic bag at the crime scene was
transmitted via Interpol to law enforcement agencies
worldwide. Days later, the US Federal Bureau of Investigation
(FBI) crime lab conclusively identified the fingerprint as
belonging to Brandon Mayfield, an American citizen living in
Oregon.

Mayfield looked like a plausible suspect. A former officer
in the US Army, he had married an Egyptian woman and
converted to Islam. As a lawyer, he had represented men
charged with (and later convicted of) attempting to travel to
Afghanistan to join the Taliban. He was on the FBI’s watch
list.

Mayfield was placed under surveillance, his house bugged
and searched, his phones wiretapped. When this scrutiny failed
to yield any material information, the FBI arrested him. But he
was never formally charged. Mayfield had not left the country
in a decade. While he was in custody, the Spanish
investigators, who had already informed the FBI that they
considered Mayfield a negative match for the fingerprint on
the plastic bag, matched that print to another suspect.

Mayfield was released after two weeks. Eventually, the US
government apologized to him, paid him a $2 million
settlement, and ordered an extensive investigation into the



causes of the mistake. Its key finding: “The error was a human
error and not a methodology or technology failure.”

Fortunately, such human errors are rare. They are
nonetheless instructive. How could the best fingerprint experts
in the United States mistakenly identify a fingerprint as
belonging to a man who had never come close to the crime
scene? To find out, we first need to understand how fingerprint
examination works and how it relates to other examples of
professional judgment. We will learn that forensic
fingerprinting, which we tend to think of as an exact science,
is in fact subject to the psychological biases of examiners.
These biases can create more noise, and thus more error, than
we would imagine. And we will see how the forensic science
community is taking steps to tackle this problem by
implementing a decision hygiene strategy that can apply to all
environments: a tight control over the flow of information
used to make judgments.

Fingerprints
Fingermarks are the impressions left by the friction ridges of
our fingers on the surfaces we touch. Although there are
examples of fingerprints being used as apparent identification
marks in ancient times, modern fingerprinting dates back to
the late nineteenth century, when Henry Faulds, a Scottish
physician, published the first scientific paper suggesting the
use of fingerprints as an identification technique.

In subsequent decades, fingerprints gained traction as
identification marks in criminal records, gradually replacing
the anthropometric measurement techniques developed by
Alphonse Bertillon, a French police officer. Bertillon himself
codified, in 1912, a formal system for the comparison of
fingerprints. Sir Francis Galton, whom we previously
encountered as the discoverer of the wisdom of crowds, had
developed a similar system in England. (Still, it is no wonder
that these founding fathers are rarely celebrated. Galton
believed that fingerprints would be a useful tool for classifying
individuals according to their race, and Bertillon, probably



because of anti-Semitic prejudice, contributed decisive—and
flawed—expert testimony during the 1894 and 1899 trials of
Alfred Dreyfus.)

Police officers soon discovered that fingerprints could do
more than serve as identification marks for repeat offenders. In
1892, Juan Vucetich, a police officer in Argentina, was the
first to compare a latent fingerprint left at a crime scene with a
suspect’s thumb. Since then, the practice of collecting latent
prints (those left by their owner at the scene of a crime) and
comparing them with exemplar prints (those collected in
controlled conditions from known individuals) has been the
most decisive application of fingerprinting and has provided
the most widely used form of forensic evidence.

If you have ever come across an electronic fingerprint
reader (like those used by immigration services in many
countries), you probably think of fingerprint comparison as a
straightforward, mechanical, and easily automated task. But
comparing a latent print collected from a crime scene with an
exemplar print is a much more delicate exercise than matching
two clean prints. When you press your fingers firmly on a
reader purposely built to record a fingerprint impression, you
produce a neat, standardized image. By contrast, latent prints
are often partial, unclear, smudged, or otherwise distorted;
they do not provide the same quantity and quality of
information as does a print collected in a controlled and
dedicated environment. Latent prints often overlap with other
prints, either by the same person or by someone else, and
include dirt and other artifacts present on the surface. Deciding
whether they match a suspect’s exemplar prints requires expert
judgment. It is the job of human fingerprint examiners.

When provided with a latent print, examiners routinely
follow a process called ACE-V, which stands for analysis,
comparison, evaluation, and verification. First, they must
analyze the latent print to determine whether it is of sufficient
value for comparison. If it is, they compare it to an exemplar
print. The comparison leads to an evaluation, which can
produce an identification (the prints originated from the same
person), an exclusion (the prints do not originate from the
same person), or an inconclusive decision. An identification



decision triggers the fourth step: verification by another
examiner.

For decades, the reliability of this procedure remained
unquestioned. Although eyewitness testimonies have been
shown to be dangerously unreliable and even confessions can
be false, fingerprints were accepted—at least until the advent
of DNA analysis—as the most credible form of evidence.
Until 2002, fingerprint evidence had never been successfully
challenged in an American courtroom. The FBI website at the
time, for example, was adamant: “Fingerprints offer an
infallible means of personal identification.” In the very rare
cases when errors did happen, they were blamed on
incompetence or fraud.

Fingerprint evidence remained unchallenged for so long in
part because of the difficulty in proving it wrong. The true
value of a set of fingerprints, that is, the ground truth of who
actually committed the crime, is often unknown. For Mayfield
and a handful of similar cases, the mistake was especially
egregious. But in general, if a suspect disputes the examiner’s
conclusions, the fingerprint evidence will, of course, be
considered more reliable.

We have noted that not knowing the true value is neither
unusual nor an impediment to measuring noise. How much
noise is there in fingerprint analysis? Or more precisely, given
that fingerprint examiners, unlike sentencing judges or
underwriters, do not produce a number but make a categorical
judgment, how often do they disagree, and why? This question
is what Itiel Dror, a cognitive neuroscience researcher at
University College London, was the first to set out to study.
He conducted what amounts to a series of noise audits in a
field that had assumed it did not have a noise problem.

Occasion Noise in Fingerprint Analysis
It may seem odd for a cognitive scientist—a psychologist—to
challenge fingerprint examiners. After all, as you may have
seen on TV shows like CSI: Crime Scene Investigation and
subsequent series of the CSI franchise, these are latex-glove-



wearing, microscope-wielding hard-science types. But Dror
realized that examining fingerprints was clearly a matter of
judgment. And as a cognitive neuroscientist, he reasoned that
wherever there is judgment, there must be noise.

To test this hypothesis, Dror focused first on occasion noise:
the variability between the judgments of the same experts
looking at the same evidence twice. As Dror puts it, “If experts
are not reliable in the sense that they are not consistent with
themselves, then the basis of their judgments and
professionalism is in question.”

Fingerprints provide a perfect test bed for an audit of
occasion noise because unlike the cases that a physician or a
judge encounters, pairs of prints are not easily memorable. Of
course, a suitable interval of time must be allowed to pass to
ensure that examiners do not remember the prints. (In Dror’s
studies, some brave, open-minded experts agreed that, at any
time in the next five years, they would take part in studies,
without their knowledge.) Additionally, the experiment must
happen in the course of the experts’ routine casework, so that
they are not aware that their skills are being tested. If, under
these circumstances, the examiners’ judgments change from
one test to the next, we are in the presence of occasion noise.

The Forensic Confirmation Bias
In two of his original studies, Dror added an important twist.
When seeing the prints for the second time, some of the
examiners were exposed to additional biasing information
about the case. For instance, fingerprint examiners who had
earlier found the prints to be a match were told, this time, that
“the suspect has an alibi” or that “firearms evidence suggests
it’s not him.” Others, who had first concluded that a suspect
was innocent or that the prints were inconclusive, were told
the second time that “the detective believes the suspect is
guilty,” “eyewitnesses identified him,” or “he confessed to the
crime.” Dror called this experiment a test of the experts’
“biasability,” because the contextual information supplied



activated a psychological bias (a confirmation bias) in a given
direction.

Indeed, the examiners turned out to be susceptible to bias.
When the same examiners considered the same prints they had
seen earlier, but this time with biasing information, their
judgments changed. In the first study, four out of five experts
altered their previous identification decision when presented
with strong contextual information that suggested an
exclusion. In the second study, six experts reviewed four pairs
of prints; biasing information led to changes in four of the
twenty-four decisions. To be sure, most of their decisions did
not change, but for these kinds of decisions, a shift of one in
six can be counted as large. These findings have since been
replicated by other researchers.

Predictably, the examiners were more likely to change their
minds when the decision was a difficult one to start with,
when the biasing information was strong, and when the change
was from a conclusive to an inconclusive decision. It is,
nonetheless, troubling that “expert fingerprint examiners made
decisions on the basis of the context, rather than on the basis
of the actual information contained in the print.”

The effect of biasing information is not restricted to the
examiner’s conclusion (identification, inconclusive, or
exclusion). Biasing information actually changes what the
examiner perceives, in addition to how that perception is
interpreted. In a separate study, Dror and colleagues showed
that examiners who have been placed in a biased context
literally do not see the same things as those who have not been
exposed to biasing information. When the latent print is
accompanied by a target exemplar print, the examiners
observe significantly fewer details (called minutiae) than they
do when they see the latent print alone. A later, independent
study confirmed this conclusion and added that “how [it]
occurs is not obvious.”

Dror coined a term for the impact of biasing information:
the forensic confirmation bias. This bias has since been
documented with other forensic techniques, including blood
pattern analysis, arson investigation, the analysis of skeletal



remains, and forensic pathology. Even DNA analysis—widely
regarded as the new gold standard in forensic science—can be
susceptible to confirmation bias, at least when experts must
assess complex DNA mixtures.

The susceptibility of forensic experts to confirmation bias is
not just a theoretical concern because, in reality, no systematic
precautions are in place to make sure that forensic experts are
not exposed to biasing information. Examiners often receive
such information in the transmittal letters that accompany the
evidence submitted to them. Examiners are also often in direct
communication with police, prosecutors, and other examiners.

Confirmation bias raises another problem. An important
safeguard against errors, built into the ACE-V procedure, is
the independent verification by another expert before an
identification can be confirmed. But most often, only
identifications are independently verified. The result is a
strong risk of confirmation bias, as the verifying examiner
knows that the initial conclusion was an identification. The
verification step therefore does not provide the benefit
normally expected from the aggregation of independent
judgments, because verifications are not, in fact, independent.

A cascade of confirmation biases seems to have been at
work in the Mayfield case, in which not two but three FBI
experts concurred on the erroneous identification. As the later
investigation of the error noted, the first examiner appears to
have been impressed by “the power of the correlation” from
the automated system searching the databases of fingerprints
for a possible match. Although he was, apparently, not
exposed to Mayfield’s biographical details, the results
provided by the computerized system performing the initial
search, “coupled with the inherent pressure of working an
extremely high-profile case,” were enough to produce the
initial confirmation bias. Once the first examiner made an
erroneous identification, the report continues, “the subsequent
examinations were tainted.” As the first examiner was a highly
respected supervisor, “it became increasingly difficult for
others in the agency to disagree.” The initial error was
replicated and amplified, resulting in a near-certainty that
Mayfield was guilty. Tellingly, even a highly respected



independent expert, appointed by the court to examine the
evidence on behalf of Mayfield’s defense, concurred with the
FBI in confirming the identification.

The same phenomenon can be at work in other forensic
disciplines and across them. Latent print identification is
reputed to be among the most objective of the forensic
disciplines. If fingerprint examiners can be biased, so can
experts in other fields. Moreover, if a firearms expert knows
that the fingerprints are a match, this knowledge may bias that
expert’s judgment, too. And if a forensic odontologist knows
that DNA analysis has identified a suspect, that expert is
probably less likely to suggest that the bite marks do not match
the suspect. These examples raise the specter of bias cascades:
just as in the group decisions we described in chapter 8, an
initial error prompted by confirmation bias becomes the
biasing information that influences a second expert, whose
judgment biases a third one, and so on.

Having established that biasing information creates
variability, Dror and his colleagues uncovered more evidence
of occasion noise. Even when fingerprint experts are not
exposed to biasing information, they sometimes change their
minds about a set of prints they have seen before. As we
would expect, changes are less frequent when no biasing
information is supplied, but they happen nonetheless. A 2012
study commissioned by the FBI replicated this finding on a
larger scale by asking seventy-two examiners to look again at
twenty-five pairs of prints they had evaluated about seven
months earlier. With a large sample of highly qualified
examiners, the study confirmed that fingerprint experts are
sometimes susceptible to occasion noise. About one decision
in ten was altered. Most of the changes were to or from the
inconclusive category, and none resulted in false
identifications. The study’s most troubling implication is that
some fingerprint identifications that led to convictions could
potentially have been inconclusive at another time. When the
same examiners are looking at the same prints, even when the
context is not designed to bias them but is instead meant to be
as constant as possible, there is inconsistency in their
decisions.



Some Noise, but How Much Error?
The practical question raised by these findings is the
possibility of judicial errors. We cannot ignore questions about
the reliability of experts who testify in court: validity requires
reliability because, quite simply, it is hard to agree with reality
if you cannot agree with yourself.

How many errors, exactly, are caused by faulty forensic
science? A review of 350 exonerations obtained by the
Innocence Project, a nonprofit that works to overturn wrongful
convictions, concluded that the misapplication of forensic
science was a contributing cause in 45% of cases. This statistic
sounds bad, but the question that matters to judges and jurors
is different: To know how much trust they should accord the
examiner taking the stand to testify, they need to know how
likely forensic scientists, including fingerprint examiners, are
to make consequential errors.

The most robust set of answers to this question can be found
in a report by the President’s Council of Advisors on Science
and Technology (PCAST), an advisory group of the nation’s
leading scientists and engineers, which in 2016 produced an
in-depth review of forensic science in criminal courts. The
report summarizes the available evidence on the validity of
fingerprint analysis and especially on the likelihood of
erroneous identifications (false positives) such as the one
involving Mayfield.

This evidence is surprisingly sparse, and as PCAST notes, it
is “distressing” that work to produce it did not begin until
recently. The most credible data come from the only published
large-scale study of fingerprint identification accuracy, which
was conducted by FBI scientists themselves in 2011. The
study involved 169 examiners, each comparing approximately
one hundred pairs of latent and exemplar fingerprints. Its
central finding was that very few erroneous identifications
occurred: the false-positive rate was about one in six hundred.

An error rate of one in six hundred is low but, as the report
noted, is “much higher than the general public (and, by
extension, most jurors) would likely believe based on
longstanding claims about the accuracy of fingerprint



analysis.” Furthermore, this study contained no biasing
contextual information, and the participating examiners knew
they were taking part in a test—which may have caused the
study to underestimate the errors that occur in real casework.
A subsequent study conducted in Florida arrived at much
higher numbers of false positives. The varied findings in the
literature suggest that we need more research on the accuracy
of fingerprint examiner decisions and how these decisions are
reached.

One reassuring finding that does seem consistent across all
studies, however, is that the examiners appear to err on the
side of caution. Their accuracy is not perfect, but they are
aware of the consequences of their judgments, and they take
into account the asymmetrical cost of possible errors. Because
of the very high credibility of fingerprinting, an erroneous
identification can have tragic effects. Other types of error are
less consequential. For instance, FBI experts observe, “in most
casework, an exclusion has the same operational implications
as an inconclusive.” In other words, the fact that a fingerprint
is found on the murder weapon is sufficient to convict, but the
absence of that print is not sufficient to exonerate a suspect.

Consistent with our observation of examiner caution, the
evidence suggests that experts think twice—or much more
than twice—before making an identification decision. In the
FBI study of identification accuracy, less than one-third of
“mated” pairs (where the latent and the exemplar are from the
same person) were judged (accurately) as identifications.
Examiners also make far fewer false-positive identifications
than false-negative exclusions. They are susceptible to bias,
but not equally in both directions. As Dror notes, “It is easier
to bias forensic experts towards the non-committal conclusion
of ‘inconclusive’ than to the definitive ‘identification’
conclusion.”

Examiners are trained to consider erroneous identification
as the deadly sin to be avoided at all costs. To their credit, they
act in accordance with this principle. We can only hope that
their level of care keeps erroneous identifications, like those in
the Mayfield case and a handful of other high-profile cases,
extremely rare.



Listening to Noise
To observe that there is noise in forensic science should not be
seen as a criticism of forensic scientists. It is merely a
consequence of the observation we have made repeatedly:
Wherever there is judgment, there is noise, and more of it than
you think. A task like the analysis of fingerprints seems
objective, so much so that many of us would not
spontaneously regard it as a form of judgment. Yet it leaves
room for inconsistency, disagreement, and, occasionally, error.
However low the error rate of fingerprint identification may
be, it is not zero, and as PCAST noted, juries should be made
aware of that.

The first step to reduce noise must be, of course, to
acknowledge its possibility. This admission does not come
naturally to members of the fingerprint community, many of
whom were initially highly skeptical of Dror’s noise audit.
The notion that an examiner can be unwittingly influenced by
information about the case irked many experts. In a reply to
Dror’s study, the chair of the Fingerprint Society wrote that
“any fingerprint examiner who … is swayed either way in that
decision making process … is so immature he/she should seek
employment in Disneyland.” A director of a major forensic
laboratory noted that having access to case information—
precisely the sort of information that could bias the examiner
—“provides some personal satisfaction which allows
[examiners] to enjoy their job without actually altering their
judgment.” Even the FBI, in its internal investigation of the
Mayfield case, noted that “latent print examiners routinely
conduct verifications in which they know the previous
examiners’ results and yet those results do not influence the
examiner’s conclusions.” These remarks essentially amount to
a denial of the existence of confirmation bias.

Even when they are aware of the risk of bias, forensic
scientists are not immune to the bias blind spot: the tendency
to acknowledge the presence of bias in others, but not in
oneself. In a survey of four hundred professional forensic
scientists in twenty-one countries, 71% agreed that “cognitive
bias is a cause for concern in the forensic sciences as a whole,”



but only 26% thought that their “own judgments are
influenced by cognitive bias.” In other words, about half of
these forensic professionals believe that their colleagues’
judgments are noisy but that their own are not. Noise can be an
invisible problem, even to people whose job is to see the
invisible.

Sequencing Information
Thanks to the persistence of Dror and his colleagues, attitudes
are slowly changing and a growing number of forensic
laboratories have begun taking new measures to reduce error
in their analyses. For example, the PCAST report commended
the FBI laboratory for redesigning its procedures to minimize
the risk of confirmation bias.

The necessary methodological steps are relatively simple.
They illustrate a decision hygiene strategy that has
applicability in many domains: sequencing information to limit
the formation of premature intuitions. In any judgment, some
information is relevant, and some is not. More information is
not always better, especially if it has the potential to bias
judgments by leading the judge to form a premature intuition.

In that spirit, the new procedures deployed in forensic
laboratories aim to protect the independence of the examiners’
judgments by giving the examiners only the information they
need, when they need it. In other words, the laboratory keeps
them as much in the dark about the case as possible and
reveals information only gradually. To do that, the approach
Dror and colleagues codified is called linear sequential
unmasking.

Dror has another recommendation that illustrates the same
decision hygiene strategy: examiners should document their
judgments at each step. They should document their analysis
of a latent fingerprint before they look at exemplar fingerprints
to decide whether they are a match. This sequence of steps
helps experts avoid the risk that they see only what they are
looking for. And they should record their judgment on the
evidence before they have access to contextual information



that risks biasing them. If they change their mind after they are
exposed to contextual information, these changes, and the
rationale for them, should be documented. This requirement
limits the risk that an early intuition biases the entire process.

The same logic inspires a third recommendation, which is
an important part of decision hygiene. When a different
examiner is called on to verify the identification made by the
first person, the second person should not be aware of the first
judgment.

The presence of noise in forensic science is, of course, of
concern because of its potential life-or-death consequences.
But it is also revealing. That we remained for so long entirely
unaware of the possibility of error in fingerprint identification
shows how our confidence in expert human judgment can
sometimes be exaggerated and how a noise audit can reveal an
unexpected amount of noise. The ability to mitigate these
shortcomings through relatively simple process changes
should be encouraging to all those who care about improving
the quality of decisions.

The main decision hygiene strategy this case illustrates—
sequencing information—has broad applicability as a
safeguard against occasion noise. As we have noted, occasion
noise is driven by countless triggers, including mood and even
outside temperature. You cannot hope to control all these
triggers, but you can attempt to shield judgments from the
most obvious ones. You already know, for instance, that
judgments can be altered by anger, fear, or other emotions, and
perhaps you have noted that it is a good practice, if you can, to
revisit your judgment at different points in time, when the
triggers of occasion noise are likely to be different.

Less obvious is the possibility that your judgment can be
altered by another trigger of occasion noise: information—
even when it is accurate information. As in the example of the
fingerprint examiners, as soon as you know what others think,
confirmation bias can lead you to form an overall impression
too early and to ignore contradictory information. The titles of
two Hitchcock movies sum it up: a good decision maker



should aim to keep a “shadow of a doubt,” not to be “the man
who knew too much.”

Speaking of Sequencing Information

“Wherever there is judgment, there is noise—and that includes
reading fingerprints.”

“We have more information about this case, but let’s not tell
the experts everything we know before they make their
judgment, so as not to bias them. In fact, let’s tell them only
what they absolutely need to know.”

“The second opinion is not independent if the person giving it
knows what the first opinion was. And the third one, even
less so: there can be a bias cascade.”

“To fight noise, they first have to admit that it exists.”



CHAPTER 21

Selection and Aggregation in Forecasting

Many judgments involve forecasting. What is the
unemployment rate likely to be in the next quarter? How many
electric cars will be sold next year? What will be the effects of
climate change in 2050? How long will it take to complete a
new building? What will be the annual earnings of a particular
company? How will a new employee perform? What will be
the cost of a new air pollution regulation? Who will win an
election? The answers to such questions have major
consequences. Fundamental choices of private and public
institutions often depend on them.

Analysts of forecasting—of when it goes wrong and why—
make a sharp distinction between bias and noise (also called
inconsistency or unreliability). Everyone agrees that in some
contexts, forecasters are biased. For example, official agencies
show unrealistic optimism in their budget forecasts. On
average, they project unrealistically high economic growth and
unrealistically low deficits. For practical purposes, it matters
little whether their unrealistic optimism is a product of a
cognitive bias or political considerations.

In addition, forecasters tend to be overconfident: if asked to
formulate their forecasts as confidence intervals rather than as
point estimates, they tend to pick narrower intervals than they
should. For instance, an ongoing quarterly survey asks the
chief financial officers of US companies to estimate the annual
return of the S&P 500 index for the next year. The CFOs
provide two numbers: a minimum, below which they think
there is a one-in-ten chance the actual return will be, and a



maximum, which they believe the actual return has a one-in-
ten chance of exceeding. Thus the two numbers are the bounds
of an 80% confidence interval. Yet the realized returns fall in
that interval only 36% of the time. The CFOs are far too
confident in the precision of their forecasts.

Forecasters are also noisy. A reference text, J. Scott
Armstrong’s Principles of Forecasting, points out that even
among experts, “unreliability is a source of error in judgmental
forecasting.” In fact noise is a major source of error. Occasion
noise is common; forecasters do not always agree with
themselves. Between-person noise is also pervasive;
forecasters disagree with one another, even if they are
specialists. If you ask law professors to predict Supreme Court
rulings, you will find a great deal of noise. If you ask
specialists to project the annual benefits of air pollution
regulation, you will find massive variability, with ranges of,
for example, $3 billion to $9 billion. If you ask a group of
economists to make forecasts about unemployment and
growth, you will also find great variability. We have already
seen many examples of noisy forecasts, and research on
forecasting uncovers many more.

Improving Forecasts
The research also offers suggestions for reducing noise and
bias. We will not review them exhaustively here, but we will
focus on two noise-reduction strategies that have broad
applicability. One is an application of the principle we
mentioned in chapter 18: selecting better judges produces
better judgments. The other is one of the most universally
applicable decision hygiene strategies: aggregating multiple
independent estimates.

The easiest way to aggregate several forecasts is to average
them. Averaging is mathematically guaranteed to reduce noise:
specifically, it divides it by the square root of the number of
judgments averaged. This means that if you average one
hundred judgments, you will reduce noise by 90%, and if you
average four hundred judgments, you will reduce it by 95%—



essentially eliminating it. This statistical law is the engine of
the wisdom-of-crowds approach, discussed in chapter 7.

Because averaging does nothing to reduce bias, its effect on
total error (MSE) depends on the proportions of bias and noise
in it. That is why the wisdom of crowds works best when
judgments are independent, and therefore less likely to contain
shared biases. Empirically, ample evidence suggests that
averaging multiple forecasts greatly increases accuracy, for
instance in the “consensus” forecast of economic forecasters
of stock analysts. With respect to sales forecasting, weather
forecasting, and economic forecasting, the unweighted average
of a group of forecasters outperforms most and sometimes all
individual forecasts. Averaging forecasts obtained by different
methods has the same effect: in an analysis of thirty empirical
comparisons in diverse domains, combined forecasts reduced
errors by an average of 12.5%.

Straight averaging is not the only way to aggregate
forecasts. A select-crowd strategy, which selects the best
judges according to the accuracy of their recent judgments and
averages the judgments of a small number of judges (e.g.,
five), can be as effective as straight averaging. It is also easier
for decision makers who respect expertise to understand and
adopt a strategy that relies not only on aggregation but also on
selection.

One method to produce aggregate forecasts is to use
prediction markets, in which individuals bet on likely
outcomes and are thus incentivized to make the right forecasts.
Much of the time, prediction markets have been found to do
very well, in the sense that if the prediction market price
suggests that events are, say, 70% likely to happen, they
happen about 70% of the time. Many companies in various
industries have used prediction markets to aggregate diverse
views.

Another formal process for aggregating diverse views is
known as the Delphi method. In its classic form, this method
involves multiple rounds during which the participants submit
estimates (or votes) to a moderator and remain anonymous to
one another. At each new round, the participants provide



reasons for their estimates and respond to the reasons given by
others, still anonymously. The process encourages estimates to
converge (and sometimes forces them to do so by requiring
new judgments to fall within a specific range of the
distribution of previous-round judgments). The method
benefits both from aggregation and social learning.

The Delphi method has worked well in many situations, but
it can be challenging to implement. A simpler version, mini-
Delphi, can be deployed within a single meeting. Also called
estimate-talk-estimate, it requires participants first to produce
separate (and silent) estimates, then to explain and justify
them, and finally to make a new estimate in response to the
estimates and explanations of others. The consensus judgment
is the average of the individual estimates obtained in that
second round.

The Good Judgment Project
Some of the most innovative work on the quality of
forecasting, going well beyond what we have explored thus
far, started in 2011, when three prominent behavioral scientists
founded the Good Judgment Project. Philip Tetlock (whom we
encountered in chapter 11 when we discussed his assessment
of long-term forecasts of political events); his spouse, Barbara
Mellers; and Don Moore teamed up to improve our
understanding of forecasting and, in particular, why some
people are good at it.

The Good Judgment Project started with the recruitment of
tens of thousands of volunteers—not specialists or experts but
ordinary people from many walks of life. They were asked to
answer hundreds of questions, such as these:

 Will North Korea detonate a nuclear device before the end of the year?

 Will Russia officially annex additional Ukrainian territory in the next three
months?

 Will India or Brazil become a permanent member of the UN Security Council
in the next two years?

 In the next year, will any country withdraw from the eurozone?



As these examples show, the project has focused on large
questions about world events. Importantly, efforts to answer
such questions raise many of the same problems that more
mundane forecasts do. If a lawyer is asking whether a client
will win in court, or if a television studio is asked whether a
proposed show will be a big hit, forecasting skills are
involved. Tetlock and his colleagues wanted to learn whether
some people are especially good forecasters. They also wanted
to learn whether the ability to forecast could be taught or at
least improved.

To understand the central findings, we need to explain some
key aspects of the method adopted by Tetlock and his team to
evaluate forecasters. First, they used a large number of
forecasts, not just one or a few, where luck might be
responsible for success or failure. If you predict that your
favorite sports team will win its next game, and it does, you
are not necessarily a good forecaster. Maybe you always
predict that your favorite team will win: if that’s your strategy,
and if they win only half the time, your forecasting ability is
not especially impressive. To reduce the role of luck, the
researchers examined how participants did, on average, across
numerous forecasts.

Second, the researchers asked participants to make their
forecasts in terms of probabilities that an event would happen,
rather than a binary “it will happen” or “it will not happen.” To
many people, forecasting means the latter—taking a stand one
way or the other. However, given our objective ignorance of
future events, it is much better to formulate probabilistic
forecasts. If someone said in 2016, “Hillary Clinton is 70%
likely to be elected president,” he is not necessarily a bad
forecaster. Things that are correctly said to be 70% likely will
not happen 30% of the time. To know whether forecasters are
good, we should ask whether their probability estimates map
onto reality. Suppose that a particular forecaster named
Margaret says that 500 different events are 60% likely. If 300
of them actually happen, then we can conclude that Margaret’s
confidence is well calibrated. Good calibration is one
requirement for good forecasting.



Third, as an added refinement, Tetlock and colleagues did
not just ask their forecasters to make one probability estimate
about whether an event would happen in, say, twelve months.
They gave the participants the opportunity to revise their
forecasts continuously in light of new information. Suppose
that you had estimated, back in 2016, that the United Kingdom
had only a 30% chance of leaving the European Union before
the end of 2019. As new polls came out, suggesting that the
“Leave” vote was gaining ground, you probably would have
revised your forecast upward. When the result of the
referendum was known, it was still uncertain whether the
United Kingdom would leave the union within that time
frame, but it certainly looked a lot more probable. (Brexit
technically happened in 2020.)

With each new piece of information, Tetlock and his
colleagues allowed the forecasters to update their forecasts.
For scoring purposes, each one of these updates is treated as a
new forecast. That way, participants in the Good Judgment
Project are incentivized to monitor the news and update their
forecasts continuously. This approach mirrors what is expected
of forecasters in business and government, who should also be
updating their forecasts frequently on the basis of new
information, despite the risk of being criticized for changing
their minds. (A well-known response to this criticism,
sometimes attributed to John Maynard Keynes, is, “When the
facts change, I change my mind. What do you do?”)

Fourth, to score the performance of the forecasters, the
Good Judgment Project used a system developed by Glenn W.
Brier in 1950. Brier scores, as they are known, measure the
distance between what people forecast and what actually
happens.

Brier scores are a clever way to get around a pervasive
problem associated with probabilistic forecasts: the incentive
for forecasters to hedge their bets by never taking a bold
stance. Think again of Margaret, whom we described as a
well-calibrated forecaster because she rated 500 events as 60%
likely, and 300 of those events did happen. This result may not
be as impressive as it seems. If Margaret is a weather
forecaster who always predicts a 60% chance of rain and there



are 300 rainy days out of 500, Margaret’s forecasts are well
calibrated but also practically useless. Margaret, in essence, is
telling you that, just in case, you might want to carry an
umbrella every day. Compare her with Nicholas, who predicts
a 100% chance of rain on the 300 days when it will rain, and a
0% chance of rain on the 200 dry days. Nicholas has the same
perfect calibration as Margaret: when either forecaster predicts
that X% of the days will be rainy, rain falls precisely X% of
the time. But Nicholas’s forecasts are much more valuable:
instead of hedging his bets, he is willing to tell you whether
you should take an umbrella. Technically, Nicholas is said to
have a high resolution in addition to good calibration.

Brier scores reward both good calibration and good
resolution. To produce a good score, you have not only to be
right on average (i.e., well calibrated) but also to be willing to
take a stand and differentiate among forecasts (i.e., have high
resolution). Brier scores are based on the logic of mean
squared errors, and lower scores are better: a score of 0 would
be perfect.

So, now that we know how they were scored, how well did
the Good Judgment Project volunteers do? One of the major
findings was that the overwhelming majority of the volunteers
did poorly, but about 2% stood out. As mentioned earlier,
Tetlock calls these well-performing people superforecasters.
They were hardly unerring, but their predictions were much
better than chance. Remarkably, one government official said
that the group did significantly “better than the average for
intelligence community analysts who could read intercepts and
other secret data.” This comparison is worth pausing over.
Intelligence community analysts are trained to make accurate
forecasts; they are not amateurs. In addition, they have access
to classified information. And yet they do not do as well as the
superforecasters do.

Perpetual Beta
What makes superforecasters so good? Consistent with our
argument in chapter 18, we could reasonably speculate that



they are unusually intelligent. That speculation is not wrong.
On GMA tests, the superforecasters do better than the average
volunteer in the Good Judgment Project (and the average
volunteer is significantly above the national average). But the
difference isn’t all that large, and many volunteers who do
extremely well on intelligence tests do not qualify as
superforecasters. Apart from general intelligence, we could
reasonably expect that superforecasters are unusually good
with numbers. And they are. But their real advantage is not
their talent at math; it is their ease in thinking analytically and
probabilistically.

Consider superforecasters’ willingness and ability to
structure and disaggregate problems. Rather than form a
holistic judgment about a big geopolitical question (whether a
nation will leave the European Union, whether a war will
break out in a particular place, whether a public official will be
assassinated), they break it up into its component parts. They
ask, “What would it take for the answer to be yes? What
would it take for the answer to be no?” Instead of offering a
gut feeling or some kind of global hunch, they ask and try to
answer an assortment of subsidiary questions.

Superforecasters also excel at taking the outside view, and
they care a lot about base rates. As explained for the Gambardi
problem in chapter 13, before you focus on the specifics of
Gambardi’s profile, it helps to know the probability that the
average CEO will be fired or quit in the next two years.
Superforecasters systematically look for base rates. Asked
whether the next year will bring an armed clash between
China and Vietnam over a border dispute, superforecasters do
not focus only or immediately on whether China and Vietnam
are getting along right now. They might have an intuition
about this, in light of the news and analysis they have read.
But they know that their intuition about one event is generally
not a good guide. Instead they start by looking for a base rate:
they ask how often past border disputes have escalated into
armed clashes. If such clashes are rare, superforecasters will
begin by incorporating that fact and only then turn to the
details of the China–Vietnam situation.



In short, what distinguishes the superforecasters isn’t their
sheer intelligence; it’s how they apply it. The skills they bring
to bear reflect the sort of cognitive style we described in
chapter 18 as likely to result in better judgments, particularly a
high level of “active open-mindedness.” Recall the test for
actively open-minded thinking: it includes such statements as
“People should take into consideration evidence that goes
against their beliefs” and “It is more useful to pay attention to
people who disagree with you than to pay attention to those
who agree.” Clearly, people who score high on this test are not
shy about updating their judgments (without overreacting)
when new information becomes available.

To characterize the thinking style of superforecasters,
Tetlock uses the phrase “perpetual beta,” a term used by
computer programmers for a program that is not meant to be
released in a final version but that is endlessly used, analyzed,
and improved. Tetlock finds that “the strongest predictor of
rising into the ranks of superforecasters is perpetual beta, the
degree to which one is committed to belief updating and self-
improvement.” As he puts it, “What makes them so good is
less what they are than what they do—the hard work of
research, the careful thought and self-criticism, the gathering
and synthesizing of other perspectives, the granular judgments
and relentless updating.” They like a particular cycle of
thinking: “try, fail, analyze, adjust, try again.”

Noise and Bias in Forecasting
At this point, you might be tempted to think that people can be
trained to be superforecasters or at least to perform more like
them. And indeed, Tetlock and his collaborators have worked
to do exactly that. Their efforts should be considered the
second stage of understanding why superforecasters perform
so well and how to make them perform better.

In an important study, Tetlock and his team randomly
assigned regular (nonsuper) forecasters to three groups, in
which they tested the effect of different interventions on the
quality of subsequent judgments. These interventions



exemplify three of the strategies we have described to improve
judgments:

1. Training: Several forecasters completed a tutorial
designed to improve their abilities by teaching them
probabilistic reasoning. In the tutorial, the forecasters learned
about various biases (including base-rate neglect,
overconfidence, and confirmation bias); the importance of
averaging multiple predictions from diverse sources; and
considering reference classes.

2. Teaming (a form of aggregation): Some forecasters
were asked to work in teams in which they could see and
debate one another’s predictions. Teaming could increase
accuracy by encouraging forecasters to deal with opposing
arguments and to be actively open-minded.

3. Selection: All forecasters were scored for accuracy,
and at the end of a full year, the top 2% were designated as
superforecasters and given the opportunity to work together in
elite teams the following year.

As it turns out, all three interventions worked, in the sense
that they improved people’s Brier scores. Training made a
difference, teaming made a larger one, and selection had an
even larger effect.

This important finding confirms the value of aggregating
judgments and selecting good judges. But it is not the full
story. Armed with data about the effects of each intervention,
Ville Satopää, who collaborated with Tetlock and Mellers,
developed a sophisticated statistical technique to tease out
how, exactly, each intervention improved forecasts. In
principle, he reasoned, there are three major reasons why some
forecasters can perform better or worse than others:

1. They can be more skilled at finding and analyzing data
in the environment that are relevant to the prediction they have
to make. This explanation points to the importance of
information.

2. Some forecasters may have a general tendency to err
on a particular side of the true value of a forecast. If, out of
hundreds of forecasts, you systematically overestimate or



underestimate the probability that certain changes from the
status quo will occur, you can be said to suffer from a form of
bias, in favor of either change or stability.

3. Some forecasters may be less susceptible to noise (or
random errors). In forecasting, as in any judgment, noise can
have many triggers. Forecasters may overreact to a particular
piece of news (this is an example of what we have called
pattern noise), they may be subject to occasion noise, or they
may be noisy in their use of the probability scale. All these
errors (and many more) are unpredictable in their size and
direction.

Satopää, Tetlock, Mellers, and their colleague Marat
Salikhov called their model the BIN (bias, information, and
noise) model for forecasting. They set out to measure how
much each of the three components was responsible for the
performance improvement in each of the three interventions.

Their answer was simple: all three interventions worked
primarily by reducing noise. As the researchers put it,
“Whenever an intervention boosted accuracy, it worked
mainly by suppressing random errors in judgment. Curiously,
the original intent of the training intervention was to reduce
bias.”

Since the training was designed to reduce biases, a less-
than-super forecaster would have predicted that bias reduction
would be the major effect of the training. Yet the training
worked by reducing noise. The surprise is easily explained.
Tetlock’s training is designed to fight psychological biases. As
you now know, the effect of psychological biases is not always
a statistical bias. When they affect different individuals on
different judgments in different ways, psychological biases
produce noise. This is clearly the case here, as the events being
forecast are quite varied. The same biases can lead a forecaster
to overreact or underreact, depending on the topic. We should
not expect them to produce a statistical bias, defined as the
general tendency of a forecaster to believe that events will
happen or not happen. As a result, training forecasters to fight
their psychological biases works—by reducing noise.



Teaming had a comparably large effect on noise reduction,
but it also significantly improved the ability of the teams to
extract information. This result is consistent with the logic of
aggregation: several brains that work together are better at
finding information than one is. If Alice and Brian are working
together, and Alice has spotted signals that Brian has missed,
their joint forecast will be better. When working in groups, the
superforecasters seem capable of avoiding the dangers of
group polarization and information cascades. Instead, they
pool their data and insights and, in their actively open-minded
way, make the most of the combined information. Satopää and
his colleagues explain this advantage: “Teaming—unlike
training … allows forecasters to harness the information.”

Selection had the largest total effect. Some of the
improvement comes from a better use of information.
Superforecasters are better than others at finding relevant
information—possibly because they are smarter, more
motivated, and more experienced at making these kinds of
forecasts than is the average participant. But the main effect of
selection is, again, to reduce noise. Superforecasters are less
noisy than regular players or even trained teams. This finding,
too, was a surprise to Satopää and the other researchers:
“‘Superforecasters’ may owe their success more to superior
discipline in tamping down measurement error, than to
incisive readings of the news” that others cannot replicate.

Where Selection and Aggregation Work
The success of the superforecasting project highlights the
value of two decision hygiene strategies: selection (the
superforecasters are, well, super) and aggregation (when they
work in teams, forecasters perform better). The two strategies
are broadly applicable in many judgments. Whenever possible,
you should aim to combine the strategies, by constructing
teams of judges (e.g., forecasters, investment professionals,
recruiting officers) who are selected for being both good at
what they do and complementary to one another.



So far, we have considered the improved precision that is
achieved by averaging multiple independent judgments, as in
the wisdom-of-crowds experiments. Aggregating the estimates
of higher-validity judges will further improve accuracy. Yet
another gain in accuracy can be obtained by combining
judgments that are both independent and complementary.
Imagine that four people are witnesses to a crime: it is
essential, of course, to make sure that they do not influence
one another. If, in addition, they have seen the crime from four
different angles, the quality of the information they provide
will be much better.

The task of assembling a team of professionals to make
judgments together resembles the task of assembling a battery
of tests to predict the future performance of candidates at
school or on the job. The standard tool for that task is multiple
regression (introduced in chapter 9). It works by selecting
variables in succession. The test that best predicts the outcome
is selected first. However, the next test to be included is not
necessarily the second most valid. Instead, it is the one that
adds the most predictive power to the first test, by providing
predictions that are both valid and not redundant with the first.
For example, suppose you have two tests of mental aptitude,
which correlate .50 and .45 with future performance, and a test
of personality that correlates only .30 with performance but is
uncorrelated with aptitude tests. The optimal solution is to
pick the more valid aptitude test first, then the personality test,
which brings more new information.

Similarly, if you are assembling a team of judges, you
should of course pick the best judge first. But your next choice
may be a moderately valid individual who brings some new
skill to the table rather than a more valid judge who is highly
similar to the first one. A team selected in this manner will be
superior because the validity of pooled judgments increases
faster when the judgments are uncorrelated with one another
than when they are redundant. Pattern noise will be relatively
high in such a team because individual judgments of each case
will differ. Paradoxically, the average of that noisy group will
be more accurate than the average of a unanimous one.



An important caveat is in order. Regardless of diversity,
aggregation can only reduce noise if judgments are truly
independent. As our discussion of noise in groups has
highlighted, group deliberation often adds more error in bias
than it removes in noise. Organizations that want to harness
the power of diversity must welcome the disagreements that
will arise when team members reach their judgments
independently. Eliciting and aggregating judgments that are
both independent and diverse will often be the easiest,
cheapest, and most broadly applicable decision hygiene
strategy.

Speaking of Selection and Aggregation

“Let’s take the average of four independent judgments—this is
guaranteed to reduce noise by half.”

“We should strive to be in perpetual beta, like the
superforecasters.”

“Before we discuss this situation, what is the relevant base
rate?”

“We have a good team, but how can we ensure more diversity
of opinions?”



CHAPTER 22

Guidelines in Medicine

Some years ago, a good friend of ours (let’s call him Paul)
was diagnosed with high blood pressure by his primary care
doctor (we will call him Dr. Jones). The doctor advised Paul to
try medication. Dr. Jones prescribed a diuretic, but it had no
effect; Paul’s blood pressure remained high. A few weeks
later, Dr. Jones responded with a second medication, a calcium
channel blocker. Its effect was also modest.

These results baffled Dr. Jones. After three months of
weekly office visits, Paul’s high blood pressure readings had
dropped slightly, but they were still too high. It wasn’t clear
what the next steps would be. Paul was anxious and Dr. Jones
was troubled, not least because Paul was a relatively young
man in good health. Dr. Jones contemplated trying a third
medication.

At that point, Paul happened to move to a new city, where
he consulted a new primary care doctor (we will call him Dr.
Smith). Paul told Dr. Smith the story of his continuing
struggles with high blood pressure. Dr. Smith immediately
responded, “Buy a home blood pressure kit, and see what the
readings are. I don’t think you have high blood pressure at all.
You probably just have white coat syndrome—your blood
pressure goes up in doctors’ offices!”

Paul did as he was told, and sure enough, his blood pressure
was normal at home. It has been normal ever since (and a
month after Dr. Smith told him about white coat syndrome, it
became normal in doctors’ offices as well).



A central task of doctors is to make diagnoses—to decide
whether a patient has some kind of illness and, if so, to
identify it. Diagnosis often requires some kind of judgment.
For many conditions, the diagnosis is routine and largely
mechanical, and rules and procedures are in place to minimize
noise. It’s usually easy for a doctor to determine whether
someone has a dislocated shoulder or a broken toe. Something
similar can be said about problems that are more technical.
Quantifying tendon degeneration produces little noise. When
pathologists evaluate core needle biopsies of breast lesions,
their evaluations are relatively straightforward, with little
noise.

Importantly, some diagnoses do not involve judgment at all.
Health care often progresses by removing the element of
judgment—by shifting from judgment to calculation. For strep
throat, a doctor will begin with a rapid antigen test on a swab
sample from a patient’s throat. In a short period, the test can
detect strep bacteria. (Without the rapid antigen result, and to
some extent even with it, there is noise in diagnosis of strep
throat.) If you have a fasting blood sugar level of 126
milligrams per deciliter or higher or an HbA1c (an average
measure of blood sugar over the prior three months) of at least
6.5, you are considered to have diabetes. During the early
stages of the COVID-19 pandemic, some doctors initially
made diagnoses as a result of judgments reached after
considering symptoms; as the pandemic progressed, testing
became much more common, and the tests made judgment
unnecessary.

Many people know that when doctors do exercise judgment,
they can be noisy, and they might err; a standard practice is to
advise patients to get a second opinion. In some hospitals, a
second opinion is even mandatory. Whenever the second
opinion diverges from the first, we have noise—though of
course it may not be clear which doctor has it right. Some
patients (including Paul) have been astonished to see how
much the second opinion diverges from the first. But the
surprise is not the existence of noise in the medical profession.
It is its sheer magnitude.



Our goals in this chapter are to elaborate that claim and to
describe some of the approaches to noise reduction used by the
medical profession. We will focus on one decision hygiene
strategy: the development of diagnostic guidelines. We are
keenly aware that an entire book could easily be written about
noise in medicine and the various steps that doctors, nurses,
and hospitals have been taking by way of remedy. Notably,
noise in medicine is hardly limited to noise in diagnostic
judgments, which is our focus here. Treatments can also be
noisy, and an extensive literature addresses this topic as well.
If a patient has a heart problem, doctors’ judgments about the
best treatment are shockingly variable, whether the question
involves the right medication, the right kind of surgery, or
whether to get surgery at all. The Dartmouth Atlas Project has
dedicated itself, for more than twenty years, to documenting
“glaring variations in how medical resources are distributed
and used in the United States.” Similar conclusions hold in
numerous nations. For our purposes, however, a brief
exploration of noise in diagnostic judgments will be sufficient.

A Tour of the Horizon
There is an immense literature on noise in medicine. While
much of the literature is empirical, testing for the presence of
noise, much of it is also prescriptive. Those involved in health
care are continuing to search for noise-reduction strategies,
which take many forms and are a gold mine of ideas worth
considering in many fields.

When there is noise, one physician may be clearly right and
the other may be clearly wrong (and may suffer from some
kind of bias). As might be expected, skill matters a lot. A
study of pneumonia diagnoses by radiologists, for instance,
found significant noise. Much of it came from differences in
skill. More specifically, “variation in skill can explain 44% of
the variation in diagnostic decisions,” suggesting that “policies
that improve skill perform better than uniform decision
guidelines.” Here as elsewhere, training and selection are
evidently crucial to the reduction of error, and to the
elimination of both noise and bias.



In some specialties, such as radiology and pathology,
doctors are well aware of the presence of noise. Radiologists,
for example, call diagnostic variation their “Achilles’ heel.” It
is not clear whether noise in the fields of radiology and
pathology receives particular attention because there is truly
more noise in these fields than in others or simply because
noise is more easily documented there. We suspect that ease of
documentation may be more important. Clean, simple tests of
noise (and sometimes error) are easier to conduct in radiology.
For example, you can return to scans or slides to reevaluate a
previous assessment.

In medicine, between-person noise, or interrater reliability,
is usually measured by the kappa statistic. The higher the
kappa, the less noise. A kappa value of 1 reflects perfect
agreement; a value of 0 reflects exactly as much agreement as
you would expect between monkeys throwing darts onto a list
of possible diagnoses. In some domains of medical diagnosis,
reliability as measured by this coefficient has been found to be
“slight” or “poor,” which means that noise is very high. It is
often found to be “fair,” which is of course better but which
also indicates significant noise. On the important question of
which drug-drug interactions are clinically significant,
generalist physicians, reviewing one hundred randomly
selected drug-drug interactions, showed “poor agreement.” To
outsiders and to many doctors, diagnosis of the various stages
of kidney disease might seem relatively straightforward. But
nephrologists show only “slight to moderate agreement” in
their judgments about the meaning of standard tests used in the
evaluation of patients with kidney disease.

On the question of whether a breast lesion was cancerous,
one study found only “fair” agreement among pathologists. In
diagnosing breast proliferative lesions, agreement was again
only “fair.” Agreement was also “fair” when physicians
assessed MRI scans for the degree of spinal stenosis. It is
worth pausing over these findings. We have said that in some
domains, the level of noise in medicine is very low. But in
some areas that are fairly technical, doctors are far from noise-
free. Whether a patient will be diagnosed with a serious



disease, such as cancer, might depend on a kind of lottery,
determined by the particular doctor that she will see.

Consider just a few other findings from the literature, drawn
from areas in which the volume of noise seems especially
noteworthy. We describe these findings not to give
authoritative statements about the current state of medical
practice, which continues to evolve and improve (in some
cases rapidly), but to convey a general sense of the
pervasiveness of noise, both in the relatively recent past and in
the present.

1. Heart disease is the leading cause of death in both men
and women in the United States. Coronary angiograms, a
primary method used to test for heart disease, assess the
degree of blockage in the heart’s arteries in both acute and
nonacute settings. In nonacute settings, when a patient
presents with recurrent chest pain, treatment—such as stent
placement—is often pursued if more than 70% of one or more
arteries is found to be blocked. However, a degree of
variability in interpreting angiograms has been documented,
potentially leading to unnecessary procedures. An early study
found that 31% of the time, physicians evaluating angiograms
disagreed on whether a major vessel was more than 70%
blocked. Despite widespread awareness by cardiologists of
potential variability in reading angiograms, and despite
continuing efforts and corrective steps, the problem has yet to
be solved.

2. Endometriosis is a disorder in which endometrial
tissue, normally lining the inside of the uterus, grows outside
the uterus. The disorder can be painful and lead to fertility
problems. It is often diagnosed through laparoscopy, in which
a small camera is surgically inserted into the body. Digital
videos of laparoscopies in three patients, two of whom had
endometriosis of varying degrees of severity and one of whom
did not, were shown to 108 gynecological surgeons. The
surgeons were asked to judge the number and location of
endometriotic lesions. They disagreed dramatically, with weak
correlations on both number and location.



3. Tuberculosis (TB) is one of the most widespread and
deadly diseases worldwide—in 2016 alone, it infected more
than 10 million people and killed almost 2 million. A widely
used method for detecting TB is a chest X-ray, which allows
examination of the lungs for the empty space caused by the TB
bacteria. Variability in diagnosis of TB has been well
documented for almost seventy-five years. Despite
improvements over the decades, studies have continued to find
significant variability in diagnosis of TB, with “moderate” or
just “fair” interrater agreement. There is also variability in TB
diagnoses between radiologists in different countries.

4. When pathologists analyzed skin lesions for the
presence of melanoma—the most dangerous form of skin
cancer—there was only “moderate” agreement. The eight
pathologists reviewing each case were unanimous or showed
only one disagreement just 62% of the time. Another study at
an oncology center found that the diagnostic accuracy of
melanomas was only 64%, meaning that doctors misdiagnosed
melanomas in one of every three lesions. A third study found
that dermatologists at New York University failed to diagnose
melanoma from skin biopsies 36% of the time. The authors of
the study conclude that “the clinical failure to diagnose
melanoma correctly has grievous implications for survival of
patients with that potentially fatal disease.”

5. There is variability in radiologists’ judgments with
respect to breast cancer from screening mammograms. A large
study found that the range of false negatives among different
radiologists varied from 0% (the radiologist was correct every
time) to greater than 50% (the radiologist incorrectly identified
the mammogram as normal more than half of the time).
Similarly, false-positive rates ranged from less than 1% to
64% (meaning that nearly two-thirds of the time, the
radiologist said the mammogram showed cancer when cancer
was not present). False negatives and false positives, from
different radiologists, ensure that there is noise.

These cases of interpersonal noise dominate the existing
research, but there are also findings of occasion noise.
Radiologists sometimes offer a different view when assessing
the same image again and thus disagree with themselves



(albeit less often than they disagree with others). When
assessing the degree of blockage in angiograms, twenty-two
physicians disagreed with themselves between 63 and 92% of
the time. In areas that involve vague criteria and complex
judgments, intrarater reliability, as it is called, can be poor.

These studies offer no clear explanation of this occasion
noise. But another study, not involving diagnosis, identifies a
simple source of occasion noise in medicine—a finding worth
bearing in mind for both patients and doctors. In short, doctors
are significantly more likely to order cancer screenings early
in the morning than late in the afternoon. In a large sample, the
order rates of breast and colon screening tests were highest at
8 a.m., at 63.7%. They decreased throughout the morning to
48.7% at 11 a.m. They increased to 56.2% at noon—and then
decreased to 47.8% at 5 p.m. It follows that patients with
appointment times later in the day were less likely to receive
guideline-recommended cancer screening.

How can we explain such findings? A possible answer is
that physicians almost inevitably run behind in clinic after
seeing patients with complex medical problems that require
more than the usual twenty-minute slot. We already mentioned
the role of stress and fatigue as triggers of occasion noise (see
chapter 7), and these elements seem to be at work here. To
keep up with their schedules, some doctors skip discussions
about preventive health measures. Another illustration of the
role of fatigue among clinicians is the lower rate of
appropriate handwashing during the end of hospital shifts.
(Handwashing turns out to be noisy, too.)

Less Noisy Doctors: The Value of Guidelines
It would be a major contribution not only to medicine but also
to human knowledge to provide a comprehensive account of
the existence and magnitude of noise in the context of different
medical problems. We are unaware of any such account; we
hope that it will be produced in the fullness of time. But even
now, existing findings provide some clues.



At one extreme, diagnosis for some problems and illnesses
is essentially mechanical and allows no room for judgment. In
other cases, the diagnosis is not mechanical but
straightforward; anyone with medical training is highly likely
to reach the same conclusion. In still other cases, a degree of
specialization—among, say, lung cancer specialists—will be
sufficient to ensure that noise exists but is minimal. At the
other extreme, some cases present a great deal of room for
judgment, and the relevant criteria for diagnosis are so
openended that noise will be substantial and difficult to
reduce. As we will see, this is the case in much of psychiatry.

What might work to reduce noise in medicine? As we
mentioned, training can increase skill, and skill certainly helps.
So does the aggregation of multiple expert judgments (second
opinions and so forth). Algorithms offer an especially
promising avenue, and doctors are now using deep-learning
algorithms and artificial intelligence to reduce noise. For
example, such algorithms have been used to detect lymph
node metastases in women with breast cancer. The best of
these have been found to be superior to the best pathologist,
and, of course, algorithms are not noisy. Deep-learning
algorithms have also been used, with considerable success, for
the detection of eye problems associated with diabetes. And
AI now performs at least as well as radiologists do in detecting
cancer from mammograms; further advances in AI will
probably demonstrate its superiority.

The medical profession is likely to rely on algorithms more
and more in the future; they promise to reduce both bias and
noise and to save lives and money in the process. But our
emphasis here will be on human-judgment guidelines, because
the domain of medicine helpfully illustrates how they produce
good or even excellent results in some applications and more
mixed results in others.

Perhaps the most famous example of a guideline for
diagnosis is the Apgar score, developed in 1952 by the
obstetric anesthesiologist Virginia Apgar. Assessing whether a
newborn baby is in distress used to be a matter of clinical
judgment for physicians and midwives. Apgar’s score gave
them a standard guideline instead. The evaluator measures the



baby’s color, heart rate, reflexes, muscle tone, and respiratory
effort, sometimes summarized as a “backronym” for Apgar’s
name: appearance (skin color), pulse (heart rate), grimace
(reflexes), activity (muscle tone), and respiration (breathing
rate and effort). In the Apgar test, each of these five measures
is given a score of 0, 1, or 2. The highest possible total score is
10, which is rare. A score of 7 or above is considered
indicative of good health (Table 3).

Table 3: Apgar Scoring Guidelines
Category Number of points assigned

Appearance (skin color)0: Entire body is blue or pale
1: Good color in body but blue hands or feet
2: Completely pink or normal color

Pulse (heart rate) 0: No heart rate
1: <100 beats per minute
2: >100 beats per minute

Grimace (reflexes) 0: No response to airways being stimulated
1: Grimace during stimulation
2: Grimace and cough or sneeze during stimulation

Activity (muscle tone) 0: Limp
1: Some flexing (bending) of arms and legs
2: Active motion

Respiration 0: Not breathing
(breathing rate 1: Weak cry (whimpering, grunting)
and effort) 2: Good, strong cry

Note that heart rate is the only strictly numerical component
of the score and that all the other items involve an element of
judgment. But because the judgment is decomposed into
individual elements, each of which is straightforward to
assess, practitioners with even a modest degree of training are
unlikely to disagree a great deal—and hence Apgar scoring
produces little noise.

The Apgar score exemplifies how guidelines work and why
they reduce noise. Unlike rules or algorithms, guidelines do
not eliminate the need for judgment: the decision is not a
straightforward computation. Disagreement remains possible
on each of the components and hence on the final conclusion.
Yet guidelines succeed in reducing noise because they



decompose a complex decision into a number of easier
subjudgments on predefined dimensions.

The benefits of this approach are clear when we view the
problem in terms of the simple prediction models discussed in
chapter 9. A clinician making a judgment about a newborn’s
health is working from several predictive cues. Occasion noise
might be at work: on one day but not another, or in one mood
but not another, a clinician could pay attention to relatively
unimportant predictors or ignore important ones. The Apgar
score focuses the health professional on the five that are
empirically known to matter. Then, the score provides a clear
description of how to evaluate each cue, which greatly
simplifies each cue-level judgment and hence reduces its
noise. Finally, the Apgar score specifies how to weight the
predictors mechanically to produce the overall judgment
required, whereas human clinicians would otherwise differ on
the weights they assign to the cues. A focus on the relevant
predictors, simplification of the predictive model, and
mechanical aggregation—all of these reduce noise.

Analogous approaches have been used in many medical
domains. One example is the Centor score to guide diagnosis
of strep throat. A patient is given one point for each of the
following symptoms or signs (whose terms, like the Apgar
score, constitute a backronym for the last name of Robert
Centor, who with his colleagues first summarized this
guideline): absence of a cough, presence of exudates (white
patches on the back of throat), tender or swollen lymph nodes
in the neck, and a temperature greater than 100.4 degrees.
Depending on the number of points a patient is assigned, a
throat swab to diagnose strep pharyngitis may be
recommended. Assessment and scoring are relatively
straightforward using this scale, which has effectively reduced
the number of people undergoing unnecessary testing and
treatment for strep throat.

Similarly, guidelines have been developed for breast cancer
diagnosis with the Breast Imaging Reporting and Data System
(BI-RADS), which reduces noise in the interpretations of
mammograms. One study found that BI-RADS increased
interrater agreement on the assessments of mammograms,



demonstrating that guidelines can be effective in reducing
noise in an area where variability has been significant. In
pathology, there have been many successful efforts to use
guidelines for the same purpose.

The Depressing Case of Psychiatry
In terms of noise, psychiatry is an extreme case. When
diagnosing the same patient using the same diagnostic criteria,
psychiatrists frequently disagree with one another. For that
reason, noise reduction has been a major priority for the
psychiatric community since at least the 1940s. And as we will
see, despite being constantly refined, guidelines have provided
only modest help in reducing noise.

A 1964 study involving 91 patients and ten experienced
psychiatrists found that the likelihood of an agreement
between two opinions was just 57%. Another early study,
involving 426 state hospital patients diagnosed independently
by two psychiatrists, found agreement merely 50% of the time
in their diagnosis of the kind of mental illness that was
present. Yet another early study, involving 153 outpatients,
found 54% agreement. In these studies, the source of the noise
was not specified. Interestingly, however, some psychiatrists
were found to be inclined to assign patients to specific
diagnostic categories. For example, some psychiatrists were
especially likely to diagnose patients with depression, and
others with anxiety.

As we shall soon see, levels of noise continue to be high in
psychiatry. Why is this? Specialists lack a single, clear answer
(which means that the explanations for noise are themselves
noisy). The large set of diagnostic categories is undoubtedly
one factor. But in a preliminary effort to answer that question,
researchers asked one psychiatrist to interview a patient first,
and then had a second psychiatrist conduct another interview
after a short resting period. The two psychiatrists met
afterward and, if they disagreed, discussed why they did so.

One frequent reason was “inconstancy of the physician”:
different schools of thought, different training, different



clinical experiences, different interview styles. While a
“clinician with developmental training might explain the
hallucinatory experience as part of posttraumatic experience of
past abuse,” a different clinician “with a biomedical
orientation might explain the same hallucinations as part of a
schizophrenic process.” Such differences are examples of
pattern noise.

Beyond physician differences, however, the main reason for
noise was “inadequacy of the nomenclature.” Such
observations and widespread professional dissatisfaction with
psychiatric nomenclature helped motivate the 1980 revision
(the third edition) of the Diagnostic and Statistical Manual of
Mental Disorders (DSM-III). The manual included, for the
first time, explicit and detailed criteria for diagnosing mental
disorders, a first step in the direction of introducing diagnostic
guidelines.

DSM-III led to a dramatic increase in the research on
whether diagnoses were noisy. It also proved helpful in
reducing noise. But the manual was far from a complete
success. Even after a significant 2000 revision of the fourth
edition, DSM-IV (originally published in 1994), research
showed that the level of noise remained high. On the one hand,
Ahmed Aboraya and his colleagues conclude that “the use of
diagnostic criteria for psychiatric disorders has been shown to
increase the reliability of psychiatric diagnoses.” On the other
hand, there continues to be a serious risk that “admissions of a
single patient will reveal multiple diagnoses for the same
patient.”

Another version of the manual, DSM-5, was released in
2013. The American Psychiatric Association had hoped that
DSM-5 would reduce noise because the new edition relied on
more objective, clearly scaled criteria. But psychiatrists
continue to show significant noise. For example, Samuel
Lieblich and his colleagues find that “psychiatrists have a hard
time agreeing on who does and does not have major
depressive disorder.” Field trials for DSM-5 found “minimal
agreement,” which “means that highly trained specialist
psychiatrists under study conditions were only able to agree
that a patient has depression between 4 and 15% of the time.”



According to some field trials, DSM-5 actually made things
worse, showing increased noise “in all major domains, with
some diagnoses, such as mixed anxiety-depressive disorder …
so unreliable as to appear useless in clinical practice.”

The major reason for the limited success of guidelines
seems to be that, in psychiatry, “the diagnostic criteria of some
disorders are still vague and difficult to operationalize.” Some
guidelines reduce noise by decomposing judgment into criteria
on which disagreement is reduced, but to the extent that such
criteria are relatively open-ended, noise remains likely. With
this point in mind, prominent proposals call for more
standardized diagnostic guidelines. These include (1)
clarifying diagnostic criteria, moving away from vague
standards; (2) producing “reference definitions” of symptoms
and their level of severity, on the theory that when “clinicians
agree on the presence or absence of symptoms, they are more
likely to agree on the diagnosis”; and (3) using structured
interviews of patients in addition to open conversation. One
proposed interview guide includes twenty-four screening
questions that allow for more reliable diagnosis of, for
example, anxiety, depression, and eating disorders.

These steps sound promising, but it is an open question to
what extent they would succeed in reducing noise. In the
words of one observer, “the reliance on the patient’s subjective
symptoms, the clinician’s interpretation of the symptoms, and
the absence of objective measure (such as a blood test) implant
the seeds of diagnostic unreliability of psychiatric disorders.”
In this sense, psychiatry may prove especially resistant to
attempts at noise reduction.

On that particular question, it is too soon to make a
confident prediction. But one thing is clear. In medicine in
general, guidelines have been highly successful in reducing
both bias and noise. They have helped doctors, nurses, and
patients and greatly improved public health in the process. The
medical profession needs more of them.

Speaking of Guidelines in Medicine



“Among doctors, the level of noise is far higher than we might
have suspected. In diagnosing cancer and heart disease—
even in reading X-rays—specialists sometimes disagree.
That means that the treatment a patient gets might be a
product of a lottery.”

“Doctors like to think that they make the same decision
whether it’s Monday or Friday or early in the morning or
late in the afternoon. But it turns out that what doctors say
and do might well depend on how tired they are.”

“Medical guidelines can make doctors less likely to blunder at
a patient’s expense. Such guidelines can also help the
medical profession as a whole, because they reduce
variability.”



CHAPTER 23

Defining the Scale in Performance
Ratings

Let’s start with an exercise. Take three people you know; they
might be friends or colleagues. Rate them on a scale of 1 to 5,
where 1 is the lowest and 5 is the highest, in terms of three
characteristics: kindness, intelligence, and diligence. Now ask
someone who knows them well—your spouse, best friend, or
closest colleague—to do the same thing with respect to the
same three people.

There is a good chance that on some of the ratings, you and
the other rater came up with different numbers. If you (and
your counterpart) are willing, please discuss the reasons for
the differences. You might find that the answer lies in how you
used the scale—what we have called level noise. Perhaps you
thought a 5 requires something truly extraordinary, whereas
the other rater thought that it merely requires something
unusually good. Or perhaps you differed because of your
differing views of the people being rated: your understanding
of whether they are kind, and how exactly to define that virtue,
might be different from that of the other rater.

Now imagine that for the three people you rated, a
promotion or bonus is at stake. Suppose that you and the other
rater are engaged in performance ratings at a company that
values kindness (or collegiality), intelligence, and diligence.
Would there be a difference between your ratings? Would it be
as large as in the earlier exercise? Even larger? However those
questions are answered, differences in policies and scaling are



likely to produce noise. And in fact, that is what is pervasively
observed in performance ratings across organizational settings.

A Judgment Task
In almost all large organizations, performance is formally
evaluated on a regular basis. Those who are rated do not enjoy
the experience. As one newspaper headline put it, “Study
Finds That Basically Every Single Person Hates Performance
Reviews.” Every single person also knows (we think) that
performance reviews are subject to both bias and noise. But
most people do not know just how noisy they are.

In an ideal world, evaluating people’s performance would
not be a judgment task; objective facts would be sufficient to
determine how well people are doing. But most modern
organizations have little in common with Adam Smith’s pin
factory, in which every worker had a measurable output. What
would that output be for a chief financial officer or for a head
of research? Today’s knowledge workers balance multiple,
sometimes contradictory objectives. Focusing on only one of
them might produce erroneous evaluations and have harmful
incentive effects. The number of patients a doctor sees every
day is an important driver of hospital productivity, for
example, but you would not want physicians to focus single-
mindedly on that indicator, much less to be evaluated and
rewarded only on that basis. Even quantifiable performance
metrics—say, sales for a salesperson or number of lines of
code written for a programmer—must be evaluated in context:
not all customers are equally difficult to serve, and not all
software development projects are identical. In light of these
challenges, many people cannot be evaluated entirely on the
basis of objective performance metrics. Hence the ubiquity of
judgment-based performance reviews.

One-Quarter Signal, Three-Quarters Noise
Thousands of research articles have been published on the
practice of performance appraisals. Most researchers find that



such appraisals are exceedingly noisy. This sobering
conclusion comes mostly from studies based on 360-degree
performance reviews, in which multiple raters provide input
on the same person being rated, usually on multiple
dimensions of performance. When this analysis is conducted,
the result is not pretty. Studies often find that true variance,
that is, variance attributable to the person’s performance,
accounts for no more than 20 to 30% of the total variance. The
rest, 70 to 80% of the variance in the ratings, is system noise.

Where does this noise come from? Thanks to multiple
studies of variance in job performance ratings, we know that
all the components of system noise are present.

These components are quite easy to picture in the context of
a performance rating. Consider two raters, Lynn and Mary. If
Lynn is lenient and Mary tough, in the sense that Lynn gives
higher ratings than Mary does, on average, to all people being
evaluated, then we have level noise. As noted in our
discussion of judges, this noise may mean either that Lynn and
Mary form truly different impressions or that the two raters
merely use the rating scale differently to express the same
impression.

Now, if Lynn is evaluating you and happens to have a
distinctly poor opinion of you and your contributions, her
general leniency may be offset by her idiosyncratic (and
negative) reaction to you. This is what we have called a stable
pattern: a specific rater’s reaction to a specific person being
rated. Because the pattern is unique to Lynn (and to her
judgment of you), it is a source of pattern noise.

Finally, Mary may have discovered that someone dented her
car in the company parking lot just before she filled in a rating
form, or Lynn may just have received her own, surprisingly
generous, bonus, which put her in an unusually good mood as
she evaluated your performance. Such events may, of course,
produce occasion noise.

Different studies come to different conclusions on the
breakdown of system noise into these three components (level,
pattern, and occasion), and we can certainly imagine reasons
why it should vary from one organization to the next. But all



forms of noise are undesirable. The basic message that
emerges from this research is a simple one: most ratings of
performance have much less to do with the performance of the
person being rated than we would wish. As one review
summarizes it, “the relationship between job performance and
ratings of job performance is likely to be weak or at best
uncertain.”

In addition, there are many reasons why ratings in
organizations might not reflect the rater’s perception of an
employee’s true performance. For example, raters might not in
fact attempt to evaluate performance accurately but might rate
people “strategically.” Among other motives, the evaluators
might intentionally inflate a rating to avoid a difficult feedback
conversation, to favor a person who is seeking a long-awaited
promotion, or even, paradoxically, to get rid of an
underperforming team member who needs a good evaluation
to be allowed to transfer to another division.

These strategic calculations certainly affect ratings, but they
are not the only source of noise. We know this thanks to a sort
of natural experiment: some 360-degree feedback systems are
used solely for developmental purposes. With these systems,
the respondents are told that the feedback will not be used for
evaluation purposes. To the extent that the raters actually
believe what they are told, this approach discourages them
from inflating—or deflating—ratings. As it turns out, the
developmental review does make a difference in the quality of
the feedback, but system noise remains high and still accounts
for much more variance than does the performance of the
person being rated. Even when the feedback is purely
developmental, ratings remain noisy.

A Problem Long Recognized but Not Solved
If performance rating systems are so badly broken, the people
who measure performance should take notice and improve
them. Indeed, over the past several decades, organizations
have experimented with countless reforms to those systems.
The reforms have employed some of the noise-reduction



strategies we have outlined. In our view, much more could be
done.

Almost all organizations use the noise-reduction strategy of
aggregation. Aggregate ratings are often associated with 360-
degree rating systems, which became the standard in large
corporations in the 1990s. (The journal Human Resources
Management had a special issue on 360-degree feedback in
1993.)

While averaging ratings from several raters should help to
reduce system noise, it is worth noting that 360-degree
feedback systems were not invented as a remedy for that
problem. Their primary purpose is to measure much more than
what a boss sees. When your peers and subordinates, and not
just your boss, are asked to contribute to your performance
evaluation, the nature of what is valued is changed. The theory
is that this shift is for the better, because today’s jobs entail
more than pleasing your boss. The rise in popularity of 360-
degree feedback coincided with the generalization of fluid,
project-based organizations.

Some evidence suggests that 360-degree feedback is a
useful tool in that it predicts objectively measurable
performance. Unfortunately, the use of this feedback system
has created its own problems. As computerization made it
effortless to add more questions to feedback systems, and as
the proliferation of multiple corporate objectives and
constraints added dimensions to job descriptions, many
feedback questionnaires became absurdly complex.
Overengineered questionnaires abound (one example involves
forty-six ratings on eleven dimensions for each rater and
person being rated). It would take a superhuman rater to recall
and process accurate, relevant facts about numerous people
being evaluated on so many dimensions. In some ways, this
overly complicated approach is not only useless but also
pernicious. As we have seen, the halo effect implies that
supposedly separate dimensions will in fact not be treated
separately. A strong positive or negative rating on one of the
first questions will tend to pull answers to subsequent
questions in the same direction.



Even more importantly, the development of 360-degree
systems has exponentially increased the amount of time
devoted to providing feedback. It is not uncommon for middle
managers to be asked to complete dozens of questionnaires on
their colleagues at all levels—and sometimes on their
counterparts in other organizations, because many companies
now request feedback from customers, vendors, and other
business partners. However well intentioned, this explosion in
the demands placed on time-constrained raters cannot be
expected to improve the quality of the information they
supply. In this case, the reduction of noise may not be worth
the cost—a problem that we will discuss in part 6.

Finally, 360-degree systems are not immune to a near-
universal disease of all performance measurement systems:
creeping ratings inflation. One large industrial company once
observed that 98% of its managers had been rated as “fully
meeting expectations.” When almost everyone receives the
highest possible rating, it is fair to question the value of these
ratings.

In Praise of Relative Judgments
A theoretically effective solution to the problem of ratings
inflation is to introduce some standardization in ratings. One
popular practice that aims to do this is forced ranking. In a
forced ranking system, raters are not only prevented from
giving everyone the highest possible rating but also forced to
abide by a predetermined distribution. Forced ranking was
advocated by Jack Welch when he was CEO of General
Electric, as a way to stop inflation in ratings and to ensure
“candor” in performance reviews. Many companies adopted it,
only to abandon it later, citing undesirable side effects on
morale and teamwork.

Whatever their flaws, rankings are less noisy than ratings.
We saw in the example of punitive damages that there is much
less noise in relative judgments than in absolute ones, and this
relationship has been shown to apply in performance ratings,
too.



FIGURE 17: Examples of absolute and relative rating scales

To appreciate why, consider Figure 17, which shows two
examples of scales for evaluating employees. Panel A, in
which an employee is rated on an absolute scale, requires what
we have called a matching operation: finding the score that
most closely matches your impression of the employee’s
“work quality.” Panel B, by contrast, requires each individual
to be compared with a group of others on a specific dimension
—safety. The supervisor is asked to state the rank (or
percentile) of an employee in a specified population, using a
percentile scale. We can see that a supervisor has placed three
employees on this common scale.

The approach in panel B has two advantages. First, rating
all employees on one dimension at a time (in this example,
safety) exemplifies a noise-reduction strategy we will discuss
in more detail in the next chapter: structuring a complex
judgment into several dimensions. Structuring is an attempt to
limit the halo effect, which usually keeps the ratings of one
individual on different dimensions within a small range.
(Structuring, of course, works only if the ranking is done on
each dimension separately, as in this example: ranking
employees on an ill-defined, aggregate judgment of “work
quality” would not reduce the halo effect.)



Second, as we discussed in chapter 15, a ranking reduces
both pattern noise and level noise. You are less likely to be
inconsistent (and to create pattern noise) when you compare
the performance of two members of your team than when you
separately give each one a grade. More importantly, rankings
mechanically eliminate level noise. If Lynn and Mary are
evaluating the same group of twenty employees, and Lynn is
more lenient than Mary, their average ratings will be different,
but their average rankings will not. A lenient ranker and a
tough ranker use the same ranks.

Indeed, noise reduction is the main stated objective of
forced ranking, which ensures that all raters have the same
mean and the same distribution of evaluations. Rankings are
“forced” when a distribution of ratings is mandated. For
instance, a rule might state that no more than 20% of the
people being rated can be put in the top category and that no
less than 15% can be put in the bottom one.

Rank but Do Not Force
In principle, therefore, forced ranking should bring about
much-needed improvements. Yet it often backfires. We do not
intend here to review all its possible unwanted effects (which
are often related to poor implementation rather than principle).
But two issues with forced ranking systems offer some general
lessons.

The first is the confusion between absolute and relative
performance. It is certainly impossible for 98% of the
managers of any company to be in the top 20%, 50%, or even
80% of their peer group. But it is not impossible that they all
“meet expectations,” if these expectations have been defined
ex ante and in absolute terms.

Many executives object to the notion that nearly all
employees can meet expectations. If so, they argue, the
expectations must be too low, perhaps because of a culture of
complacency. Admittedly this interpretation may be valid, but
it is also possible that most employees really do meet high
expectations. Indeed, this is exactly what we would expect to



find in a high-performance organization. You would not sneer
at the leniency of the National Aeronautics and Space
Administration’s performance management procedures if you
heard that all the astronauts on a successful space mission
have fully met expectations.

The upshot is that a system that depends on relative
evaluations is appropriate only if an organization cares about
relative performance. For example, relative ratings might
make sense when, regardless of people’s absolute
performance, only a fixed percentage of them can be promoted
—think of colonels being evaluated for promotion to general.
But forcing a relative ranking on what purports to measure an
absolute level of performance, as many companies do, is
illogical. And mandating that a set percentage of employees be
rated as failing to meet (absolute) expectations is not just
cruel; it is absurd. It would be foolish to say that 10% of an
elite unit of the army must be graded “unsatisfactory.”

The second problem is that the forced distribution of the
ratings is assumed to reflect the distribution of the underlying
true performances—typically, something close to a normal
distribution. Yet even if the distribution of performances in the
population being rated is known, the same distribution may
not be reproduced in a smaller group, such as those assessed
by a single evaluator. If you randomly pick ten people from a
population of several thousand, there is no guarantee that
exactly two of them will belong to the top 20% of the general
population. (“No guarantee” is an understatement: the
probability that this will be the case is just 30%.) In practice,
the problem is even worse, because the composition of teams
is not random. Some units may be staffed almost entirely with
high performers, and others with subpar employees.

Inevitably, forced ranking in such a setting is a source of
error and unfairness. Suppose that one rater’s team is
composed of five people whose performances are
indistinguishable. Forcing a differentiated distribution of
ratings on this undifferentiated reality does not reduce error. It
increases it.



Critics of forced ranking have often focused their attacks on
the principle of ranking, which they decry as brutal, inhumane,
and ultimately counterproductive. Whether or not you accept
these arguments, the fatal flaw of forced ranking is not the
“ranking,” but the “forced.” Whenever judgments are forced
onto an inappropriate scale, either because a relative scale is
used to measure an absolute performance or because judges
are forced to distinguish the indistinguishable, the choice of
the scale mechanically adds noise.

What’s Next?
In light of all the efforts that organizations have made to
improve performance measurement, it is an understatement to
say that the results have been disappointing. As a result of
those efforts, the cost of performance evaluations skyrocketed.
In 2015, Deloitte calculated that it was spending 2 million
hours each year evaluating its sixty-five thousand people.
Performance reviews continue to be one of the most dreaded
rituals of organizations, hated almost as much by those who
have to perform them as by those who receive them. One
study found that a staggering 90% of managers, employees,
and HR heads believe that their performance management
processes fail to deliver the results they expected. Research
has confirmed what most managers have experienced.
Although performance feedback, when associated with a
development plan for the employee, can bring about
improvements, performance ratings as they are most often
practiced demotivate as often as they motivate. As one review
article summarized, “No matter what has been tried over
decades to improve [performance management] processes,
they continue to generate inaccurate information and do
virtually nothing to drive performance.”

In despair, a small but growing number of companies are
now considering the radical option of eliminating evaluation
systems altogether. Proponents of this “performance
management revolution,” including many technology
companies, some professional services organizations, and a
handful of companies in traditional sectors, aim to focus on



developmental, future-oriented feedback rather than on
evaluative, backward-looking assessment. A few have even
made their evaluations numberless, which means that they
abandon traditional performance ratings.

For companies that are not giving up on performance ratings
(and they are the overwhelming majority), what can be done to
improve them? One noise-reduction strategy has to do, again,
with picking the right scale. The aim is to ensure a common
frame of reference. Research suggests that a combination of
improved rating formats and training of the raters can help
achieve more consistency between raters in their use of the
scale.

At a minimum, performance rating scales must be anchored
on descriptors that are sufficiently specific to be interpreted
consistently. Many organizations use behaviorally anchored
rating scales in which each degree on the scale corresponds to
a description of specific behaviors. The left panel of figure 18
provides an example.

Evidence suggests, however, that behaviorally anchored
rating scales are not sufficient to eliminate noise. A further
step, frame-of-reference training, has been shown to help
ensure consistency between raters. In this step, raters are
trained to recognize different dimensions of performance.
They practice rating performance using videotaped vignettes
and then learn how their ratings compare with “true” ratings
provided by experts. The performance vignettes act as
reference cases; each vignette defines an anchor point on the
performance scale, which becomes a case scale, such as the
one shown on the right panel of Figure 18.

With a case scale, each rating of a new individual is a
comparison with the anchor cases. It becomes a relative
judgment. Because comparative judgments are less susceptible
to noise than ratings are, case scales are more reliable than
scales that use numbers, adjectives, or behavioral descriptions.



FIGURE 18: Example of a behaviorally anchored rating scale (left) and case scale
(right)

Frame-of-reference training has been known for decades
and provides demonstrably less noisy and more accurate
ratings. Yet it has gained little ground. It is easy to guess why.
Frame-of-reference training, case scales, and other tools that
pursue the same goals are complex and time-consuming. To be
valuable, they usually need to be customized for the company
and even for the unit conducting the evaluations, and they
must be frequently updated as job requirements evolve. These
tools require a company to add to its alreadylarge investment
in its performance management systems. Current fashion goes
in the opposite direction. (In part 6, we shall have more to say
about the costs of reducing noise.)

In addition, any organization that tames the noise
attributable to raters also reduces their ability to influence
ratings in pursuit of their own goals. Requiring managers to
undergo additional rater training, to invest more effort in the
rating process, and to give up some of the control they have
over outcomes is certain to generate considerable resistance.
Tellingly, the majority of studies of frame-of-reference rater
training have so far been conducted on students, not on actual
managers.

The large subject of performance evaluation raises many
questions, both practical and philosophical. Some people ask,
for instance, to what extent the notion of individual
performance is meaningful in today’s organizations, where
outcomes often depend on how people interact with one
another. If we believe the notion is indeed meaningful, we
must wonder how levels of individual performance are



distributed among people in a given organization—for
instance, whether performance follows a normal distribution
or whether there exists “star talent” making a hugely
disproportionate contribution. And if your goal is to bring out
the best in people, you can reasonably ask whether measuring
individual performance and using that measurement to
motivate people through fear and greed is the best approach
(or even an effective one).

If you are designing or revising a performance management
system, you will need to answer these questions and many
more. Our aspiration here is not to examine these questions but
to make a more modest suggestion: if you do measure
performance, your performance ratings have probably been
pervaded by system noise and, for that reason, they might be
essentially useless and quite possibly counterproductive.
Reducing this noise is a challenge that cannot be solved by
simple technological fixes. It requires clear thinking about the
judgments that raters are expected to make. Most likely, you
will find that you can improve judgments by clarifying the
rating scale and training people to use it consistently. This
noise-reduction strategy is applicable in many other fields.

Speaking of Defining the Scale

“We spend a lot of time on our performance ratings, and yet
the results are one-quarter performance and three-quarters
system noise.”

“We tried 360-degree feedback and forced ranking to address
this problem, but we may have made things worse.”

“If there is so much level noise, it is because different raters
have completely different ideas of what ‘good’ or ‘great’
means. They will only agree if we give them concrete cases
as anchors on the rating scale.”



CHAPTER 24

Structure in Hiring

If you have ever held a job of any kind, the words recruiting
interview might evoke some vivid and stressful memories. Job
interviews, in which a candidate meets with a future
supervisor or an HR professional, are a rite of passage required
to enter many organizations.

In most cases, interviews follow a well-rehearsed routine.
After exchanging some pleasantries, interviewers ask
candidates to describe their experience or elaborate on specific
aspects of it. Questions are asked about achievements and
challenges, motivations for the job, or improvement ideas for
the company. Often the interviewers ask candidates to describe
their personality and explain why they would be a good fit for
the position or the company’s culture. Hobbies and interests
are sometimes discussed. Toward the end, the candidate
usually gets to ask a few questions, which are duly evaluated
for relevance and insightfulness.

If you are now in a position to hire employees, your
selection methods probably include some version of this ritual.
As one organizational psychologist noted, “It is rare, even
unthinkable, for someone to be hired without some type of
interview.” And almost all professionals rely to some degree
on their intuitive judgments when making hiring decisions in
these interviews.

The ubiquity of the employment interview reflects a deep-
seated belief in the value of judgment when it comes to
choosing the people we will work with. And as a judgment
task, personnel selection has a great advantage: because it is so



ubiquitous and so important, organizational psychologists have
studied it in great detail. The inaugural issue of the Journal of
Applied Psychology, published in 1917, identified hiring as the
“supreme problem … because human capacities are after all
the chief national resources.” A century later, we know a lot
about the effectiveness of various selection techniques
(including standard interviews). No complex judgment task
has been the focus of so much field research. This makes it a
perfect test case, offering lessons that can be extrapolated to
many judgments involving a choice among several options.

The Dangers of Interviews
If you are unfamiliar with research on the employment
interview, what follows may surprise you. In essence, if your
goal is to determine which candidates will succeed in a job and
which will fail, standard interviews (also called unstructured
interviews to distinguish them from structured interviews, to
which we will turn shortly) are not very informative. To put it
more starkly, they are often useless.

To reach this conclusion, innumerable studies estimated the
correlation between the rating an evaluator gives a candidate
after an interview and the candidate’s eventual success on the
job. If the correlation between the interview rating and success
is high, then interviews—or any other recruiting techniques for
which correlation is computed in the same manner—can be
assumed to be a good predictor of how candidates will
perform.

A caveat is needed here. The definition of success is a
nontrivial problem. Typically, performance is evaluated on the
basis of supervisor ratings. Sometimes, the metric is length of
employment. Such measures raise questions, of course,
especially given the questionable validity of performance
ratings, which we noted in the previous chapter. However, for
the purpose of evaluating the quality of an employer’s
judgments when selecting employees, it seems reasonable to
use the judgments that the same employer makes when



evaluating the employees thus hired. Any analysis of the
quality of hiring decisions must make this assumption.

So what do these analyses conclude? In chapter 11, we
mentioned a correlation between typical interview ratings and
job performance ratings of .28. Other studies report
correlations that range between .20 and .33. As we have seen,
this is a very good correlation by social science standards—but
not a very good one on which to base your decisions. Using
the percent concordant (PC) we introduced in part 3, we can
calculate a probability: given the preceding levels of
correlation, if all you know about two candidates is that one
appeared better than the other in the interview, the chances that
this candidate will indeed perform better are about 56 to 61%.
Somewhat better than flipping a coin, for sure, but hardly a
fail-safe way to make important decisions.

Admittedly, interviews serve other purposes besides making
a judgment about a candidate. Notably, they provide an
opportunity to sell the company to promising candidates and to
start building rapport with future colleagues. Yet from the
perspective of an organization that invests time and effort in
talent selection, the main purpose of interviews is clearly one
of selection. And at that task, they are not exactly a terrific
success.

Noise in Interviewing
We can easily see why traditional interviews produce error in
their prediction of job performance. Some of this error has to
do with what we have termed objective ignorance (see chapter
11). Job performance depends on many things, including how
quickly the person you hire adjusts to her new position or how
various life events affect her work. Much of this is
unpredictable at the time of hiring. This uncertainty limits the
predictive validity of interviews and, indeed, any other
personnel selection technique.

Interviews are also a minefield of psychological biases. In
recent years, people have become well aware that interviewers
tend, often unintentionally, to favor candidates who are



culturally similar to them or with whom they have something
in common, including gender, race, and educational
background. Many companies now recognize the risks posed
by biases and try to address them through specific training of
recruiting professionals and other employees. Other biases
have also been known for decades. For instance, physical
appearance plays a large part in the evaluation of candidates,
even for positions where it should matter little or not at all.
Such biases are shared by all or most recruiters and, when
applied to a given candidate, will thus tend to produce a shared
error—a negative or positive bias in the candidate’s
evaluation.

You will not be surprised to hear that there is noise as well:
Different interviewers respond differently to the same
candidate and reach different conclusions. Measures of the
correlation between the ratings that two interviewers produce
after interviewing the same candidate range between .37 and
.44 (PC = 62–65%). One reason is that the candidate may not
behave in exactly the same way with different interviewers.
But even in panel interviews, where several interviewers are
exposed to the same interviewee behavior, the correlation
between their ratings is far from perfect. One meta-analysis
estimates a correlation of .74 (PC = 76%). This means that you
and another interviewer, after seeing the same two candidates
in the same panel interview, will still disagree about which of
two candidates is better about one-quarter of the time.

This variability is largely the product of pattern noise, the
difference in interviewers’ idiosyncratic reactions to a given
interviewee. Most organizations fully expect this variability
and, for that reason, require several interviewers to meet the
same candidate, with the results aggregated in some way.
(Typically, the aggregate opinion is formed through a
discussion in which some sort of consensus must be reached—
a procedure that creates its own problems, as we have already
noted.)

A more surprising finding is the presence of much occasion
noise in interviews. There is strong evidence, for instance, that
hiring recommendations are linked to impressions formed in
the informal rapport-building phase of an interview, those first



two or three minutes where you just chat amicably to put the
candidate at ease. First impressions turn out to matter—a lot.

Perhaps you think that judging on first impressions is
unproblematic. At least some of what we learn from first
impressions is meaningful. All of us know that we do learn
something in the first seconds of interaction with a new
acquaintance. It stands to reason that this may be particularly
true of skilled interviewers. But the first seconds of an
interview reflect exactly the sort of superficial qualities you
associate with first impressions: early perceptions are based
mostly on a candidate’s extraversion and verbal skills. Even
the quality of a handshake is a significant predictor of hiring
recommendations! We may all like a firm handshake, but few
recruiters would consciously choose to make it a key hiring
criterion.

The Psychology of Interviewers
Why do first impressions end up driving the outcome of a
much longer interview? One reason is that in a traditional
interview, interviewers are at liberty to steer the interview in
the direction they see fit. They are likely to ask questions that
confirm an initial impression. If a candidate seems shy and
reserved, for instance, the interviewer may want to ask tough
questions about the candidate’s past experiences of working in
teams but perhaps will neglect to ask the same questions of
someone who seems cheerful and gregarious. The evidence
collected about these two candidates will not be the same. One
study that tracked the behavior of interviewers who had
formed a positive or negative initial impression from résumés
and test scores found that initial impressions have a deep effect
on the way the interview proceeds. Interviewers with positive
first impressions, for instance, ask fewer questions and tend to
“sell” the company to the candidate.

The power of first impressions is not the only problematic
aspect of interviews. Another is that as interviewers, we want
the candidate sitting in front of us to make sense (a
manifestation of our excessive tendency, discussed in chapter



13, to seek and find coherence). In one striking experiment,
researchers assigned students to play the role of interviewer or
interviewee and told both that the interview should consist
only of closed-ended, yes-or-no questions. They then asked
some of the interviewees to answer questions randomly. (The
first letter of the questions as formulated determined if they
should answer yes or no.) As the researchers wryly note,
“Some of the interviewees were initially concerned that the
random interview would break down and be revealed to be
nonsense. No such problems occurred, and the interviews
proceeded.” You read that right: not a single interviewer
realized that the candidates were giving random answers.
Worse, when asked to estimate whether they were “able to
infer a lot about this person given the amount of time we spent
together,” interviewers in this “random” condition were as
likely to agree as those who had met candidates responding
truthfully. Such is our ability to create coherence. As we can
often find an imaginary pattern in random data or imagine a
shape in the contours of a cloud, we are capable of finding
logic in perfectly meaningless answers.

For a less extreme illustration, consider the following case.
One of the present authors had to interview a candidate who
was, in his former position, chief financial officer at a midsize
company. He noticed that the candidate had left this position
after a few months and asked him why. The candidate
explained that the reason was a “strategic disagreement with
the CEO.” A colleague also interviewed the candidate, asked
the same question, and got the same answer. In the debrief that
followed, however, the two interviewers had radically different
views. One, having so far formed a positive evaluation of the
candidate, saw the candidate’s decision to leave the company
as an indication of integrity and courage. The other, who had
formed a negative first impression, construed the same fact as
a sign of inflexibility, perhaps even of immaturity. The story
illustrates that however much we would like to believe that our
judgment about a candidate is based on facts, our
interpretation of facts is colored by prior attitudes.

The limitations of traditional interviews cast serious doubt
on our ability to draw any meaningful conclusions from them.



Yet impressions formed in an interview are vivid, and the
interviewer is usually confident about them. When combining
the conclusions reached in an interview with other cues about
the candidate, we tend to give too much weight to the
interview and too little to other data that may be more
predictive, such as test scores.

A story may help bring this observation to life. Professors
who interview for a faculty position are often asked to teach in
front of a panel of their peers to ensure that their teaching
skills are up to the institution’s standards. It is, of course, a
higher-stakes situation than an ordinary class. One of us once
witnessed a candidate making a bad impression in this
exercise, clearly because of the stress of the situation: the
candidate’s résumé mentioned outstanding teaching
evaluations and several awards for teaching excellence. Yet the
vivid impression produced by his failure in one highly
artificial situation weighed more heavily in the final decision
than did the abstract data about his excellent past teaching
performance.

A final point: when interviews are not the only source of
information about candidates—for instance, when there are
also tests, references, or other inputs—these various inputs
must be combined into an overall judgment. The question this
raises is one you now recognize: should the inputs be
combined using judgment (a clinical aggregation) or a formula
(a mechanical aggregation)? As we saw in chapter 9, the
mechanical approach is superior both in general and in the
specific case of work performance prediction. Unfortunately,
surveys suggest that the overwhelming majority of HR
professionals favor clinical aggregation. This practice adds yet
another source of noise to an already-noisy process.

Improving Personnel Selection Through Structure
If traditional interviews and judgment-based hiring decisions
have limited predictive validity, what can we do about them?
Fortunately, research has also produced some advice on how



to improve personnel selection, and some companies are
paying attention.

One example of a company that has upgraded its personnel
selection practices and reported on the results is Google.
Laszlo Bock, its former senior vice president of People
Operations, tells the tale in his book Work Rules! Despite
being focused on hiring talent of the highest caliber and
devoting considerable resources to finding the right people,
Google was struggling. An audit of the predictive validity of
its recruiting interviews found “zero relationship (…), a
complete random mess.” The changes Google implemented to
address this situation reflect principles that have emerged from
decades of research. They also illustrate decision hygiene
strategies.

One of these strategies should be familiar by now:
aggregation. Its use in this context is not a surprise. Almost all
companies aggregate the judgments of multiple interviewers
on the same candidate. Not to be outdone, Google sometimes
had candidates suffer through twenty-five interviews! One of
the conclusions of Bock’s review was to reduce that number to
four, as he found that additional interviews added almost no
predictive validity to what was achieved by the first four. To
ensure this level of validity, however, Google stringently
enforces a rule that not all companies observe: the company
makes sure that the interviewers rate the candidate separately,
before they communicate with one another. Once more:
aggregation works—but only if the judgments are
independent.

Google also adopted a decision hygiene strategy we haven’t
yet described in detail: structuring complex judgments. The
term structure can mean many things. As we use the term
here, a structured complex judgment is defined by three
principles: decomposition, independence, and delayed holistic
judgment.

The first principle, decomposition, breaks down the decision
into components, or mediating assessments. This step serves
the same purpose as the identification of the subjudgments in a
guideline: it focuses the judges on the important cues.



Decomposition acts as a road map to specify what data is
needed. And it filters out irrelevant information.

In Google’s case, there are four mediating assessments in
the decomposition: general cognitive ability, leadership,
cultural fit (called “googleyness”), and role-related
knowledge. (Some of these assessments are then broken down
into smaller components.) Note that a candidate’s good looks,
smooth talk, exciting hobbies, and any other aspects, positive
or negative, that a recruiter might notice in an unstructured
interview are not on the list.

Creating this sort of structure for a recruiting task may seem
like mere common sense. Indeed, if you are hiring an entry-
level accountant or an administrative assistant, standard job
descriptions exist and specify the competencies needed. As
professional recruiters know, however, defining the key
assessments gets difficult for unusual or senior positions, and
this step of definition is frequently overlooked. One prominent
headhunter points out that defining the required competencies
in a sufficiently specific manner is a challenging, often
overlooked task. He highlights the importance for decision
makers of “investing in the problem definition”: spending the
necessary time up front, before you meet any candidates, to
agree on a clear and detailed job description. The challenge
here is that many interviewers use bloated job descriptions
produced by consensus and compromise. The descriptions are
vague wish lists of all the characteristics an ideal candidate
would possess, and they offer no way to calibrate the
characteristics or make trade-offs among them.

The second principle of structured judgment, independence,
requires that information on each assessment be collected
independently. Just listing the components of the job
description is not enough: most recruiters conducting
traditional interviews also know the four or five things they
look for in a candidate. The problem is that, in the conduct of
the interview, they do not evaluate these elements separately.
Each assessment influences the others, which makes each
assessment very noisy.



To overcome this problem, Google orchestrated ways to
make assessments in a fact-based manner and independently
of one another. Perhaps its most visible move was to introduce
structured behavioral interviews. The interviewers’ task in
such interviews is not to decide whether they like a candidate
overall; it is to collect data about each assessment in the
evaluation structure and to assign a score to the candidate on
each assessment. To do so, interviewers are required to ask
predefined questions about the candidate’s behaviors in past
situations. They must also record the answers and score them
against a predetermined rating scale, using a unified rubric.
The rubric gives examples of what average, good, or great
answers look like for each question. This shared scale (an
example of the behaviorally anchored rating scales we
introduced in the preceding chapter) helps reduce noise in
judgments.

If this approach sounds different from a traditional, chatty
interview, it is. In fact, it can feel more like an exam or
interrogation than a business encounter, and there is some
evidence that both interviewees and interviewers dislike
structured interviews (or at least prefer unstructured ones).
There is continuing debate about exactly what an interview
must include to qualify as structured. Still, one of the most
consistent findings to emerge from the literature on
interviewing is that structured interviews are far more
predictive of future performance than are traditional,
unstructured ones. Correlations with job performance range
between .44 and .57. Using our PC metric, your chances of
picking the better candidate with a structured interview are
between 65 and 69%, a marked improvement over the 56 to
61% chance an unstructured interview would give you.

Google uses other data as inputs on some of the dimensions
it cares about. To test job-related knowledge, it relies in part
on work sample tests, such as asking a candidate for a
programming job to write some code. Research has shown that
work sample tests are among the best predictors of on-the-job
performance. Google also uses “backdoor references,”
supplied not by someone the candidate has nominated but by
Google employees with whom the candidate has crossed paths.



The third principle of structured judgment, delayed holistic
judgment, can be summarized in a simple prescription: do not
exclude intuition, but delay it. At Google, the final hiring
recommendation is made collegially by a hiring committee,
which reviews a complete file of all the ratings the candidates
have obtained on each assessment in each interview and other
relevant information in support of these assessments. On the
basis of that information, the committee then decides whether
to extend an offer.

Despite the famously data-driven culture of this company,
and despite all the evidence that a mechanical combination of
data outperforms a clinical one, the final hiring decision is not
mechanical. It remains a judgment, in which the committee
takes all the evidence into account and weighs it holistically,
engaging in a discussion of the question “Will this person be
successful at Google?” The decision is not merely computed.

In the next chapter, we will explain why we believe that this
approach to making the final decision is a sensible one. But
note that while they are not mechanical, Google’s final hiring
decisions are anchored on the average score assigned by the
four interviewers. They are also informed by the underlying
evidence. In other words, Google allows judgment and
intuition in its decision-making process only after all the
evidence has been collected and analyzed. Thus, the tendency
of each interviewer (and hiring committee member) to form
quick, intuitive impressions and rush to judgment is kept in
check.

The three principles—once more, decomposition,
independent assessment on each dimension, and delayed
holistic judgment—do not necessarily provide a template for
all organizations trying to improve their selection processes.
But the principles are broadly consistent with the
recommendations that organizational psychologists have
formulated over the years. In fact, the principles bear some
resemblance to the selection method that one of us
(Kahneman) implemented in the Israeli Army as early as 1956
and described in Thinking, Fast and Slow. That process, like
the one Google put in place, formalized an evaluation structure
(the list of personality and competence dimensions that had to



be evaluated). It required interviewers to elicit objective
evidence relevant to each dimension in turn and to score that
dimension before moving on to the next. And it allowed
recruiters to use judgment and intuition to reach a final
decision—but only after the structured evaluation had taken
place.

There is overwhelming evidence of the superiority of
structured judgment processes (including structured
interviews) in hiring. Practical advice is available to guide
executives who want to adopt them. As the example of Google
illustrates and as other researchers have noted, structured
judgment methods are also less costly—because few things are
as costly as face time.

Nevertheless, most executives remain convinced of the
irreplaceable value of informal, interview-based methods.
Remarkably, so do many candidates who believe that only a
face-to-face interview will enable them to show a prospective
employer their true mettle. Researchers have called this “the
persistence of an illusion.” One thing is clear: recruiters and
candidates severely underestimate the noise in hiring
judgments.

Speaking of Structure in Hiring

“In traditional, informal interviews, we often have an
irresistible, intuitive feeling of understanding the candidate
and knowing whether the person fits the bill. We must learn
to distrust that feeling.”

“Traditional interviews are dangerous not only because of
biases but also because of noise.”

“We must add structure to our interviews and, more broadly, to
our selection processes. Let’s start by defining much more
clearly and specifically what we are looking for in
candidates, and let’s make sure we evaluate the candidates
independently on each of these dimensions.”



CHAPTER 25

The Mediating Assessments Protocol

Some time ago, two of us (Kahneman and Sibony), together
with our friend Dan Lovallo, described a method of decision
making in organizations. We called the method, which was
designed with noise mitigation as a primary objective, the
mediating assessments protocol. It incorporates most of the
decision hygiene strategies that we have introduced in the
preceding chapters. The protocol can be applied broadly and
whenever the evaluation of a plan or an option requires
considering and weighting multiple dimensions. It can be
used, and adapted in various ways, by organizations of all
kinds, including diverse companies, hospitals, universities, and
government agencies.

We illustrate the protocol here with a stylized example that
is a composite of several real cases: a fictitious corporation
we’ll call Mapco. We will follow the steps Mapco takes as it
studies the opportunity to make a major, transformative
acquisition, and we will highlight how these differ from the
usual steps a company takes in such a situation. As you will
see, the differences are significant, but subtle—an inattentive
observer might not even notice them.

The First Meeting: Agreeing on the Approach

The idea of acquiring Roadco, a competitor, had been
percolating at Mapco, and had matured sufficiently so that the
company’s leaders were contemplating a board meeting to
discuss it. Joan Morrison, the CEO of Mapco, convened a



meeting of the board’s strategy committee for a preliminary
discussion of the possible acquisition and of what should be
done to improve the board’s deliberations about it. Early in the
meeting, Joan surprised the committee with a proposal:

“I would like to propose that we try a new procedure for the
board meeting where we will decide on the Roadco
acquisition. The new procedure has an unappealing name, the
mediating assessments protocol, but the idea is really quite
simple. It is inspired by the similarity between the evaluation
of a strategic option and the evaluation of a job candidate.

“You are certainly familiar with the research that shows that
structured interviews produce better results than unstructured
ones, and more broadly with the idea that structuring a hiring
decision improves it. You know that our HR department has
adopted these principles for its hiring decisions. A vast amount
of research shows that structure in interviews leads to much
higher accuracy—unstructured interviews as we used to
practice them don’t even come close.

“I see a clear similarity between the evaluation of
candidates and the evaluation of options in big decisions:
options are like candidates. And this similarity leads me to the
idea that we should adapt the method that works for evaluating
candidates to our task, which is to evaluate strategic options.”

The committee members were initially puzzled by the
analogy. The recruiting process, they argued, is a well-oiled
machine that makes numerous, similar decisions and is not
under severe time pressure. A strategic decision, on the other
hand, requires a great deal of ad hoc work and must be made
quickly. Some committee members made clear to Joan that
they would be hostile to any proposal that delayed the
decision. They were also worried about adding to the
duediligence requirements from Mapco’s research staff.

Joan responded directly to these objections. She assured her
colleagues that the structured process would not delay the
decision. “This is all about setting the agenda for the board
meeting in which we will discuss the deal,” she explained.
“We should decide in advance on a list of assessments of
different aspects of the deal, just as an interviewer starts with a



job description that serves as a checklist of traits or attributes a
candidate must possess. We will make sure the board discusses
these assessments separately, one by one, just as interviewers
in structured interviews evaluate the candidate on the separate
dimensions in sequence. Then, and only then, will we turn to a
discussion of whether to accept or reject the deal. This
procedure will be a much more effective way to take
advantage of the collective wisdom of the board.

“If we agree on this approach, of course, it has implications
for how the information should be presented and for how the
deal team should work to prepare the meeting. That’s why I
wanted to get your thoughts now.”

One committee member, still skeptical, asked Joan what
benefits the structure brought to the quality of decision making
in hiring and why she believed these benefits would transfer to
a strategic decision. Joan walked him through the logic. Using
the mediating assessments protocol, she explained, maximizes
the value of information by keeping the dimensions of the
evaluation independent of each other. “The board discussions
we usually have look a lot like unstructured interviews,” she
observed. “We are constantly aware of the final goal of
reaching a decision, and we process all the information in light
of that goal. We start out looking for closure, and we achieve it
as soon as we can. Just like a recruiter in an unstructured
interview, we are at risk of using all the debate to confirm our
first impressions.

“Using a structured approach will force us to postpone the
goal of reaching a decision until we have made all the
assessments. We will take on the separate assessments as
intermediate goals. This way, we will consider all the
information available and make sure that our conclusion on
one aspect of the deal does not change our reading on another,
unrelated aspect.”

The committee members agreed to try out the approach.
But, they asked, what were the mediating assessments? Was
there a predefined checklist that Joan had in mind? “No,” she
replied. “That might be the case if we applied the protocol to a
routine decision, but in this case, we need to define the



mediating assessments ourselves. This is critically important:
deciding on the major aspects of the acquisition that should be
assessed is up to us.” The strategy committee agreed to meet
again the next day to do that.

The Second Meeting: Defining the Mediating
Assessments
“The first thing we are going to do,” Joan explained, “is draw
up a comprehensive list of independent assessments about the
deal. These will be assessed by Jeff Schneider’s research team.
Our task today is to construct the list of assessments. It should
be comprehensive in the sense that any relevant fact you can
think of should find its place and should influence at least one
of the assessments. And what I mean by ‘independent’ is that a
relevant fact should preferably influence only one of the
assessments, to minimize redundancy.”

The group got to work and generated a long list of facts and
data that seemed relevant. It then organized them into a list of
assessments. The challenge, the participants soon discovered,
was to make the list short, comprehensive, and composed of
nonoverlapping assessments. But the task was manageable.
Indeed, the group’s final list of seven assessments was
superficially similar to the table of contents the board would
expect in a regular report presenting an acquisition proposal.
In addition to the expected financial modeling, the list
included, for instance, an evaluation of the quality of the
target’s management team and an assessment of the likelihood
that the anticipated synergies would be captured.

Some of the strategy committee members were disappointed
that the meeting did not produce novel insights about Roadco.
But, Joan explained, that was not the goal. The immediate
objective was to brief the deal team in charge of studying the
acquisition. Each assessment, she said, would be the subject of
a different chapter in the deal team’s report and would be
discussed separately by the board.

The deal team’s mission, as Joan saw it, was not to tell the
board what it thought of the deal as a whole—at least, not yet.



It was to provide an objective, independent evaluation on each
of the mediating assessments. Ultimately, Joan explained, each
chapter in the deal team’s report should end with a rating that
answers a simple question: “Leaving aside the weight we
should give this topic in the final decision, how strongly does
the evidence on this assessment argue for or against the deal?”

The Deal Team
The leader of the team in charge of evaluating the deal, Jeff
Schneider, got his team together that afternoon to organize the
work. The changes from the team’s usual way of working were
not many, but he stressed their importance.

First, he explained, the team’s analysts should try to make
their analyses as objective as possible. The evaluations should
be based on facts—nothing new about that—but they should
also use an outside view whenever possible. Since the team
members were unsure of what he meant by “outside view,”
Jeff gave them two examples, using two of the mediating
assessments Joan had identified. To evaluate the probability
that the deal would receive regulatory approval, he said, they
would need to start by finding out the base rate, the
percentage of comparable transactions that are approved. This
task would, in turn, require them to define a relevant reference
class, a group of deals considered comparable enough.

Jeff then explained how to evaluate the technological skills
of the target’s product development department—another
important assessment Joan had listed. “It is not enough to
describe the company’s recent achievements in a fact-based
way and to call them ‘good’ or ‘great.’ What I expect is
something like, ‘This product development department is in
the second quintile of its peer group, as measured by its recent
track record of product launches.’” Overall, he explained, the
goal was to make evaluations as comparative as possible,
because relative judgments are better than absolute ones.

Jeff had another request. In keeping with Joan’s
instructions, he said, assessments should be as independent of
one another as possible, to reduce the risk that one assessment



would influence the others. Accordingly, he assigned different
analysts to the different assessments, and he instructed them to
work independently.

Some of the analysts expressed surprise. “Isn’t teamwork
better?” they asked him. “What’s the point of assembling a
team if you don’t want us to communicate?”

Jeff realized he needed to explain the need for
independence. “You probably know about the halo effect in
recruiting,” he said. “That is what happens when the general
impression of a candidate influences your assessment of the
candidate’s skills on a specific dimension. That’s what we are
trying to avoid.” Since some of the analysts seemed to think
that this effect was not a serious problem, Jeff used another
analogy: “If you have four witnesses to a crime, would you let
them talk to each other before testifying? Obviously not! You
don’t want one witness to influence the others.” The analysts
did not find the comparison particularly flattering, but it got
the message across, Jeff thought.

As it happened, Jeff did not have enough analysts to achieve
the goal of perfectly independent assessments. Jane, an
experienced member of the team, was charged with two
assessments. Jeff chose the two to be as different from each
other as possible, and he instructed Jane to complete the first
assessment and prepare the report on it before turning to the
other. Another concern was the evaluation of the quality of the
management team; Jeff was worried that his analysts would
struggle to dissociate their assessment of the team’s intrinsic
quality from judgments about the company’s recent results
(which the team would, of course, study in detail). To address
this issue, Jeff asked an outside HR expert to weigh in on the
quality of the management team. This way, he thought, he
would obtain a more independent input.

Jeff had another instruction that the team found somewhat
unusual. Each chapter should focus on one assessment and, as
requested by Joan, lead to a conclusion in the form of a rating.
However, Jeff added, the analysts should include in each
chapter all the relevant factual information about the
assessment. “Don’t hide anything,” he instructed them. “The



general tone of the chapter will be consistent with the
proposed rating, of course, but if there is information that
seems inconsistent or even contradictory with the main rating,
don’t sweep anything under the rug. Your job is not to sell
your recommendation. It is to represent the truth. If it is
complicated, so be it—it often is.”

In the same spirit, Jeff encouraged the analysts to be
transparent about their level of confidence in each assessment.
“The board knows that you do not have perfect information; it
will help them if you tell them when you’re really in the dark.
And if you run into something that really gives you pause—a
potential deal breaker—you should, of course, report it
immediately.”

The deal team proceeded as instructed. Fortunately, it found
no major deal breakers. It assembled a report for Joan and the
board, covering all the assessments identified.

The Decision Meeting
As she read the team’s report to prepare for the decision
meeting, Joan immediately noticed something important:
while most of the assessments supported doing the deal, they
did not paint a simple, rosy, all-systems-go picture. Some of
the ratings were strong; others were not. These differences, she
knew, were a predictable result of keeping the assessments
independent of one another. When excessive coherence is kept
in check, reality is not as coherent as most board presentations
make it seem. “Good,” Joan thought. “These discrepancies
between assessments will raise questions and trigger
discussions. That’s just what we need to have a good debate in
the board. The diverse results will not make the decision
easier, for sure—but they will make it better.”

Joan convened a meeting of the board to review the report
and come to a decision. She explained the approach that the
deal team followed, and she invited the board members to
apply the same principle. “Jeff and his team have worked hard
to keep the assessments independent of each other,” she said,
“and our task now is to review them independently, too. This



means we will consider each assessment separately, before we
start discussing the final decision. We are going to treat each
assessment as a distinct agenda item.”

The board members knew that following this structured
approach would be difficult. Joan was asking them not to form
a holistic view of the deal before all assessments were
discussed, but many of them were industry insiders. They had
a view on Roadco. Not discussing it felt a bit artificial.
Nevertheless, because they understood what Joan was trying to
achieve, they agreed to play by her rules and refrain
temporarily from discussing their overall views.

To their surprise, the board members found that this practice
was highly valuable. During the meeting, some of them even
changed their mind about the deal (although no one would
ever know, since they had kept their views to themselves). The
way Joan ran the meeting played a large part: she used the
estimate-talk-estimate method, which combines the
advantages of deliberation and those of averaging independent
opinions.

Here is how she proceeded. On each assessment, Jeff, on
behalf of the deal team, briefly summarized the key facts
(which the board members had read in detail beforehand).
Then Joan asked the board members to use a voting app on
their phones to give their own rating on the assessment—either
the same as the deal team’s proposed rating or a different one.
The distribution of ratings was projected immediately on the
screen, without identifying the raters. “This is not a vote,”
Joan explained. “We are just taking the temperature of the
room on each topic.” By getting an immediate read on each
board member’s independent opinion before starting a
discussion, Joan reduced the danger of social influence and
information cascades.

On some assessments, there was immediate consensus, but
on others, the process revealed opposing views. Naturally,
Joan managed the discussion to spend more time on the latter.
She made sure that board members on each side of the divide
spoke up, encouraging them to express their viewpoints with
facts and arguments but also with nuance and humility. Once,



when a board member who felt strongly about the deal got
carried away, she reminded him that “we are all reasonable
people and we disagree, so this must be a subject on which
reasonable people can disagree.”

When the discussion of an assessment drew to a close, Joan
asked the board members to vote again on a rating. Most of the
time, there was more convergence than in the initial round.
The same sequence—a first estimate, a discussion, and a
second estimate—was repeated for each assessment.

Finally, it was time to reach a conclusion about the deal. To
facilitate the discussion, Jeff showed the list of assessments on
the whiteboard, with, for each assessment, the average of the
ratings that the board had assigned to it. The board members
were looking at the profile of the deal. How should they
decide?

One board member had a simple suggestion: use a straight
average of the ratings. (Perhaps he knew about the superiority
of mechanical aggregation over holistic, clinical judgment, as
discussed in chapter 9.) Another member, however,
immediately objected that, in her view, some of the
assessments should be given a much higher weight than
others. A third person disagreed, suggesting a different
hierarchy of the assessments.

Joan interrupted the discussion. “This is not just about
computing a simple combination of the assessment ratings,”
she said. “We have delayed intuition, but now is the time to
use it. What we need now is your judgment.”

Joan did not explain her logic, but she had learned this
lesson the hard way. She knew that, particularly with
important decisions, people reject schemes that tie their hands
and do not let them use their judgment. She had seen how
decision makers game the system when they know that a
formula will be used. They change the ratings to arrive at the
desired conclusion—which defeats the purpose of the entire
exercise. Furthermore, although this was not the case here, she
remained alert to the possibility that decisive considerations
could emerge that were not anticipated in the definition of
assessments (the broken-leg factors discussed in chapter 10). If



such unanticipated deal breakers (or, conversely, deal
clinchers) appeared, a purely mechanical decision process
based on the average of the assessments might lead to a
serious mistake.

Joan also knew that letting the board members use their
intuition at this stage was very different from having them use
it earlier in the process. Now that the assessments were
available and known to all, the final decision was safely
anchored on these fact-based, thoroughly discussed ratings. A
board member would need to come up with strong reasons to
be against the deal while staring at a list of mediating
assessments that mostly supported it. Following this logic, the
board discussed the deal and voted on it, in much the same
way all boards do.

The Mediating Assessments Protocol in Recurring
Decisions
We have described the mediating assessments protocol in the
context of a one-off, singular decision. But the procedure
applies to recurring decisions, too. Imagine that Mapco is not
making a single acquisition but is a venture capital fund that
makes repeated investments in start-ups. The protocol would
be just as applicable and the story would be much the same,
with just two twists that, if anything, make it simpler.

First, the initial step—defining the list of mediating
assessments—needs to be done only once. The fund has
investment criteria, which it applies to all its prospective
investments: these are the assessments. There is no need to
reinvent them each time.

Second, if the fund makes many decisions of the same type,
it can use its experience to calibrate its judgments. Consider,
for instance, an assessment that every fund will want to make:
evaluating the quality of the management team. We suggested
that such evaluations should be made relative to a reference
class. Perhaps you sympathized with the analysts of Mapco:
gathering data about comparable companies, in addition to
evaluating a specific target, is challenging.



Comparative judgments become much easier in the context
of a recurring decision. If you have evaluated the management
teams of dozens, even hundreds of companies, you can use
this shared experience as a reference class. A practical way to
do this is to create a case scale defined by anchor cases. You
might say, for instance, that the target management team is “as
good as the management team of ABC Company when we
acquired it” but not quite “as good as the management team of
DEF Company.” The anchor cases must, of course, be known
to all the participants (and periodically updated). Defining
them requires an up-front investment of time. But the value of
this approach is that relative judgments (comparing this team
to the ones at ABC and DEF) are much more reliable than are
absolute ratings on a scale defined by numbers or adjectives.

What the Protocol Changes
For ease of reference, we summarize the main changes that the
mediating assessments protocol entails in table 4.

Table 4: Main steps of the mediating assessments protocol
1.   At the beginning of the process, structure the decision into mediating

assessments. (For recurring judgments, this is done only once.)

2.   Ensure that whenever possible, mediating assessments use an outside view.
(For recurring judgments: use relative judgments, with a case scale if
possible.)

3.   In the analytical phase, keep the assessments as independent of one another
as possible.

4.   In the decision meeting, review each assessment separately.

5.   On each assessment, ensure that participants make their judgments
individually; then use the estimate-talk-estimate method.

6.   To make the final decision, delay intuition, but don’t ban it.

You may have recognized here an implementation of several
of the decision hygiene techniques we presented in the
preceding chapters: sequencing information, structuring the
decision into independent assessments, using a common frame
of reference grounded in the outside view, and aggregating the
independent judgments of multiple individuals. By
implementing these techniques, the mediating assessments



protocol aims to change the decision process to introduce as
much decision hygiene as possible.

No doubt this emphasis on process, as opposed to the
content of decisions, may raise some eyebrows. The reactions
of the research team members and the board members, as we
have described them, are not unusual. Content is specific;
process is generic. Using intuition and judgment is fun;
following process is not. Conventional wisdom holds that
good decisions—especially the very best ones—emerge from
the insight and creativity of great leaders. (We especially like
to believe this when we are the leader in question.) And to
many, the word process evokes bureaucracy, red tape, and
delays.

Our experience with companies and government agencies
that have implemented all or some of the components of the
protocol suggests that these concerns are misguided. To be
sure, adding complexity to the decision-making processes of
an organization that is already bureaucratic will not make
things better. But decision hygiene need not be slow and
certainly doesn’t need to be bureaucratic. On the contrary, it
promotes challenge and debate, not the stifling consensus that
characterizes bureaucracies.

The case for decision hygiene is clear. Leaders in business
and in the public sector are usually entirely unaware of noise
in their largest and most important decisions. As a result, they
take no specific measures to reduce it. In that respect, they are
just like the recruiters who continue to rely on unstructured
interviews as their sole personnel selection tool: oblivious to
the noise in their own judgment, more confident in its validity
than they should be, and unaware of procedures that could
improve it.

Handwashing does not prevent all diseases. Likewise,
decision hygiene will not prevent all mistakes. It will not make
every decision brilliant. But like handwashing, it addresses an
invisible yet pervasive and damaging problem. Wherever there
is judgment, there is noise, and we propose decision hygiene
as a tool to reduce it.



Speaking of the Mediating Assessments Protocol

“We have a structured process to make hiring decisions. Why
don’t we have one for strategic decisions? After all, options
are like candidates.”

“This is a difficult decision. What are the mediating
assessments it should be based on?”

“Our intuitive, holistic judgment about this plan is very
important—but let’s not discuss it yet. Our intuition will
serve us much better once it is informed by the separate
assessments we have asked for.”



PART VI

Optimal Noise

In 1973, Judge Marvin Frankel was right to call for a
sustained effort to reduce noise in criminal sentencing. His
informal, intuitive noise audit, followed by more formal and
systematic efforts, uncovered unjustified disparities in the
treatment of similar people. Those disparities were outrageous.
They were also startling.

Much of this book can be understood as an effort to
generalize Frankel’s arguments and to offer an understanding
of their psychological foundations. To some people, noise in
the criminal justice system seems uniquely intolerable, even
scandalous. But in countless other contexts, it is not exactly
tolerable, as supposedly interchangeable people in the private
and public sectors make different judgments on the job. In
insurance, recruitment and evaluation of employees, medicine,
forensic science, education, business, and government,
interpersonal noise is a major source of error. We have also
seen that each of us is subject to occasion noise, in the sense
that supposedly irrelevant factors can lead us to make different
judgments in the morning and in the afternoon, or on Monday
and Thursday.

But as the intensely negative judicial reaction to the
sentencing guidelines suggests, noise-reduction efforts often
run into serious and even passionate objections. Many people
have argued that the guidelines are rigid, dehumanizing, and
unfair in their own way. Almost everyone has had the
experience of making a reasonable request to a company, an
employer, or a government, only to be met with the response



“We really would love to help you, but our hands are tied. We
have clear rules here.” The rules in question may seem stupid
and even cruel, but they may have been adopted for a good
reason: to reduce noise (and perhaps bias as well).

Even so, some efforts to reduce noise raise serious concerns,
perhaps above all if they make it difficult or impossible for
people to get a fair hearing. The use of algorithms and
machine learning has put that objection in a new light. No one
is marching under a banner that says “Algorithms now!”

An influential critique comes from Kate Stith of Yale Law
School and José Cabranes, a federal judge. They offered a
vigorous attack on the sentencing guidelines and, in a sense,
on one of our central arguments here. Their argument was
limited to the area of criminal sentencing, but it can be offered
as an objection to many noise-reduction strategies in
education, business, sports, and everywhere else. Stith and
Cabranes maintain that the sentencing guidelines are animated
“by a fear of the exercise of discretion—by a fear of judging—
and by a technocratic faith in experts and central planning.”
They argue that “fear of judging” operates to forbid
consideration of “the particulars of each case at hand.” In their
view, “no mechanical solution can satisfy the demands of
justice.”

These objections are worth examining. In settings that
involve judgments of all kinds, people often view the
“demands of justice” as forbidding any sort of mechanical
solution—and hence allowing or even mandating processes
and approaches that turn out to guarantee noise. Many people
call for attention to “the particulars of each case at hand.” In
hospitals, schools, and firms large and small, this call has deep
intuitive appeal. We have seen that decision hygiene includes
diverse strategies for reducing noise, and most of them do not
involve mechanical solutions; when people decompose a
problem into its component parts, their judgments need not be
mechanical. Even so, many people would not welcome the use
of decision hygiene strategies.

We have defined noise as unwanted variability, and if
something is unwanted, it should probably be eliminated. But



the analysis is more complicated and more interesting than
that. Noise may be unwanted, other things being equal. But
other things might not be equal, and the costs of eliminating
noise might exceed the benefits. And even when an analysis of
costs and benefits suggests that noise is costly, eliminating it
might produce a range of awful or even unacceptable
consequences for both public and private institutions.

There are seven major objections to efforts to reduce or
eliminate noise.

First, reducing noise can be expensive; it might not be worth
the trouble. The steps that are necessary to reduce noise might
be highly burdensome. In some cases, they might not even be
feasible.

Second, some strategies introduced to reduce noise might
introduce errors of their own. Occasionally, they might
produce systematic bias. If all forecasters in a government
office adopted the same unrealistically optimistic assumptions,
their forecasts would not be noisy, but they would be wrong. If
all doctors at a hospital prescribed aspirin for every illness,
they would not be noisy, but they would make plenty of
mistakes.

We explore these objections in chapter 26. In chapter 27, we
turn to five more objections, which are also common and
which are likely to be heard in many places in coming years,
especially with increasing reliance on rules, algorithms, and
machine learning.

Third, if we want people to feel that they have been treated
with respect and dignity, we might have to tolerate some noise.
Noise can be a by-product of an imperfect process that people
end up embracing because the process gives everyone
(employees, customers, applicants, students, those accused of
crime) an individualized hearing, an opportunity to influence
the exercise of discretion, and a sense that they have had a
chance to be seen and heard.

Fourth, noise might be essential to accommodate new
values and hence to allow moral and political evolution. If we
eliminate noise, we might reduce our ability to respond when



moral and political commitments move in new and unexpected
directions. A noise-free system might freeze existing values.

Fifth, some strategies designed to reduce noise might
encourage opportunistic behavior, allowing people to game the
system or evade prohibitions. A little noise, or perhaps a lot of
it, might be necessary to prevent wrongdoing.

Sixth, a noisy process might be a good deterrent. If people
know that they could be subject to either a small penalty or a
large one, they might steer clear of wrongdoing, at least if they
are risk-averse. A system might tolerate noise as a way of
producing extra deterrence.

Finally, people do not want to be treated as if they are mere
things, or cogs in some kind of machine. Some noise-reduction
strategies might squelch people’s creativity and prove
demoralizing.

Although we will address these objections as
sympathetically as we can, we by no means endorse them, at
least not if they are taken as reasons to reject the general goal
of reducing noise. To presage a point that will recur
throughout: whether an objection is convincing depends on the
particular noise-reduction strategy to which it is meant to
apply. You might, for example, object to rigid guidelines while
also agreeing that aggregation of independent judgments is a
good idea. You might object to the use of the mediating
assessments protocol while strongly favoring the use of a
shared scale grounded in the outside view. With these points in
mind, our general conclusion is that even when the objections
are given their due, noise reduction remains a worthy and even
an urgent goal. In chapter 28, we defend this conclusion by
exploring a dilemma that people face every day, even if they
are not always aware of it.



CHAPTER 26

The Costs of Noise Reduction

Whenever people are asked to eliminate noise, they might
object that the necessary steps are just too expensive. In
extreme circumstances, noise reduction is simply not possible.
We have heard this objection in business, education,
government, and elsewhere. There is a legitimate concern
here, but it is easily overstated, and it is often just an excuse.

To put the objection in its most appealing light, consider the
case of a high school teacher who grades twenty-five essays
by tenth-graders during each week of the school year. If the
teacher spends no more than fifteen minutes on each essay, the
grading might be noisy and therefore inaccurate and unfair.
The teacher might consider a little decision hygiene, perhaps
reducing the noise by asking a colleague to grade the essays as
well, so that two people are reading every paper. Perhaps the
teacher could accomplish the same goal by spending more
time reading each essay, structuring the relatively complex
process of assessment, or by reading the essays more than
once and in different orders. A detailed grading guideline used
as a checklist might help. Or perhaps the educator could make
sure to read each essay at the same time of day, so as to reduce
occasion noise.

But if the teacher’s own judgments are pretty accurate and
not terribly noisy, it might be sensible not to do any of these
things. It might not be worth the bother. The teacher might
think that using a checklist or asking a colleague to read the
same papers would be a form of overkill. To know whether it
is, a disciplined analysis might be necessary: how much more



accuracy would the teacher gain, how important is more
accuracy, and how much time and money would be required
by the effort to reduce noise? We could easily imagine a limit
on how much to invest in noise reduction. We could just as
easily see that this limit should be different when the essays
are written by ninth-graders or as senior theses, where
university admission may be on the line and the stakes are
higher.

The basic analysis might be extended to more complex
situations faced by private and public organizations of all
kinds, leading them to reject some noise-reduction strategies.
For some diseases, hospitals and doctors might struggle to
identify simple guidelines to eliminate variability. In the case
of divergent medical diagnoses, efforts to reduce noise have
particular appeal; they might save lives. But the feasibility and
costs of those efforts need to be taken into account. A test
might eliminate noise in diagnoses, but if the test is invasive,
dangerous, and costly, and if variability in diagnoses is modest
and has only mild consequences, then it might not be
worthwhile for all doctors to require all patients to take the
test.

Rarely does the evaluation of employees involve life and
death. But noise can result in unfairness for employees and
high costs for the firm. We have seen that efforts to reduce
noise should be feasible. Are they worthwhile? Cases
involving clearly mistaken evaluations might get noticed and
seem embarrassing, shameful, or worse. Nonetheless, an
institution might think that elaborate corrective steps are not
worth the effort. Sometimes that conclusion is shortsighted,
self-serving, and wrong, even catastrophically so. Some form
of decision hygiene might well be worthwhile. But the belief
that it is too expensive to reduce noise is not always wrong.

In short, we have to compare the benefits of noise reduction
with the costs. That is fair, and it is one reason noise audits are
so important. In many situations, the audits reveal that noise is
producing outrageous levels of unfairness, very high costs, or
both. If so, the cost of noise reduction is hardly a good reason
not to make the effort.



Less Noise, More Mistakes?
A different objection is that some noise-reduction efforts
might themselves produce unacceptably high levels of error.
The objection might be convincing if the instruments used to
reduce noise are too blunt. In fact, some efforts at noise
reduction might even increase bias. If a social media platform
such as Facebook or Twitter introduced firm guidelines that
call for removing all posts containing certain vulgar words, its
decisions will be less noisy, but it will be taking down
numerous posts that should be allowed to stay up. These false
positives are a directional error—a bias.

Life is full of institutional reforms that are designed to
reduce the discretion of people and practices that generate
noise. Many such reforms are well motivated, but some cures
are worse than the disease. In The Rhetoric of Reaction,
economist Albert Hirschman points to three common
objections to reform efforts. First, such efforts might be
perverse, in the sense that they will aggravate the very
problem they are intended to solve. Second, they might be
futile; they might not change things at all. Third, they put other
important values in jeopardy (such as when an effort to protect
labor unions and the right to unionize is said to hurt economic
growth). Perversity, futility, and jeopardy might be offered as
objections to noise reduction, and of the three, claims of
perversity and jeopardy tend to be the most powerful.
Sometimes these objections are just rhetoric—an effort to
derail a reform that will actually do a great deal of good. But
some noise-reduction strategies could jeopardize important
values, and for others the risk of perversity might not be
readily dismissed.

The judges who objected to the sentencing guidelines were
pointing to that risk. They were well aware of Judge Frankel’s
work, and they did not deny that discretion produces noise.
But they thought that reducing discretion would produce more
mistakes, not fewer. Quoting Václav Havel, they insisted, “We
have to abandon the arrogant belief that the world is merely a
puzzle to be solved, a machine with instructions for use
waiting to be discovered, a body of information to be fed into



a computer in the hope that, sooner or later, it will spit out a
universal solution.” One reason for rejecting the idea of
universal solutions is an insistent belief that human situations
are highly varied and that good judges address the variations—
which might mean tolerating noise, or at least rejecting some
noise-reduction strategies.

In the early days of computer chess, a large airline offered a
chess program for international passengers, who were invited
to play against a computer. The program had several levels. At
the lowest level, the program used a simple rule: place your
opponent’s king in check whenever you can. The program was
not noisy. It played the same way every time; it would always
follow its simple rule. But the rule ensured a great deal of
error. The program was terrible at chess. Even inexperienced
chess players could defeat it (which was undoubtedly the
point; winning air travelers are happy air travelers).

Or consider the criminal sentencing policy adopted in some
US states and called “three strikes and you’re out.” The idea is
that if you commit three felonies, your sentence is life
imprisonment—period. The policy reduces the variability that
comes from random assignment of the sentencing judge. Some
of its proponents were especially concerned about level noise
and the possibility that some judges were too lenient with
hardened criminals. Eliminating noise is the central point of
the three-strikes legislation.

But even if the three-strikes policy succeeds in its noise-
reduction goal, we can reasonably object that the price of this
success is too high. Some people who have committed three
felonies should not be put away for life. Perhaps their crimes
were not violent. Or their awful life circumstances might have
helped lead them to crime. Maybe they show a capacity for
rehabilitation. Many people think that a life sentence,
inattentive to the particular circumstances, is not only too
harsh but also intolerably rigid. For that reason, the price of
that noise-reduction strategy is too high.

Consider the case of Woodson v. North Carolina, in which
the US Supreme Court held that a mandatory death sentence
was unconstitutional not because it was too brutal but because



it was a rule. The whole point of the mandatory death sentence
was to ensure against noise—to say that under specified
circumstances, murderers would have to be put to death.
Invoking the need for individualized treatment, the court said
that “the belief no longer prevails that every offense in a like
legal category calls for an identical punishment without regard
to the past life and habits of a particular offender.” According
to the Supreme Court, a serious constitutional shortcoming of
the mandatory death sentence is that it “treats all persons
convicted of a designated offense not as uniquely individual
human beings, but as members of a faceless, undifferentiated
mass to be subjected to the blind infliction of the penalty of
death.”

The death penalty involves especially high stakes, of course,
but the court’s analysis can be applied to many other
situations, most of them not involving law at all. Teachers
evaluating students, doctors evaluating patients, employers
evaluating employees, underwriters setting insurance
premiums, coaches evaluating athletes—all these people might
make mistakes if they apply overly rigid, noise-reducing rules.
If employers use simple rules for evaluating, promoting, or
suspending employees, those rules might eliminate noise while
neglecting important aspects of the employees’ performance.
A noise-free scoring system that fails to take significant
variables into account might be worse than reliance on (noisy)
individual judgments.

Chapter 27 considers the general idea of treating people as
“uniquely individual,” rather than as “members of a faceless,
undifferentiated mass.” For now, we are focusing on a more
prosaic point. Some noise-reduction strategies ensure too
many mistakes. They might be a lot like that foolish chess
program.

Still, the objection seems far more convincing than it
actually is. If one noise-reduction strategy is error-prone, we
should not rest content with high levels of noise. We should
instead try to devise a better noise-reduction strategy—for
example, aggregating judgments rather than adopting silly
rules or developing wise guidelines or rules rather than foolish
ones. In the interest of noise reduction, a university could say,



for example, that people with the highest test scores will be
admitted, and that’s it. If that rule seems too crude, the school
could create a formula that takes account of test scores, grades,
age, athletic achievements, family background, and more.
Complex rules might be more accurate—more attuned to the
full range of relevant factors. Similarly, doctors have complex
rules for diagnosing some illnesses. The guidelines and rules
used by professionals are not always simple or crude, and
many of them help reduce noise without creating intolerably
high costs (or bias). And if guidelines or rules will not work,
perhaps we could introduce other forms of decision hygiene,
suited to the particular situation, that will; recall aggregating
judgments or using a structured process such as the mediating
assessments protocol.

Noiseless, Biased Algorithms
The potentially high costs of noise reduction often come up in
the context of algorithms, where there are growing objections
to “algorithmic bias.” As we have seen, algorithms eliminate
noise and often seem appealing for that reason. Indeed, much
of this book might be taken as an argument for greater reliance
on algorithms, simply because they are noiseless. But as we
have also seen, noise reduction can come at an intolerable cost
if greater reliance on algorithms increases discrimination on
the basis of race and gender, or against members of
disadvantaged groups.

There are widespread fears that algorithms will in fact have
that discriminatory consequence, which is undoubtedly a
serious risk. In Weapons of Math Destruction, mathematician
Cathy O’Neil urges that reliance on big data and decision by
algorithm can embed prejudice, increase inequality, and
threaten democracy itself. According to another skeptical
account, “potentially biased mathematical models are
remaking our lives—and neither the companies responsible for
developing them nor the government is interested in
addressing the problem.” According to ProPublica, an
independent investigative journalism organization, COMPAS,



an algorithm widely used in recidivism risk assessments, is
strongly biased against members of racial minorities.

No one should doubt that it is possible—even easy—to
create an algorithm that is noise-free but also racist, sexist, or
otherwise biased. An algorithm that explicitly uses the color of
a defendant’s skin to determine whether that person should be
granted bail would discriminate (and its use would be unlawful
in many nations). An algorithm that takes account of whether
job applicants might become pregnant would discriminate
against women. In these and other cases, algorithms could
eliminate unwanted variability in judgment but also embed
unacceptable bias.

In principle, we should be able to design an algorithm that
does not take account of race or gender. Indeed, an algorithm
could be designed that disregards race or gender entirely. The
more challenging problem, now receiving a great deal of
attention, is that an algorithm could discriminate and, in that
sense, turn out to be biased, even when it does not overtly use
race and gender as predictors.

As we have suggested, an algorithm might be biased for two
main reasons. First, by design or not, it could use predictors
that are highly correlated with race or gender. For example,
height and weight are correlated with gender, and the place
where people grew up or where they live might well be
correlated with race.

Second, discrimination could also come from the source
data. If an algorithm is trained on a data set that is biased, it
will be biased, too. Consider “predictive policing” algorithms,
which attempt to predict crime, often in order to improve the
allocation of police resources. If the existing data about crime
reflects the overpolicing of certain neighborhoods or the
comparative overreporting of certain types of offenses, then
the resulting algorithms will perpetuate or exacerbate
discrimination. Whenever there is bias in the training data, it is
quite possible to design, intentionally or unintentionally, an
algorithm that encodes discrimination. It follows that even if
an algorithm does not expressly consider race or gender, it
could turn out to be as biased as human beings are. Indeed, in



this regard, algorithms could be worse: since they eliminate
noise, they could be more reliably biased than human judges.

For many people, a key practical consideration is whether
an algorithm has a disparate impact on identifiable groups.
Exactly how to test for disparate impact, and how to decide
what constitutes discrimination, bias, or fairness for an
algorithm, are surprisingly complex topics, well beyond the
scope of this book.

The fact that this question can be raised at all, however, is a
distinct advantage of algorithms over human judgments. For
starters, we recommend careful assessment of algorithms to
ensure that they do not consider inadmissible inputs and to test
whether they discriminate in an objectionable way. It is much
harder to subject individual human beings, whose judgments
are often opaque, to the same kind of scrutiny; people
sometimes discriminate unconsciously and in ways that
outside observers, including the legal system, cannot easily
see. So in some ways, an algorithm can be more transparent
than human beings are.

Undoubtedly, we need to draw attention to the costs of
noiseless but biased algorithms, just as we need to consider the
costs of noiseless but biased rules. The key question is whether
we can design algorithms that do better than real-world human
judges on a combination of criteria that matter: accuracy and
noise reduction, and nondiscrimination and fairness. A great
deal of evidence suggests that algorithms can outperform
human beings on whatever combination of criteria we select.
(Note that we said can and not will.) For instance, as described
in chapter 10, an algorithm can be more accurate than human
judges with respect to bail decisions while producing less
racial discrimination than human beings do. Similarly, a
résumé-selection algorithm can select a better and more
diverse pool of talent than human résumé screeners do.

These examples and many others lead to an inescapable
conclusion: although a predictive algorithm in an uncertain
world is unlikely to be perfect, it can be far less imperfect than
noisy and often-biased human judgment. This superiority
holds in terms of both validity (good algorithms almost always



predict better) and discrimination (good algorithms can be less
biased than human judges). If algorithms make fewer mistakes
than human experts do and yet we have an intuitive preference
for people, then our intuitive preferences should be carefully
examined.

Our broader conclusions are simple and extend well beyond
the topic of algorithms. It is true that noise-reduction strategies
can be costly. But much of the time their costs are merely an
excuse—and not a sufficient reason to tolerate the unfairness
and costs of noise. Of course, efforts to reduce noise might
produce errors of their own, perhaps in the form of bias. In
that case we have a serious problem, but the solution is not to
abandon noise-reduction efforts; it is to come up with better
ones.

Speaking of the Costs of Noise Reduction

“If we tried to eliminate noise in education, we would have to
spend a lot of money. When they grade students, teachers
are noisy. We can’t have five teachers grading the same
paper.”

“If, instead of relying on human judgment, a social network
decides that no one may use certain words, whatever the
context, it will eliminate noise, but also create a lot of
errors. The cure might be worse than the disease.”

“True, there are rules and algorithms that are biased. But
people have biases, too. What we should ask is, can we
design algorithms that are both noise-free and less biased?”

“It might be costly to remove noise—but the cost is often
worth incurring. Noise can be horribly unfair. And if one
effort to reduce noise is too crude—if we end up with
guidelines or rules that are unacceptably rigid or that
inadvertently produce bias—we shouldn’t just give up. We
have to try again.”



CHAPTER 27

Dignity

Suppose you have been denied a mortgage, not because any
person has studied your situation but because a bank has a firm
rule that people with your credit rating simply cannot get a
mortgage. Or suppose you have terrific qualifications and an
interviewer at a firm was greatly impressed with you, but your
application for employment is rejected because you were
convicted of a drug offense fifteen years ago—and the firm
has a flat prohibition on hiring anyone who has been convicted
of a crime. Or maybe you are accused of a crime and denied
bail not after an individualized hearing before an actual human
being but because an algorithm has decided that people with
your characteristics have a flight risk that exceeds the
threshold that would allow for bail.

In such cases, many people would object. They want to be
treated as individuals. They want a real human being to look at
their particular circumstances. They may or may not be aware
that individualized treatment would produce noise. But if that
is the price of such treatment, they insist that it is a price worth
paying. They might complain whenever people are treated, in
the Supreme Court’s words, “not as uniquely individual human
beings, but as members of a faceless, undifferentiated mass to
be subjected to the blind infliction” of some penalty (see
chapter 26).

Many people insist on an individualized hearing, free from
what they see as the tyranny of rules, to give people a sense
that they are being treated as individuals and hence with a kind
of respect. The idea of due process, taken as part of ordinary



life, might seem to require an opportunity for a face-to-face
interaction in which a human being, authorized to exercise
discretion, considers a wide range of factors.

In many cultures, this argument for case-by-case judgment
has deep moral foundations. It can be found in politics, law,
theology, and even literature. Shakespeare’s Merchant of
Venice is easily read as an objection to noise-free rules and a
plea for a role of mercy in law and in human judgment
generally. Hence Portia’s closing argument:

The quality of mercy is not strained;

It droppeth as the gentle rain from heaven
Upon the place beneath. It is twice blest;

It blesseth him that gives and him that takes:
(…)

It is enthroned in the hearts of kings,
It is an attribute to God himself;

And earthly power doth then show likest God’s
When mercy seasons justice.

Because it is not bound by rules, mercy is noisy.
Nonetheless, Portia’s plea can be made in many situations and
in countless organizations. It often resonates. An employee
might be seeking a promotion. A would-be homeowner might
be applying for a loan. A student might be applying to
university. Those who are making decisions about such cases
might reject some noise-reduction strategies, above all firm
rules. If they do not, it might be because they think, with
Portia, that the quality of mercy is not strained. They might
know that their own approach is noisy, but if it ensures that
people feel that they have been treated with respect and that
someone has listened to them, they might embrace it anyway.

Some noise-reduction strategies do not run into this
objection. If three people, rather than merely one, are making a
decision, people are still given an individualized hearing.
Guidelines may leave decision makers with significant
discretion. But some efforts to reduce noise, including rigid
rules, do eliminate that discretion and might lead people to
object that the resulting process offends their sense of dignity.



Are they right? Certainly, people often care about whether
they receive an individualized hearing. There is an
unquestionable human value in the opportunity to be heard.
But if individualized hearings produce more deaths, more
unfairness, and much higher costs, they should not be
celebrated. We have emphasized that in situations like hiring,
admissions, and medicine, some noise-reduction strategies
might turn out to be crude; they might forbid forms of
individualized treatment that, while noisy, would produce
fewer errors on balance. But if a noise-reduction strategy is
crude, then, as we have urged, the best response is to try to
come up with a better strategy—one attuned to a wide range of
relevant variables. And if that better strategy eliminates noise
and produces fewer errors, it would have obvious advantages
over individualized treatment, even if it reduces or eliminates
the opportunity to be heard.

We are not saying that the interest in individualized
treatment does not matter. But there is a high price to pay if
such treatment leads to all sorts of terrible consequences,
including palpable unfairness.

Changing Values
Imagine that a public institution succeeds in eliminating noise.
Let’s say that a university defines misconduct so that every
faculty member and every student knows what it does and
does not include. Or suppose that a large firm specifies exactly
what corruption means, so that anyone in the firm would know
what is permitted and what is forbidden. Or imagine that a
private institution reduces noise significantly, perhaps by
saying that it will not hire anyone who has not majored in
certain subjects. What happens if an organization’s values
change? Some noise-reduction strategies would seem unable
to make space for them, and their inflexibility might be a
problem, one that is closely connected with the interest in
individualized treatment and dignity.

A famously puzzling decision in American constitutional
law helps make the point. Decided in 1974, the case involved a



school system’s firm rule requiring pregnant teachers to take
unpaid leave five months before the expected date of
childbirth. Jo Carol LaFleur, a teacher, argued that she was
perfectly fit to teach, that the rule was discriminatory, and that
five months was excessive.

The US Supreme Court agreed. But it did not speak of sex
discrimination, and it did not say that five months was
necessarily excessive. Instead it objected that LaFleur had not
been given an opportunity to show that there was no physical
need for her, in particular, to stop working. In the court’s own
words,

there is no individualized determination by the teacher’s doctor—or the school
board’s—as to any particular teacher’s ability to continue at her job. The rules
contain an irrebuttable presumption of physical incompetency, and that
presumption applies even when the medical evidence as to an individual
woman’s physical status might be wholly to the contrary.

A mandatory period of five months off does seem absurd.
But the court did not emphasize that point. Instead it
complained of the “irrebuttable presumption” and the absence
of an “individualized determination.” In so saying, the court
was apparently arguing, with Portia, that the quality of mercy
is not strained and that a particular person should be required
to look at LaFleur’s particular circumstances.

But without some decision hygiene, that is a recipe for
noise. Who decides LaFleur’s case? Will the decision be the
same for her as for many other, similarly situated women? In
any case, many rules amount to irrebuttable presumptions. Is a
specified speed limit unacceptable? A minimum age for voting
or drinking? A flat prohibition on drunk driving? With such
examples in mind, critics objected that an argument against
“irrebuttable presumptions” would prove too much—not least
because their purpose and effect are to reduce noise.

Influential commentators at the time defended the court’s
decision by emphasizing that moral values change over time
and hence the need to avoid rigid rules. They argued that with
respect to women’s role in society, social norms were in a state
of great flux. They contended that individualized
determinations were especially suitable in that context because
they would allow for incorporation of those changing norms.



A rule-bound system might eliminate noise, which is good, but
it might also freeze existing norms and values, which is not so
good.

In sum, some people might insist that an advantage of a
noisy system is that it will allow people to accommodate new
and emerging values. As values change, and if judges are
allowed to exercise discretion, they might begin to give, for
example, lower sentences to those convicted of drug offenses
or higher sentences to those convicted of rape. We have
emphasized that if some judges are lenient and others are not,
then there will be a degree of unfairness; similarly situated
people will be treated differently. But unfairness might be
tolerated if it allows room for novel or emerging social values.

The problem is hardly limited to the criminal justice system
or even to law. With respect to any number of policies,
companies might decide to allow some flexibility in their
judgments and decisions, even if doing so produces noise,
because flexibility ensures that as new beliefs and values arise,
they can change policies over time. We offer a personal
example: when one of us joined a large consulting firm some
years ago, the not-so-recent welcome pack he received
specified the travel expenses for which he was allowed to
claim reimbursement (“one phone call home on safe arrival; a
pressing charge for a suit; tips for bellboys”). The rules were
noise-free but clearly outdated (and sexist). They were soon
replaced with standards that can evolve with the times. For
example, expenses must now be “proper and reasonable.”

The first answer to this defense of noise is simple: Some
noise-reduction strategies do not run into this objection at all.
If people use a shared scale grounded in an outside view, they
can respond to changing values over time. In any event, noise-
reduction efforts need not and should not be permanent. If
such efforts take the form of firm rules, those who make them
should be willing to make changes over time. They might
revisit them annually. They might decide that because of new
values, new rules are essential. In the criminal justice system,
the rule makers might reduce sentences for certain crimes and
increase them for others. They might decriminalize some



activity altogether—and criminalize an activity that had
previously been considered perfectly acceptable.

But let’s step back. Noisy systems can make room for
emerging moral values, and that can be a good thing. But in
many spheres, it is preposterous to defend high levels of noise
with this argument. Some of the most important noise-
reduction strategies, such as aggregating judgments, do allow
for emerging values. And if different customers, complaining
of a malfunctioning laptop, are treated differently by a
computer company, the inconsistency is unlikely to be because
of emerging values. If different people get different medical
diagnoses, it is rarely because of new moral values. We can do
a great deal to reduce noise or even eliminate it while still
designing processes to allow values to evolve.

Gaming the System, Evading the Rules
In a noisy system, judges of all kinds can adapt as the situation
requires—and respond to unexpected developments. By
eliminating the power of adaptation, some noise-reduction
strategies can have the unintended consequence of giving
people an incentive to game the system. A potential argument
for tolerating noise is that it may turn out to be a by-product of
approaches that private and public institutions adopt to prevent
that kind of gaming.

The tax code is a familiar example. On the one hand, the tax
system should not be noisy. It should be clear and predictable;
identical taxpayers ought not to be treated differently. But if
we eliminated noise in the tax system, clever taxpayers would
inevitably find a way to evade the rules. Among tax
specialists, there is a lively debate about whether it is best to
have clear rules, eliminating noise, or instead to have a degree
of vagueness, allowing for unpredictability but also reducing
the risk that clear rules will produce opportunistic or self-
interested behavior.

Some companies and universities forbid people to engage in
“wrongdoing,” without specifying what that means. The
inevitable result is noise, which is not good and may even be



very bad. But if there is a specific list of what counts as
wrongdoing, then terrible behavior that is not explicitly
covered by the list will end up being tolerated.

Because rules have clear edges, people can evade them by
engaging in conduct that is technically exempted but that
creates the same or analogous harms. (Every parent of a
teenager knows this!) When we cannot easily design rules that
ban all conduct that ought to be prohibited, we have a
distinctive reason to tolerate noise, or so the objection goes.

In some circumstances, clear, defined rules eliminating
noise do give rise to the risk of evasion. And this risk might be
a reason to adopt some other strategy for reducing noise, such
as aggregation, and perhaps to tolerate an approach that allows
for some noise. But the words might be are crucial. We need to
ask how much evasion there would be—and how much noise
there would be. If there is only a little evasion and a lot of
noise, then we are better off with approaches that reduce noise.
We will return to this question in chapter 28.

Deterrence and Risk Aversion
Suppose that the goal is to deter misconduct—by employees,
by students, by ordinary citizens. A little unpredictability, or
even a lot of it, might not be the worst thing. An employer
might think, “If the punishment of certain kinds of
wrongdoing is a fine, a suspension, or a dismissal, then my
employees will not engage in those kinds of wrongdoing.”
Those who run a criminal justice system might think, “We
don’t much mind if would-be criminals have to guess about
the likely punishment. If the prospect of a punishment lottery
discourages people from crossing the line, maybe the resulting
noise can be tolerated.”

In the abstract, these arguments cannot be dismissed, but
they are not terribly convincing. At first glance, what matters
is the expected value of the punishment, and a 50% chance of
a $5,000 fine is equivalent to the certainty of a $2,500 fine. Of
course, some people might focus on the worst-case scenario.
Risk-averse people might be more deterred by the 50% chance



of a $5,000 fine—but risk-seeking people will be less deterred
by it. To know whether a noisy system imposes more
deterrence, we need to know whether potential wrongdoers are
risk-averse or risk-seeking. And if we want to increase
deterrence, wouldn’t it be better to increase the penalty and
eliminate the noise? Doing that would eliminate unfairness as
well.

Creativity, Morale, and Fresh Ideas
Might some noise-reduction efforts squelch motivation and
engagement? Might they affect creativity and prevent people
from making big breakthroughs? Many organizations think so.
In some cases, they might be right. To know whether they are,
we need to specify the noise-reduction strategy to which they
are objecting.

Recall the intensely negative reaction of many judges to the
sentencing guidelines. As one judge put it, “We must learn
once again to trust the exercise of judgment in the courtroom.”
In general, people in positions of authority do not like to have
their discretion taken away. They may feel diminished as well
as constrained—even humiliated. When steps are taken to
reduce their discretion, many people will rebel. They value the
opportunity to exercise judgment; they might even cherish it.
If their discretion is removed so that they will do what
everyone else does, they might feel like cogs in a machine.

In short, a noisy system might be good for morale not
because it is noisy but because it allows people to decide as
they see fit. If employees are allowed to respond to customer
complaints in their own way, evaluate their subordinates as
they think best, or establish premiums as they deem
appropriate, then they might enjoy their jobs more. If the
company takes steps to eliminate noise, employees might think
that their own agency has been compromised. Now they are
following rules rather than exercising their own creativity.
Their jobs look more mechanical, even robotic. Who wants to
work in a place that squelches your own capacity to make
independent decisions?



Organizations might respond to these feelings not only
because they honor them but also because they want to give
people space to come up with new ideas. If a rule is in place, it
might reduce ingenuity and invention.

These points apply to many people in organizations but, of
course, not all of them. Different tasks must be evaluated
differently; noisy diagnoses of strep throat or hypertension
might not be a good place to exercise creativity. But we might
be willing to tolerate noise if it makes for a happier and more
inspired workforce. Demoralization is itself a cost and leads to
other costs, such as poor performance. To be sure, we should
be able to reduce noise while remaining receptive to fresh
ideas. Some noise-reduction strategies, such as structuring
complex judgments, do exactly that. If we want to reduce
noise while maintaining good morale, we might select decision
hygiene strategies that have that consequence. And those who
are in charge might make it clear that even when firm rules are
in place, a process exists to challenge and rethink them—but
not to break them by exercising case-by-case discretion.

In a series of energetic books, Philip Howard, a
distinguished lawyer and thinker, makes similar points in favor
of allowing more flexible judgments. Howard wants policies
to take the form not of prescriptive rules, which eliminate
noise, but of general principles: “be reasonable,” “act
prudently,” “do not impose excessive risks.”

In Howard’s view, the modern world of government
regulation has gone mad, simply because it is so rigid.
Teachers, farmers, developers, nurses, doctors—all of these
experts, and many more, are burdened by rules that tell them
what to do and exactly how to do it. Howard thinks that it
would be much better to allow people to use their own
creativity to figure out how to achieve the relevant goals,
whether the goals are better educational outcomes, reduced
accidents, cleaner water, or healthier patients.

Howard makes some appealing arguments, but it is
important to ask about the consequences of the approaches he
favors, including potential increases in noise and bias. Most
people do not love rigidity in the abstract, but it might be the



best way of reducing noise and eliminating bias and error. If
only general principles are in place, noise in their
interpretation and enforcement will follow. That noise might
well be intolerable, even scandalous. At the very least, the
costs of noise have to be given careful consideration—and
they usually are not. Once we see that noise produces
widespread unfairness and high costs of its own, we will often
conclude that it is unacceptable and that we should identify
noise-reduction strategies that do not compromise important
values.

Speaking of Dignity

“People value and even need face-to-face interactions. They
want a real human being to listen to their concerns and
complaints and to have the power to make things better.
Sure, those interactions will inevitably produce noise. But
human dignity is priceless.”

“Moral values are constantly evolving. If we lock everything
down, we won’t make space for changing values. Some
efforts to reduce noise are just too rigid; they would prevent
moral change.”

“If you want to deter misconduct, you should tolerate some
noise. If students are left wondering about the penalty for
plagiarism, great—they will avoid plagiarizing. A little
uncertainty in the form of noise can magnify deterrence.”

“If we eliminate noise, we might end up with clear rules,
which wrongdoers will find ways to avoid. Noise can be a
price worth paying if it is a way of preventing strategic or
opportunistic behavior.”

“Creative people need space. People aren’t robots. Whatever
your job, you deserve some room to maneuver. If you’re
hemmed in, you might not be noisy, but you won’t have
much fun and you won’t be able to bring your original ideas
to bear.”

“In the end, most of the efforts to defend noise aren’t
convincing. We can respect people’s dignity, make plenty of



space for moral evolution, and allow for human creativity
without tolerating the unfairness and cost of noise.”



CHAPTER 28

Rules or Standards?

If the goal is to reduce noise or decide how and whether to do
so (and to what degree), it is useful to distinguish between two
ways of regulating behavior: rules and standards.
Organizations of all kinds often choose one or the other or
some combination of the two.

In business, a company might say that employees have to be
at work between specified hours, that no one may take
vacations of more than two weeks, and that if anyone leaks to
the press, the person will be fired. Alternatively, it might say
that employees must be at work “for a reasonable working
day,” that vacations will be decided “on a case-by-case basis,
consistent with the needs of the firm,” and that leaks “will be
punished appropriately.”

In law, a rule might say that no one may exceed a numerical
speed limit, that workers may not be exposed to carcinogens,
or that all prescription drugs must come with specific
warnings. By contrast, a standard might say that people must
drive “prudently,” that employers must provide safe
workplaces “to the extent feasible,” or that in deciding
whether to offer warnings for prescription drugs, companies
must act “reasonably.”

These examples illustrate the central distinction between
rules and standards. Rules are meant to eliminate discretion by
those who apply them; standards are meant to grant such
discretion. Whenever rules are in place, noise ought to be
severely reduced. Those who interpret rules must answer a
question of fact: How fast did the driver go? Was a worker



exposed to a carcinogen? Did the drug have the required
warnings?

Under rules, the enterprise of fact-finding may itself involve
judgment and so produce noise or be affected by bias. We have
encountered many examples. But people who design rules aim
to reduce those risks, and when a rule consists of a number
(“no one may vote until they reach the age of eighteen” or “the
speed limit is sixty-five miles per hour”), noise should be
reduced. Rules have an important feature: they reduce the role
of judgment. On that count, at least, judges (understood to
include all those who apply rules) have less work to do. They
follow the rules. For better or worse, they have far less room
to maneuver.

Standards are altogether different. When standards are in
place, judges have to do a lot of work to specify the meaning
of open-ended terms. They might have to make numerous
judgments to decide what counts as (for example)
“reasonable” and “feasible.” In addition to finding facts, they
must give content to relatively vague phrases. Those who
devise standards effectively export decision-making authority
to others. They delegate power.

The kinds of guidelines discussed in chapter 22 might be
rules or standards. If they are rules, they dramatically constrain
judgment. Even if they are standards, they might be far from
open-ended. Apgar scores are guidelines and not rules. They
do not forbid some exercise of discretion. When guidelines are
tightened so as to eliminate that discretion, they turn into rules.
Algorithms work as rules, not standards.

Divisions and Ignorance
It should be clear at the outset that whenever firms,
organizations, societies, or groups are sharply divided, it might
be far easier to generate standards than rules. Company leaders
might agree that managers should not act abusively, without
knowing precisely what the proscription means. Managers
might oppose sexual harassment in the workplace without
deciding whether flirtatious behavior is acceptable. A



university might prohibit students from engaging in
plagiarism, without specifying the exact meaning of that term.
People might agree that a constitution should protect freedom
of speech, without deciding whether it should protect
commercial advertising, threats, or obscenity. People might
agree that environmental regulators should issue prudent rules
to reduce greenhouse gas emissions, without defining what
constitutes prudence.

Setting standards without specifying details can lead to
noise, which might be controlled through some of the
strategies we have discussed, such as aggregating judgments
and using the mediating assessments protocol. Leaders might
want to come up with rules but, as a practical matter, might not
be able to agree on them. Constitutions themselves include
many standards (protecting, for example, freedom of religion).
The same is true of the Universal Declaration of Human
Rights (“All human beings are born free and equal in dignity
and rights”).

The great difficulty of getting diverse people to agree on
noise-reducing rules is one reason why standards, and not
rules, are put in place. The leaders of a company might be
unable to agree on specific words to govern how employees
must deal with customers. Standards might be the best that
such leaders can do. There are analogies in the public sector.
Lawmakers might reach a compromise on a standard (and
tolerate the resulting noise) if that is the price of enacting law
at all. In medicine, doctors might agree on standards for
diagnosing illnesses; attempts to devise rules, on the other
hand, might cause intractable disagreement.

But social and political divisions are not the only reason that
people resort to standards instead of rules. Sometimes, the real
problem is that people lack the information that would enable
them to produce sensible rules. A university might be unable
to produce rules to govern its decisions about whether to
promote a faculty member. An employer might struggle to
foresee all the circumstances that would lead it to retain or
discipline employees. A national legislature might not know
about the appropriate level of air pollutants—particulate
matter, ozone, nitrogen dioxide, lead. The best it can do is



issue some kind of standard and rely on trusted experts to
specify its meaning, even if the consequence is noise.

Rules can be biased in many ways. A rule might forbid
women from becoming police officers. It might say that Irish
need not apply. Even if they create a large bias, rules will
sharply reduce noise (if everyone follows them). If a rule says
that everyone over the age of twenty-one is permitted to buy
alcoholic beverages and that no one under that age can do so,
there will probably be little noise, at least as long as people
follow the rule. By contrast, standards invite noise.

Bosses, Controlling Subordinates
The distinction between rules and standards has great
importance for all public and private institutions, including
businesses of all kinds. The choice between the two arises
whenever a principal is trying to control an agent. As
described in chapter 2, insurance underwriters work hard to
charge the Goldilocks premium (one neither too high nor too
low) to benefit their company. Would their bosses give these
underwriters standards or rules to guide them? Any leader in a
company might direct employees very specifically or more
generally (“use your common sense” or “exercise your best
judgment”). A doctor might use one or the other approach
when offering instructions to a patient. “Take a pill every
morning and every night” is a rule; “take a pill whenever you
feel you need it” is a standard.

We have noted that a social media company such as
Facebook will inevitably be concerned with noise and how to
reduce it. The company might tell its employees to take down
content when a post violates a clear rule (forbidding, say,
nudity). Or it might tell its employees to enforce a standard
(such as forbidding bullying or patently offensive materials).
Facebook’s Community Standards, first made public in 2018,
are a fascinating mix of rules and standards, with plenty of
both. After they were released, numerous complaints were
made by Facebook’s users, who argued that the company’s
standards produced excessive noise (and therefore created both



errors and unfairness). A recurring concern was that because
many thousands of Facebook’s reviewers had to make
judgments, the decisions could be highly variable. In deciding
whether to take down posts that they reviewed, the reviewers
made different decisions about what was allowed and what
was forbidden. To see why such variability was inevitable,
consider these words from Facebook’s Community Standards
in 2020:

We define hate speech as a direct attack on people based on what we call
protected characteristics—race, ethnicity, national origin, religious affiliation,
sexual orientation, caste, sex, gender, gender identity, and serious disease or
disability. We also provide some protections for immigration status. We define
attack as violent or dehumanizing speech, statements of inferiority, or calls for
exclusion or segregation.

In implementing a definition of this kind, reviewers will
inevitably be noisy. What, exactly, counts as “violent or
dehumanizing speech”? Facebook was aware of such
questions, and in response to them, it moved in the direction of
blunt rules, precisely to reduce noise. Those rules were
cataloged in a nonpublic document called the Implementation
Standards, consisting of about twelve thousand words, which
The New Yorker obtained. In the public Community Standards,
the text governing graphic content started with a standard “We
remove content that glorifies violence.” (What’s that, exactly?)
By contrast, the Implementation Standards listed graphic
images and explicitly told the content moderators what to do
about these images. Examples included “charred or burning
human beings” and “the detachment of non-generating body
parts.” To summarize a complicated story, the Community
Standards look more like standards whereas the
Implementation Standards look more like rules.

In the same vein, an airline might ask its pilots to abide by
either rules or standards. The question might be whether to go
back to the gate after ninety minutes on the tarmac or when,
exactly, to turn on the seatbelt sign. The airline might like
rules because they limit pilots’ discretion, thus reducing error.
But it might also believe that under some circumstances, pilots
ought to use their best judgment. In these situations, standards
might be much better than rules, even if they produce some
noise.



In all these cases and many more, those who decide between
rules and standards must focus on the problem of noise, the
problem of bias, or both. Businesses, both large and small,
have to make that decision all the time. Sometimes they do so
intuitively and without much of a framework.

Standards come in many shapes and sizes. They can have
essentially no content: “do what is appropriate, under the
circumstances.” They can be written so as to approach rules—
as, for example, when what is appropriate is specifically
defined, to limit judges’ discretion. Rules and standards can
also be mixed and matched. For example, a personnel office
might adopt a rule (“all applicants must have a college
degree”) to precede the application of the standard (“subject to
that constraint, choose people who will do a terrific job”).

We have said that rules should reduce or possibly even
eliminate noise and that standards will often produce a great
deal of it (unless some noise-reduction strategy is adopted). In
private and public organizations, noise is often a product of a
failure to issue rules. When the noise is loud enough—when
everyone can see that similarly situated people are not being
treated similarly—there is often a movement in the direction
of rules. As in the case of criminal sentencing, the movement
might turn into an outcry. Some sort of noise audit typically
precedes that outcry.

The Return of the Repressed
Consider an important question: who counts as disabled, such
that they should qualify for economic benefits reserved for
those who are unable to work? If the question is phrased that
way, judges will make ad hoc decisions that will be noisy and
therefore unfair. In the United States, such noisy, unfair
decisions were once the norm, and the results were scandalous.
Two seemingly identical people in wheelchairs or with severe
depression or chronic pain would be treated differently. In
response, public officials shifted to something far more like a
rule—a disability matrix. The matrix calls for relatively
mechanical judgments on the basis of education, geographical



location, and remaining physical capacities. The goal is to
make the decisions less noisy.

The leading discussion of the problem, written by law
professor Jerry Mashaw, gives a name to the effort to eliminate
noisy judgments: bureaucratic justice. The term is worth
remembering. Mashaw celebrates the creation of the matrix as
fundamentally just, precisely because it promises to eliminate
noise. In some situations, however, the promise of
bureaucratic justice might not be realized. Whenever an
institution shifts to rule-bound decisions, there is a risk that
noise will reemerge.

Suppose that rules produce terrible results in particular
cases. If so, judges might simply ignore the rules, thinking that
they are far too harsh. For that reason, they might exercise
discretion through a mild form of civil disobedience, which
can be hard to police or even see. In private companies,
employees ignore firm rules that seem stupid. Similarly,
administrative agencies charged with protecting public safety
and health can simply refuse to enforce statutes when they are
too rigid and rule-like. In criminal law, jury nullification refers
to situations in which juries simply refuse to follow the law, on
the ground that it is senselessly rigid and harsh.

Whenever a public or private institution tries to control
noise through firm rules, it must always be alert to the
possibility that the rules will simply drive discretion
underground. With the three-strikes policy, the frequent
response of prosecutors—to avoid making a felony charge
against people who had been convicted twice—was extremely
difficult to control and even see.

When such things happen, there will be noise, but no one
will hear it. We need to monitor our rules to make sure they
are operating as intended. If they are not, the existence of
noise might be a clue, and the rules should be revised.

A Framework
In business and in government, the choice between rules and
standards is often made intuitively, but it can be made more



disciplined. As a first approximation, the choice depends on
just two factors: (1) the costs of decisions and (2) the costs of
errors.

With standards, the costs of decisions can be very high for
judges of all kinds, simply because they have to work to give
them content. Exercising judgment can be burdensome. If
doctors are told to make their best judgment, they might have
to spend time thinking about each case (and the judgments
might well be noisy). If doctors are given clear guidelines to
decide whether patients have strep throat, their decisions might
be fast and relatively straightforward. If the speed limit is
sixty-five miles per hour, police officers do not have to think
hard about how fast people are allowed to go, but if the
standard is that people may not drive “unreasonably fast,”
officers have to do a lot more thinking (and the enforcement
will almost certainly be noisy). With rules, the costs of
decisions are typically much lower.

Still, it’s complicated. Rules may be straightforward to
apply once they are in place, but before a rule is put in place,
someone has to decide what it is. Producing a rule can be hard.
Sometimes it is prohibitively costly. Legal systems and private
companies therefore often use words such as reasonable,
prudent, and feasible. This is also why terms like these play an
equally important role in fields such as medicine and
engineering.

The costs of errors refer to the number and the magnitude of
mistakes. A pervasive question is whether agents are
knowledgeable and reliable, and whether they practice
decision hygiene. If they are, and if they do, then a standard
might work just fine—and there might be little noise.
Principals need to impose rules when they have reason to
distrust their agents. If agents are incompetent or biased and if
they cannot feasibly implement decision hygiene, then they
should be constrained by rules. Sensible organizations well
understand that the amount of discretion they grant is closely
connected with the level of trust they have in their agents.

Of course there is a continuum from perfect trust to
complete distrust. A standard might lead to numerous errors



by less-than-trustworthy agents, but if those errors are minor,
they might be tolerable. A rule might lead to only a few
mistakes, but if they are catastrophic, we might want a
standard. We should be able to see that there is no general
reason to think that the costs of errors are larger with either
rules or standards. If a rule is perfect, of course, it will produce
no errors. But rules are rarely perfect.

Suppose that the law says that you can buy liquor only if
you are 21 or older. The law aims to protect young people
from the various risks associated with alcohol consumption.
Understood in this way, the law will produce plenty of
mistakes. Some people who are 20 or 19 or 18 or even 17 can
do just fine with liquor. Some people who are 22 or 42 or 62
cannot. A standard would produce fewer errors—if we could
find a suitable form of words and if people could apply these
words accurately. Of course, that is very hard to do, which is
why we almost always see simple rules, based on age, for
liquor sales.

This example suggests a much larger point. Whenever
numerous decisions must be made, there might well be a lot of
noise, and there is a strong argument for clear rules. If
dermatologists are seeing a large number of patients with itchy
rashes and moles, they might make fewer errors if their
judgments are constrained by sensible rules. Without such
rules, and with open-ended standards, the costs of decisions
tend to become impossibly large. For repeated decisions, there
are real advantages to moving in the direction of mechanical
rules rather than ad hoc judgments. The burdens of exercising
discretion turn out to be great, and the costs of noise, or the
unfairness it creates, might well be intolerable.

Smart organizations are keenly aware of the disadvantages
of both ways of regulating behavior. They enlist rules, or
standards that are close to rules, as a way of reducing noise
(and bias). And to minimize the costs of errors, they are
willing to devote considerable time and attention, in advance,
to ensuring that the rules are accurate (enough).

Outlawing Noise?



In many situations, noise should be a scandal. People live with
it, but they should not have to do that. A simple response is to
shift from open-ended discretion or a vague standard to a rule
or something close to it. We now have a sense of when the
simple response is the right response. But even when a rule is
not feasible or not a good idea, we have identified an
assortment of strategies to reduce noise.

All this raises a large question: should the legal system
outlaw noise? It would be too simple to answer yes, but the
law should be doing much more than it now does to control
noise. Here is one way to think about the problem. The
German sociologist Max Weber complained of “Kadi justice,”
which he understood as informal, ad hoc judgments
undisciplined by general rules. In Weber’s view, Kadi justice
was intolerably case by case; it was a violation of the rule of
law. As Weber put it, the judge “precisely did not adjudicate
according to formal rules and ‘without regard to persons.’ Just
the reverse largely obtained; he judged persons according to
their concrete qualities and in terms of the concrete situation,
or according to equity and the appropriateness of the concrete
result.”

This approach, Weber argued, “knows no rational rules of
decision.” We can easily see Weber as complaining about
intolerable noise that Kadi justice ensured. Weber celebrated
the rise of bureaucratic judgments, disciplined in advance.
(Recall the idea of bureaucratic justice.) He saw specialized,
professional, and rule-bound approaches as the final stage in
the evolution of law. But long after Weber wrote, it is clear
that Kadi justice, or something like it, remains pervasive. The
question is what to do about it.

We would not go so far as to say that noise reduction should
be part of the Universal Declaration of Human Rights, but in
some cases, noise can be counted as a rights violation, and in
general, legal systems all over the world should be making
much greater efforts to control noise. Consider criminal
sentencing; civil fines for wrongdoing; and the grant or denial
of asylum, educational opportunities, visas, building permits,
and occupational licenses. Or suppose that a large government
agency is hiring hundreds or even thousands of people and that



its decisions have no rhyme or reason; there is a cacophony of
noise. Or suppose that a child custody agency treats young
children very differently, depending on whether one or another
employee is assigned to the case. How is it acceptable that a
child’s life and future depend on that lottery?

In many cases, variability in such decisions is clearly driven
by biases, including identifiable cognitive biases and certain
forms of discrimination. When that is so, people tend to find
the situation intolerable, and the law may be invoked as a
corrective, requiring new and different practices.
Organizations all over the world see bias as a villain. They are
right. They do not see noise that way. They should.

In many areas, the current level of noise is far too high. It is
imposing high costs and producing terrible unfairness. What
we have cataloged here is the tip of the iceberg. The law
should do much more to reduce those costs. It should combat
that unfairness.

Speaking of Rules and Standards

“Rules simplify life, and reduce noise. But standards allow
people to adjust to the particulars of the situations.”

“Rules or standards? First, ask which produces more mistakes.
Then, ask which is easier or more burdensome to produce or
work with.”

“We often use standards when we should embrace rules—
simply because we don’t pay attention to noise.”

“Noise reduction shouldn’t be part of the Universal
Declaration of Human Rights—at least not yet. Still, noise
can be horribly unfair. All over the world, legal systems
should consider taking strong steps to reduce it.”



REVIEW AND CONCLUSION

Taking Noise Seriously

Noise is the unwanted variability of judgments, and there is
too much of it. Our central goals here have been to explain
why that is so and to see what might be done about it. We have
covered a great deal of material in this book, and by way of
conclusion, we offer here a brisk review of the main points, as
well as a broader perspective.

Judgments
As we use the term, judgment should not be confused with
“thinking.” It is a much narrower concept: judgment is a form
of measurement in which the instrument is a human mind.
Like other measurements, a judgment assigns a score to an
object. The score need not be a number. “Mary Johnson’s
tumor is probably benign” is a judgment, as are statements like
“The national economy is very unstable,” “Fred Williams
would be the best person to hire as our new manager,” and
“The premium to insure this risk should be $12,000.”
Judgments informally integrate diverse pieces of information
into an overall assessment. They are not computations, and
they do not follow exact rules. A teacher uses judgment to
grade an essay, but not to score a multiple-choice test.

Many people earn a living by making professional
judgments, and everyone is affected by such judgments in
important ways. Professional judges, as we call them here,
include football coaches and cardiologists, lawyers and
engineers, Hollywood executives and insurance underwriters,



and many more. Professional judgments have been the focus
of this book, both because they have been extensively studied
and because their quality has such a large impact on all of us.
We believe that what we have learned applies to judgments
that people make in other parts of their lives, too.

Some judgments are predictive, and some predictive
judgments are verifiable; we will eventually know whether
they were accurate. This is generally the case for short-term
forecasts of outcomes such as the effects of a medication, the
course of a pandemic, or the results of an election. But many
judgments, including long-term forecasts and answers to
fictitious questions, are unverifiable. The quality of such
judgments can be assessed only by the quality of the thought
process that produces them. Furthermore, many judgments are
not predictive but evaluative: the sentence set by a judge or the
rank of a painting in a prize competition cannot easily be
compared to an objective true value.

Strikingly, however, people who make judgments behave as
if a true value exists, regardless of whether it does. They think
and act as if there were an invisible bull’s-eye at which to aim,
one that they and others should not miss by much. The phrase
judgment call implies both the possibility of disagreement and
the expectation that it will be limited. Matters of judgment are
characterized by an expectation of bounded disagreement.
They occupy a space between matters of computation, where
disagreement is not allowed, and matters of taste, where there
is little expectation of agreement except in extreme cases.

Errors: Bias and Noise
We say that bias exists when most errors in a set of judgments
are in the same direction. Bias is the average error, as, for
example, when a team of shooters consistently hits below and
to the left of the target; when executives are too optimistic
about sales, year after year; or when a company keeps
reinvesting money in failing projects that it should write off.

Eliminating bias from a set of judgments will not eliminate
all error. The errors that remain when bias is removed are not



shared. They are the unwanted divergence of judgments, the
unreliability of the measuring instrument we apply to reality.
They are noise. Noise is variability in judgments that should
be identical. We use the term system noise for the noise
observed in organizations that employ interchangeable
professionals to make decisions, such as physicians in an
emergency room, judges imposing criminal penalties, and
underwriters in an insurance company. Much of this book has
been concerned with system noise.

Measuring Bias and Noise
The mean of squared errors (MSE) has been the standard of
accuracy in scientific measurement for two hundred years. The
main features of MSE are that it yields the sample mean as an
unbiased estimate of the population mean, treats positive and
negative errors equally, and disproportionately penalizes large
errors. MSE does not reflect the real costs of judgment errors,
which are often asymmetric. However, professional decisions
always require accurate predictions. For a city facing a
hurricane, the costs of under- and overestimating the threat are
clearly not the same, but you would not want these costs to
influence the meteorologists’ forecast of the storm’s speed and
trajectory. MSE is the appropriate standard for making such
predictive judgments, where objective accuracy is the goal.

As measured by MSE, bias and noise are independent and
additive sources of error. Obviously, bias is always bad and
reducing it always improves accuracy. Less intuitive is the fact
that noise is equally bad and that reducing noise is always an
improvement. The best amount of scatter is zero, even when
the judgments are clearly biased. The goal, of course, is to
minimize both bias and noise.

Bias in a set of verifiable judgments is defined by the
difference between the average judgment of a case and the
corresponding true value. This comparison is impossible for
unverifiable judgments. For example, the true value of a
premium that an underwriter sets for a particular risk will
never be known. Nor can we easily know the true value of the



just sentence for a particular crime. Lacking that knowledge, a
frequent and convenient (though not always correct)
assumption is that judgments are unbiased and that the average
of many judges is the best estimate of the true value.

Noise in a system can be assessed by a noise audit, an
experiment in which several professionals make independent
judgments of the same cases (real or fictitious). We can
measure noise without knowing a true value, just as we can
see, from the back of the target, the scatter of a set of shots.
Noise audits can measure the variability of judgments in many
systems, including a radiology department and the system of
criminal justice. They may sometimes call attention to
deficiencies in skill or training. And they will quantify system
noise—for instance, when underwriters in the same team differ
in their assessments of risks.

Of bias and noise, which is the larger problem? It depends
on the situation. The answer might well turn out to be noise.
Bias and noise make equal contributions to overall error
(MSE) when the mean of errors (the bias) is equal to the
standard deviations of errors (the noise). When the distribution
of judgments is normal (the standard bell-shaped curve), the
effects of bias and noise are equal when 84% of judgments are
above (or below) the true value. This is a substantial bias,
which will often be detectable in a professional context. When
the bias is smaller than one standard deviation, noise is the
bigger source of overall error.

Noise Is a Problem
Variability as such is unproblematic in some judgments, even
welcome. Diversity of opinions is essential for generating
ideas and options. Contrarian thinking is essential to
innovation. A plurality of opinions among movie critics is a
feature, not a bug. Disagreements among traders make
markets. Strategy differences among competing start-ups
enable markets to select the fittest. In what we call matters of
judgment, however, system noise is always a problem. If two



doctors give you different diagnoses, at least one of them is
wrong.

The surprises that motivated this book are the sheer
magnitude of system noise and the amount of damage that it
does. Both of these far exceed common expectations. We have
given examples from many fields, including business,
medicine, criminal justice, fingerprint analysis, forecasting,
personnel ratings, and politics. Hence our conclusion:
wherever there is judgment, there is noise, and more of it than
you think.

The large role of noise in error contradicts a commonly held
belief that random errors do not matter, because they “cancel
out.” This belief is wrong. If multiple shots are scattered
around the target, it is unhelpful to say that, on average, they
hit the bull’s-eye. If one candidate for a job gets a higher rating
than she deserves and another gets a lower one, the wrong
person may be hired. If one insurance policy is overpriced and
another is underpriced, both errors are costly to the insurance
company; one makes it lose business, the other makes it lose
money.

In short, we can be sure that there is error if judgments vary
for no good reason. Noise is detrimental even when judgments
are not verifiable and error cannot be measured. It is unfair for
similarly situated people to be treated differently, and a system
in which professional judgments are seen as inconsistent loses
credibility.

Types of Noise
System noise can be broken down into level noise and pattern
noise. Some judges are generally more severe than others, and
others are more lenient; some forecasters are generally bullish
and others bearish about market prospects; some doctors
prescribe more antibiotics than others do. Level noise is the
variability of the average judgments made by different
individuals. The ambiguity of judgment scales is one of the
sources of level noise. Words such as likely or numbers (e.g.,
“4 on a scale of 0 to 6”) mean different things to different



people. Level noise is an important source of error in judgment
systems and an important target for interventions aimed at
noise reduction.

System noise includes another, generally larger component.
Regardless of the average level of their judgments, two judges
may differ in their views of which crimes deserve the harsher
sentences. Their sentencing decisions will produce a different
ranking of cases. We call this variability pattern noise (the
technical term is statistical interaction).

The main source of pattern noise is stable: it is the
difference in the personal, idiosyncratic responses of judges to
the same case. Some of these differences reflect principles or
values that the individuals follow, whether consciously or not.
For example, one judge might be especially severe with
shoplifters and unusually lenient with traffic offenders;
another might show the opposite pattern. Some of the
underlying principles or values may be quite complex, and the
judge may be unaware of them. For example, a judge could be
relatively lenient toward older shoplifters without realizing it.
Finally, a highly personal reaction to a particular case could
also be stable. A defendant who resembles the judge’s
daughter might well have evoked the same feeling of
sympathy, and hence leniency, on another day.

This stable pattern noise reflects the uniqueness of judges:
their response to cases is as individual as their personality. The
subtle differences among people are often enjoyable and
interesting, but the differences become problematic when
professionals operate within a system that assumes
consistency. In the studies we have examined, the stable
pattern noise that such individual differences produce is
generally the single largest source of system noise.

Still, judges’ distinctive attitudes to particular cases are not
perfectly stable. Pattern noise also has a transient component,
called occasion noise. We detect this kind of noise if a
radiologist assigns different diagnoses to the same image on
different days or if a fingerprint examiner identifies two prints
as a match on one occasion but not on another. As these
examples illustrate, occasion noise is most easily measured



when the judge does not recognize the case as one seen before.
Another way to demonstrate occasion noise is to show the
effect of an irrelevant feature of the context on judgments,
such as when judges are more lenient after their favorite
football team won, or when doctors prescribe more opioids in
the afternoon.

The Psychology of Judgment and Noise
The judges’ cognitive flaws are not the only cause of errors in
predictive judgments. Objective ignorance often plays a larger
role. Some facts are actually unknowable—how many
grandchildren a baby born yesterday will have seventy years
from now, or the number of a winning lottery ticket in a
drawing to be held next year. Others are perhaps knowable but
are not known to the judge. People’s exaggerated confidence
in their predictive judgment underestimates their objective
ignorance as well as their biases.

There is a limit to the accuracy of our predictions, and this
limit is often quite low. Nevertheless, we are generally
comfortable with our judgments. What gives us this satisfying
confidence is an internal signal, a self-generated reward for
fitting the facts and the judgment into a coherent story. Our
subjective confidence in our judgments is not necessarily
related to their objective accuracy.

Most people are surprised to hear that the accuracy of their
predictive judgments is not only low but also inferior to that of
formulas. Even simple linear models built on limited data, or
simple rules that can be sketched on the back of an envelope,
consistently outperform human judges. The critical advantage
of rules and models is that they are noise-free. As we
subjectively experience it, judgment is a subtle and complex
process; we have no indication that the subtlety may be mostly
noise. It is difficult for us to imagine that mindless adherence
to simple rules will often achieve higher accuracy than we can
—but this is by now a well-established fact.

Psychological biases are, of course, a source of systematic
error, or statistical bias. Less obviously, they are also a source



of noise. When biases are not shared by all judges, when they
are present to different degrees, and when their effects depend
on extraneous circumstances, psychological biases produce
noise. For instance, if half the managers who make hiring
decisions are biased against women and half are biased in their
favor, there will be no overall bias, but system noise will cause
many hiring errors. Another example is the disproportionate
effect of first impressions. This is a psychological bias, but
that bias will produce occasion noise when the order in which
the evidence is presented varies randomly.

We have described the process of judgment as the informal
integration of a set of cues to produce a judgment on a scale.
The elimination of system noise would therefore require
judges to maintain uniformity in their use of cues, in the
weights they assign to cues, and in their use of the scale. Even
leaving aside the random effects of occasion noise, these
conditions are rarely met.

Agreement is often fairly high in judgments on single
dimensions. Different recruiters will often agree on their
evaluations of which of two candidates is more charismatic or
more diligent. The shared intuitive process of matching across
intensity dimensions—such as when people match a high GPA
to a precocious reading age—will generally produce similar
judgments. The same is true of judgments based on a small
number of cues that point in the same general direction.

Large individual differences emerge when a judgment
requires the weighting of multiple, conflicting cues. Looking at
the same candidate, some recruiters will give more weight to
evidence of brilliance or charisma; others will be more
influenced by concerns about diligence or calm under
pressure. When cues are inconsistent and do not fit a coherent
story, different people will inevitably give more weight to
certain cues and ignore others. Pattern noise will result.

The Obscurity of Noise
Noise is not a prominent problem. It is rarely discussed, and it
is certainly less salient than bias. You probably had not given



it much thought. Given its importance, the obscurity of noise
is an interesting phenomenon in and of itself.

Cognitive biases and other emotional or motivated
distortions of thinking are often used as explanations for poor
judgments. Analysts invoke overconfidence, anchoring, loss
aversion, availability bias, and other biases to explain
decisions that turned out badly. Such biasbased explanations
are satisfying, because the human mind craves causal
explanations. Whenever something goes wrong, we look for a
cause—and often find it. In many cases, the cause will appear
to be a bias.

Bias has a kind of explanatory charisma, which noise lacks.
If we try to explain, in hindsight, why a particular decision
was wrong, we will easily find bias and never find noise. Only
a statistical view of the world enables us to see noise, but that
view does not come naturally—we prefer causal stories. The
absence of statistical thinking from our intuitions is one reason
that noise receives so much less attention than bias does.

Another reason is that professionals seldom see a need to
confront noise in their own judgments and in those of their
colleagues. After a period of training, professionals often
make judgments on their own. Fingerprint experts,
experienced underwriters, and veteran patent officers rarely
take time to imagine how colleagues might disagree with them
—and they spend even less time imagining how they might
disagree with themselves.

Most of the time, professionals have confidence in their
own judgment. They expect that colleagues would agree with
them, and they never find out whether they actually do. In
most fields, a judgment may never be evaluated against a true
value and will at most be subjected to vetting by another
professional who is considered a respect-expert. Only
occasionally will professionals be faced with a surprising
disagreement, and when that happens, they will generally find
reasons to view it as an isolated case. The routines of
organizations also tend to ignore or suppress evidence of
divergence among experts in their midst. This is



understandable; from an organizational perspective, noise is an
embarrassment.

How to Reduce Noise (and Bias, Too)

There is reason to believe that some people make better
judgments than others do. Task-specific skill, intelligence, and
a certain cognitive style—best described as being actively
open-minded—characterize the best judges. Unsurprisingly,
good judges will make few egregious mistakes. Given the
multiple sources of individual differences, however, we should
not expect even the best judges to be in perfect agreement on
complex judgment problems. The infinite variety of
backgrounds, personalities, and experiences that make each of
us unique is also what makes noise inevitable.

One strategy for error reduction is debiasing. Typically,
people attempt to remove bias from their judgments either by
correcting judgments after the fact or by taming biases before
they affect judgments. We propose a third option, which is
particularly applicable to decisions made in a group setting:
detect biases in real time, by designating a decision observer
to identify signs of bias (see appendix B).

Our main suggestion for reducing noise in judgment is
decision hygiene. We chose this term because noise reduction,
like health hygiene, is prevention against an unidentified
enemy. Handwashing, for example, prevents unknown
pathogens from entering our bodies. In the same way, decision
hygiene will prevent errors without knowing what they are.
Decision hygiene is as unglamorous as its name and certainly
less exciting than a victorious fight against predictable biases.
There may be no glory in preventing an unidentified harm, but
it is very much worth doing.

A noise-reduction effort in an organization should always
begin with a noise audit (see appendix A). An important
function of the audit is to obtain a commitment of the
organization to take noise seriously. An essential benefit is the
assessment of separate types of noise.



We described the successes and limitations of noise
reduction efforts in various domains. We now recapitulate six
principles that define decision hygiene, describe how they
address the psychological mechanisms that cause noise, and
show how they relate to the specific decision hygiene
techniques we have discussed

The goal of judgment is accuracy, not individual
expression. This statement is our candidate for the first
principle of decision hygiene in judgment. It reflects the
narrow, specific way we have defined judgment in this book.
We have shown that stable pattern noise is a large component
of system noise and that it is a direct consequence of
individual differences, of judgment personalities that lead
different people to form different views of the same problem.
This observation leads to a conclusion that will be as
unpopular as it is inescapable: judgment is not the place to
express your individuality.

To be clear, personal values, individuality, and creativity are
needed, even essential, in many phases of thinking and
decision making, including the choice of goals, the
formulation of novel ways to approach a problem, and the
generation of options. But when it comes to making a
judgment about these options, expressions of individuality are
a source of noise. When the goal is accuracy and you expect
others to agree with you, you should also consider what other
competent judges would think if they were in your place.

A radical application of this principle is the replacement of
judgment with rules or algorithms. Algorithmic evaluation is
guaranteed to eliminate noise—indeed, it is the only approach
that can eliminate noise completely. Algorithms are already in
use in many important domains, and their role is increasing.
But it is unlikely that algorithms will replace human judgment
in the final stage of important decisions—and we consider this
good news. However, judgment can be improved, by both the
appropriate use of algorithms and the adoption of approaches
that make decisions less dependent on the idiosyncrasies of
one professional. We have seen, for instance, how decision
guidelines can help constrain the discretion of judges or



promote homogeneity in the diagnoses of physicians and thus
reduce noise and improve decisions.

Think statistically, and take the outside view of the case.
We say that a judge takes the outside view of a case when she
considers it as a member of a reference class of similar cases
rather than as a unique problem. This approach diverges from
the default mode of thinking, which focuses firmly on the case
at hand and embeds it in a causal story. When people apply
their unique experiences to form a unique view of the case, the
result is pattern noise. The outside view is a remedy for this
problem: professionals who share the same reference class will
be less noisy. In addition, the outside view often yields
valuable insights.

The outside-view principle favors the anchoring of
predictions in the statistics of similar cases. It also leads to the
recommendation that predictions should be moderate (the
technical term is regressive; see appendix C). Attention to the
wide range of past outcomes and to their limited predictability
should help decision makers calibrate their confidence in their
judgments. People cannot be faulted for failing to predict the
unpredictable, but they can be blamed for a lack of predictive
humility.

Structure judgments into several independent tasks. This
divide-and-conquer principle is made necessary by the
psychological mechanism we have described as excessive
coherence, which causes people to distort or ignore
information that does not fit a preexisting or emerging story.
Overall accuracy suffers when impressions of distinct aspects
of a case contaminate each other. For an analogy, think of what
happens to the evidentiary value of a set of witnesses when
they are allowed to communicate.

People can reduce excessive coherence by breaking down
the judgment problem into a series of smaller tasks. This
technique is analogous to the practice of structured interviews,
in which interviewers evaluate one trait at a time and score it
before moving to the next one. The principle of structuring
inspires diagnostic guidelines, such as the Apgar score. It is
also at the heart of the approach we have called the mediating



assessments protocol. This protocol breaks down a complex
judgment into multiple fact-based assessments and aims to
ensure that each one is evaluated independently of the others.
Whenever possible, independence is protected by assigning
assessments to different teams and minimizing communication
among them.

Resist premature intuitions. We have described the internal
signal of judgment completion that gives decision makers
confidence in their judgment. The unwillingness of decision
makers to give up this rewarding signal is a key reason for the
resistance to the use of guidelines and algorithms and other
rules that tie their hands. Decision makers clearly need to be
comfortable with their eventual choice and to attain the
rewarding sense of intuitive confidence. But they should not
grant themselves this reward prematurely. An intuitive choice
that is informed by a balanced and careful consideration of the
evidence is far superior to a snap judgment. Intuition need not
be banned, but it should be informed, disciplined, and delayed.

This principle inspires our recommendation to sequence the
information: professionals who make judgments should not be
given information that they don’t need and that could bias
them, even if that information is accurate. In forensic science,
for example, it is good practice to keep examiners unaware of
other information about a suspect. Control of discussion
agendas, a key element of the mediating assessments protocol,
also belongs here. An efficient agenda will ensure that
different aspects of the problem are considered separately and
that the formation of a holistic judgment is delayed until the
profile of assessments is complete.

Obtain independent judgments from multiple judges, then
consider aggregating those judgments. The requirement of
independence is routinely violated in the procedures of
organizations, notably in meetings in which participants’
opinions are shaped by those of others. Because of cascade
effects and group polarization, group discussions often
increase noise. The simple procedure of collecting
participants’ judgments before the discussion both reveals the
extent of noise and facilitates a constructive resolution of
differences.



Averaging independent judgments is guaranteed to reduce
system noise (but not bias). A single judgment is a sample of
one, drawn from the population of all possible judgments; and
increasing sample size improves the precision of estimates.
The advantage of averaging is further enhanced when judges
have diverse skills and complementary judgment patterns. The
average of a noisy group may end up being more accurate than
a unanimous judgment.

Favor relative judgments and relative scales. Relative
judgments are less noisy than absolute ones, because our
ability to categorize objects on a scale is limited, while our
ability to make pairwise comparisons is much better. Judgment
scales that call for comparisons will be less noisy than scales
that require absolute judgments. For example, a case scale
requires judges to locate a case on a scale that is defined by
instances familiar to everyone.

The decision hygiene principles we have just listed are
applicable not only to recurrent judgments but also to one-off
major decisions, or what we call singular decisions. The
existence of noise in singular decisions may seem
counterintuitive: by definition, there is no variability to
measure if you decide only once. Yet noise is there, causing
errors. The noise in a team of shooters is invisible if we see
only the first shooter in action, but the scatter would become
apparent if we saw the other shooters. Similarly, the best way
to think about singular judgments is to treat them as recurrent
judgments that are made only once. That is why decision
hygiene should improve them, too.

Enforcing decision hygiene can be thankless. Noise is an
invisible enemy, and a victory against an invisible enemy can
only be an invisible victory. But like physical health hygiene,
decision hygiene is vital. After a successful operation, you like
to believe that it is the surgeon’s skill that saved your life—
and it did, of course—but if the surgeon and all the personnel
in the operating room had not washed their hands, you might
be dead. There may not be much glory to be gained in
hygiene, but there are results.



How Much Noise?
Of course, the battle against noise is not the only consideration
for decision makers and organizations. Noise may be too
costly to reduce: a high school could eliminate noise in
grading by having five teachers read each and every paper, but
that burden is hardly justified. Some noise may be inevitable
in practice, a necessary side effect of a system of due process
that gives each case individualized consideration, that does not
treat people like cogs in a machine, and that grants decision
makers a sense of agency. Some noise may even be desirable,
if the variation it creates enables a system to adapt over time—
as when noise reflects changing values and goals and triggers
a debate that leads to change in practice or in the law.

Perhaps most importantly, noise-reduction strategies may
have unacceptable downsides. Many concerns about
algorithms are overblown, but some are legitimate. Algorithms
may produce stupid mistakes that a human would never make,
and therefore lose credibility even if they also succeed in
preventing many errors that humans do make. They may be
biased by poor design or by training on inadequate data. Their
facelessness may inspire distrust. Decision hygiene practices
also have their downsides: if poorly managed, they risk
bureaucratizing decisions and demoralizing professionals who
feel their autonomy is being undermined.

All these risks and limitations deserve full consideration.
However, whether an objection to noise reduction makes sense
depends on the particular noise-reduction strategy that is under
discussion. An objection to aggregating judgments—perhaps
on the ground that it is too costly—may not apply to the use of
guidelines. To be sure, whenever the costs of noise reduction
exceed its benefits, it should not be pursued. Once the cost-
benefit calculation is made, it may reveal an optimal level of
noise that is not zero. The problem is that in the absence of
noise audits, people are unaware of how much noise there is in
their judgments. When that is the case, invoking the difficulty
of reducing noise is nothing but an excuse not to measure it.

Bias leads to errors and unfairness. Noise does too—and
yet, we do a lot less about it. Judgment error may seem more



tolerable when it is random than when we attribute it to a
cause; but it is no less damaging. If we want better decisions
about things that matter, we should take noise reduction
seriously.



EPILOGUE

A Less Noisy World

Imagine what organizations would look like if they were
redesigned to reduce noise. Hospitals, hiring committees,
economic forecasters, government agencies, insurance
companies, public health authorities, criminal justice systems,
law firms, and universities would be keenly alert to the
problem of noise and strive to reduce it. Noise audits would be
routine; they might be undertaken every year.

Leaders of organizations would use algorithms either to
replace human judgment or to supplement it in far more areas
than they do today. People would break down complex
judgments into simpler mediating assessments. They would
know about decision hygiene and follow its prescriptions.
Independent judgments would be elicited and aggregated.
Meetings would look very different; discussions would be
more structured. An outside view would be more
systematically integrated into the decision process. Overt
disagreements would be both more frequent and more
constructively resolved.

The result would a be less noisy world. It would save a great
deal of money, improve public safety and health, increase
fairness, and prevent many avoidable errors. Our aim in
writing this book has been to draw attention to this
opportunity. We hope that you will be among those who seize
it.



APPENDIX A

How to Conduct a Noise Audit

This appendix provides a practical guide for conducting a
noise audit. You should read it from the perspective of a
consultant who has been engaged by an organization to
examine the quality of the professional judgments its
employees produce by conducting a noise audit in one of its
units.

As implied by its name, the focus of the audit is the
prevalence of noise. However, a well-conducted audit will
provide valuable information about biases, blind spots, and
specific deficiencies in the training of employees and in the
supervision of their work. A successful audit should stimulate
changes in the operations of the unit, including in the doctrine
that guides professionals’ judgments, the training they receive,
the tools they use to support their judgments, and the routine
supervision of their work. If the effort is considered
successful, it may be extended to other units of the
organization.

A noise audit requires a substantial amount of work and
much attention to detail because its credibility will surely be
questioned if its findings reveal significant flaws. Every detail
of the cases and the procedure should therefore be considered
with hostile scrutiny in mind. The process we describe aims to
reduce opposition by enlisting the professionals who are the
most significant potential critics of the audit to be its authors.

Alongside the consultant (who may be external or internal),
the relevant cast of characters includes the following:



Project team. The project team will be responsible for all phases of the study.
If the consultants are internal, they will form the core of the project team. If
the consultants are external, an internal project team will work closely with
them. This will ensure that people in the company view the audit as their
project and consider the consultants as playing a supporting role. In addition
to the consultants who administer the collection of data, analyze the results,
and prepare a final report, the project team should include subject matter
experts who can construct the cases that the judges will assess. All the
members of the project team should have high professional credibility.

Clients. A noise audit will only be useful if it leads to significant changes,
which requires early involvement of the leadership of the organization,
which is the “client” of the project. You can expect clients to be initially
skeptical about the prevalence of noise. This initial skepticism is actually an
advantage if it is accompanied by an open-minded attitude, curiosity about
the results of the audit, and a commitment to remedy the situation if the
consultant’s pessimistic expectations are confirmed.

Judges. The clients will designate one or more units to be audited. The
selected unit should consist of a substantial number of “judges,” the
professionals who make similar judgments and decisions on behalf of the
company. The judges should be effectively interchangeable; i.e., if one
person was unavailable to handle a case, another would be assigned to it and
expected to arrive at a similar judgment. The examples that introduced this
book were sentencing decisions of federal judges and the setting of risk
premiums and claims reserves in an insurance company. For a noise audit, it
is best to select a judgment task that (1) can be completed on the basis of
written information, and (2) is expressed numerically (e.g., in dollars,
probabilities, or ratings).

Project manager. A high-level manager in the administrative staff should be
designated as project manager. Specific professional expertise is not required
for that task. However, a high position in the organization is of practical
significance in overcoming administrative hurdles and is also a
demonstration of the importance that the company attaches to the project.
The task of the project manager is to provide administrative support to
facilitate all phases of the project, including the preparation of the final
report and the communication of its conclusions to the leadership of the
company.

Construction of Case Materials
The subject matter experts who are part of the project team
should have recognized expertise in the task of the unit (e.g.,
setting premiums for risks or evaluating the potential of
possible investments). They will be in charge of developing
the cases that will be used in the audit. Designing a credible
simulation of the judgments professionals make on the job is a
delicate task—especially given the scrutiny that the study will



undergo if it reveals serious problems. The team must consider
this question: if the results of our simulation indicate a high
level of noise, will people in the company accept that there is
noise in the actual judgments of the unit? The noise audit is
only worth carrying out if the answer is a clear yes.

There is more than one way to achieve a positive response.
The noise audit of sentencing described in chapter 1
summarized each case by a brief schematic list of relevant
attributes and obtained assessments of sixteen cases in ninety
minutes. The noise audit in the insurance company described
in chapter 2 used detailed and realistic summaries of complex
cases. Findings of high noise in both instances provided
acceptable evidence because of the argument that if much
disagreement was found in simplified cases, noise could only
be worse in real cases.

A questionnaire should be prepared for each case, to
provide a deeper understanding of the reasoning that led each
judge to a judgment of that case. The questionnaire should be
administered only after the completion of all cases. It should
include:

Open questions about the key factors that led the participant to her response.

A list of the facts of the case, allowing the participant to rate their
importance.

Questions that call for an “outside view” of the category to which the case
belongs. For instance, if the cases call for dollar valuations, participants
should provide an estimate of how much below or above average the case is
compared to all valuations for cases of the same category.

“What is the estimated cost of getting an evaluation wrong in either direction
(too high or low) by a specified amount (e.g., 15%)?”

Prelaunch Meeting with Executives
When the case materials to be used in the audit are assembled,
a meeting should be scheduled in which the project team will
present the audit to the leadership of the company. The
discussion in that meeting should consider possible outcomes
of the study, including a finding of unacceptable system noise.
The purpose of the meeting is to hear objections to the planned
study and to obtain from the leadership a commitment to



accept its results, whatever they are: there is no point moving
on to the next stage without such a commitment. If serious
objections are raised, the project team may be required to
improve the case materials and try again.

Once the executives accept the design of the noise audit, the
project team should ask them to state their expectations about
the results of the study. They should discuss questions such as:

“What level of disagreement do you expect between a randomly selected pair
of answers to each case?”

“What is the maximum level of disagreement that would be acceptable from
a business perspective?”

“What is the estimated cost of getting an evaluation wrong in either direction
(too high or low) by a specified amount (e.g., 15%)?”

The answers to these questions should be documented to
ensure that they are remembered and believed when the actual
results of the audit come in.

Administration of the Study
The managers of the audited unit should be, from the
beginning, informed in general terms that their unit has been
selected for special study. However, it is important that the
term noise audit not be used to describe the project. The words
noise and noisy should be avoided, especially as descriptions
of people. A neutral term such as decision-making study
should be used instead.

The managers of the unit will be immediately in charge of
the data collection and responsible for briefing the participants
about the task, with the participation of the project manager
and members of the project team. The intent of the exercise
should be described to the participants in general terms, as in
“The organization is interested in how [decision makers]
reach their conclusions.”

It is essential to reassure the professionals who participate in
the study that individual answers will not be known to anyone
in the organization, including the project team. If necessary, an
outside firm may be hired to anonymize the data. It is also



important to stress that there will be no specific consequences
for the unit, which was merely selected as representative of
units that perform judgment tasks on behalf of the
organization. To ensure the credibility of the results, all
qualified professionals in the unit should participate in the
study. The allocation of half a working day to the exercise will
help convince the participants of its importance.

All participants should complete the exercise at the same
time, but they should be kept physically separate and asked not
to communicate while the study is in progress. The project
team will be available to answer questions during the study.

Analyses and Conclusions
The project team will be in charge of the statistical analyses of
the multiple cases evaluated by each participant, including the
measurement of the overall amount of noise and its
constituents, level noise and pattern noise. If the case materials
allow it, it will also identify statistical biases in the responses.
The project team will have the equally important task of trying
to understand the sources of variability in judgments by
examining responses to the questionnaire in which participants
explained their reasoning and identified the facts that most
influenced their decisions. Focusing mainly on extreme
responses at both ends of the distribution, the team will search
for patterns in the data. It will look for indications of possible
deficiencies in the training of employees, the procedures of the
organization, and the information that it provides to its
employees.

The consultant and the internal project team will work
together to develop tools and procedures that apply principles
of decision hygiene and debiasing to improve the judgments
and decisions made in the unit. This step of the process is
likely to extend over several months. In parallel, the consultant
and the professional team will also prepare a report on the
project, which they will present to the leadership of the
organization.



At this point, the organization will have carried out a sample
noise audit in one of its units. If the effort is considered
successful, the executive team may decide on a broader effort
to evaluate and improve the quality of the judgments and
decisions that are produced in the organization.



APPENDIX B

A Checklist for a Decision Observer

This appendix presents a generic example of a checklist to be
used by a decision observer (see chapter 19). The checklist
presented here roughly follows the chronological sequence of
the discussion that leads to an important decision.

The suggested questions that follow each item in the
checklist bring additional clarifications. Decision observers
should ask themselves these questions while observing the
decision process.

This checklist is not intended to be used as it stands. Rather,
we hope that it will serve as an inspiration and a starting point
for decision observers who will design a custom bias
observation checklist of their own.



Bias Observation Checklist

1. APPROACH TO JUDGMENT

1a. Substitution
____“Did the group’s choice of evidence and the focus of their discussion

indicate substitution of an easier question for the difficult one they were
assigned?”

____“Did the group neglect an important factor (or appear to give weight to an
irrelevant one)?”

1b. Inside view
____“Did the group adopt the outside view for part of its deliberations and

seriously attempt to apply comparative rather than absolute judgment?”

1c. Diversity of views
____“Is there any reason to suspect that members of the group share biases,

which could lead their errors to be correlated? Conversely, can you think
of a relevant point of view or expertise that is not represented in this
group?

2. PREJUDGMENTS AND PREMATURE CLOSURE

2a. Initial prejudgments
____“Do (any of) the decision makers stand to gain more from one conclusion

than another?”
____“Was anyone already committed to a conclusion? Is there any reason to

suspect prejudice?”

____“Did dissenters express their views?”
____“Is there a risk of escalating commitment to a losing course of action?”

2b. Premature closure; excessive coherence
____“Was there accidental bias in the choice of considerations that were

discussed early?”

____“Were alternatives fully considered, and was evidence that would support
them actively sought?”

____“Were uncomfortable data or opinions suppressed or neglected?”

3. INFORMATION PROCESSING



3a. Availability and salience
____“Are the participants exaggerating the relevance of an event because of its

recency, its dramatic quality, or its personal relevance, even if it is not
diagnostic?”

3b. Inattention to quality of information
____“Did the judgment rely heavily on anecdotes, stories, or analogies? Did

the data confirm them?”

3c. Anchoring
____“Did numbers of uncertain accuracy or relevance play an important role in

the final judgment?”

3d. Nonregressive prediction
____“Did the participants make nonregressive extrapolations, estimates, or

forecasts?”

DECISION

4a. Planning fallacy
____“When forecasts were used, did people question their sources and

validity? Was the outside view used to challenge the forecasts?”
____“Were confidence intervals used for uncertain numbers? Are they wide

enough?”

4b. Loss aversion
____“Is the risk appetite of the decision makers aligned with that of the

organization? Is the decision team overly cautious?”

4c. Present bias
____“Do the calculations (including the discount rate used) reflect the

organization’s balance of short- and long-term priorities?”



APPENDIX C

Correcting Predictions

Matching predictions are errors caused by our reliance on the
intuitive matching process (see chapter 14). We make
matching predictions when we rely on the information we
have to make a forecast and behave as if this information were
perfectly (or very highly) predictive of the outcome.

Recall the example of Julie, who could “read fluently when
she was four years old.” The question was, what is her GPA?
If you predicted for Julie’s college GPA, you intuitively judged
that the four-year-old Julie was in the top 10% of her age
group by reading age (although not in the top 3–5%). You
then, implicitly, assumed that Julie would also rank
somewhere around the 90th percentile of her class in terms of
GPA. This corresponds to a GPA of 3.7 or 3.8—hence the
popularity of these answers.

What makes this reasoning statistically incorrect is that it
grossly overstates the diagnostic value of the information
available about Julie. A precocious four-year-old does not
always become an academic overachiever (and, fortunately, a
child who initially struggles with reading will not languish at
the bottom of the class forever).

More often than not, in fact, outstanding performance will
become less outstanding. Conversely, very poor performance
will improve. It is easy to imagine social, psychological, or
even political reasons for this observation, but reasons are not
required. The phenomenon is purely statistical. Extreme
observations in one direction or the other will tend to become
less extreme, simply because past performance is not perfectly



correlated with future performance. This tendency is called
regression to the mean (hence the technical term nonregressive
for matching predictions, which fail to take it into account).

To put it quantitatively, the judgment you made about Julie
would be correct if reading age were a perfect predictor of
GPA, that is, if there were a correlation of 1 between the two
factors. That is obviously not the case.

There is a statistical way to make a judgment that is likely
to be more accurate. It is nonintuitive and difficult to find,
even for people with some statistical training. Here is the
procedure. Figure 19 illustrates it with Julie’s example.

FIGURE 19: Adjusting an intuitive prediction for regression to the mean

1. Make your intuitive guess.
Your intuition about Julie, or about any case about which

you have information, is not worthless. Your fast, system 1
thinking easily places the information you have onto the scale
of your prediction and produces a GPA score for Julie. This
guess is the prediction you would make if the information you
have were perfectly predictive. Write it down.

2. Look for the mean.
Now, step back and forget what you know about Julie for a

moment. What would you say about Julie’s GPA if you knew
absolutely nothing about her? The answer, of course, is
straightforward: in the absence of any information, your best
guess of Julie’s GPA would have to be the mean GPA in her
graduating class—probably somewhere around 3.2.



Looking at Julie this way is an application of the broader
principle we have discussed above, the outside view. When we
take the outside view, we think of the case we are considering
as an instance of a class, and we think about that class in
statistical terms. Recall, for instance, how taking the outside
view about the Gambardi problem leads us to ask what the
base rate of success is for a new CEO (see chapter 4).

3. Estimate the diagnostic value of the information you have.
This is the difficult step, where you need to ask yourself,

“What is the predictive value of the information I have?” The
reason this question matters should be clear by now. If all you
knew about Julie was her shoe size, you would correctly give
this information zero weight and stick to the mean GPA
prediction. If, on the other hand, you had the list of grades
Julie has obtained in every subject, this information would be
perfectly predictive of her GPA (which is their average). There
are many shades of gray between these two extremes. If you
had data about Julie’s exceptional intellectual achievements in
high school, this information would be much more diagnostic
than her reading age, but less than her college grades.

Your task here is to quantify the diagnostic value of the data
you have, expressed as a correlation with the outcome you are
predicting. Except in rare cases, this number will have to be a
back-of-theenvelope estimate.

To make a sensible estimate, remember some of the
examples we listed in chapter 12. In the social sciences,
correlations of more than .50 are very rare. Many correlations
that we recognize as meaningful are in the .20 range. In Julie’s
case, a correlation of .20 is probably an upper bound.

4. Adjust from the outside view in the direction of your
intuitive guess, to an extent that reflects the diagnostic
value of the information you have.
The final step is a simple arithmetic combination of the

three numbers you have now produced: you must adjust from
the mean, in the direction of your intuitive guess, in proportion
to the correlation you have estimated.



This step simply extends the observation we have just made:
if the correlation were 0, you would stick to the mean; if it
were 1, you would disregard the mean and happily make a
matching prediction. In Julie’s case, then, the best prediction
you can make of GPA is one that lies no more than 20% of the
way from the mean of the class in the direction of the intuitive
estimate that her reading age suggested to you. This
computation leads you to a prediction of about 3.3.

We have used Julie’s example, but this method can be
applied just as easily to many of the judgment problems we
have discussed in this book. Consider, for instance, a vice
president of sales who is hiring a new salesperson and has just
had an interview with an absolutely outstanding candidate.
Based on this strong impression, the executive estimates that
the candidate should book sales of $1 million in the first year
on the job—twice the mean amount achieved by new hires
during their first year on the job. How could the vice president
make this estimate regressive? The calculation depends on the
diagnostic value of the interview. How well does a recruiting
interview predict on-the-job success in this case? Based on the
evidence we have reviewed, a correlation of .40 is a very
generous estimate. Accordingly, a regressive estimate of the
new hire’s first-year sales would be, at most, $500K + ($1
million − $500K) × .40 = $700K.

This process, again, is not at all intuitive. Notably, as the
examples illustrate, corrected predictions will always be more
conservative than intuitive ones: they will never be as extreme
as intuitive predictions, but instead closer, often much closer,
to the mean. If you correct your predictions, you will never bet
that the tennis champion who has won ten Grand Slam titles
will win another ten. Neither will you foresee that a highly
successful start-up worth $1 billion will become a behemoth
worth several hundred times that. Corrected predictions do not
take bets on outliers.

This means that, in hindsight, corrected predictions will
inevitably result in some highly visible failures. However,
prediction is not done in hindsight. You should remember that
outliers are, by definition, extremely rare. The opposite error is
much more frequent: when we predict that outliers will remain



outliers, they generally don’t, because of regression to the
mean. That is why, whenever the aim is to maximize accuracy
(i.e., minimize MSE), corrected predictions are superior to
intuitive, matching predictions.
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